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INTRODUCTION

Since ancient times, human beings have been constantly on the move
from one place to another due to wars, trade or unforgiving climatic
conditions. The movements that started on foot have continued with
automobiles, trains, ships and planes due to technological advancements.
Now the Internet offers us opportunities such as visiting a virtual museum,
choosing a book in a virtual library or visiting a city virtually from where
we live. Thus, the view on the concept of time-space began to change. In
this period of speed and rapid experience, which David Harvey describes
as time-space compression, it is possible to “go” from one museum to
another in different cities without leaving home. In fact, real-time and
three-dimensional navigations in the metaverse will be possible in the
near future.

Mentioned in the literature as the Grand Tour, the trips made by
noble and wealthy English men to Europe after the Renaissance (17th
- 19th centuries) in order to increase their knowledge and manners are
remembered as a turning point in the history of travel. Especially with the
industrial revolution, the separation of home and workplace, the beginning
of the formation of large and crowded cities, and the innovations in
transportation accelerated and facilitated the movement of people (Calls,
2015). Passages where first innovations were seen and the increase in
manufactured goods brought a new actor to the relationship of the modern
individual with the city: the city traveler (flaneur).

The flaneur mentioned by Charles Baudelaire in his book The Painter
of Modern Life is

“A city traveler who travels across the metropolis to its farthest corners,
observes all aspects of modern life with great love, extracts it and records
it in his memory. He shelters in crowds, breathes in crowds, becomes
enchanted with crowds. He wanders in disguise. No one notices him; he
notices everyone. He is a great judge of character.” (Baudelaire, 2013).

The flaneur wanders on foot, slowly like a tortoise, but in fact his
walk is an act of observing and thinking rather than idly wandering.
Whereas walking while also contemplating is popular in modern society,
fast pace walking activities for just a bit of taste of surroundings are at the
forefront in today’s society. Again, in modern society, the flaneur’s tour
has no special purpose. It doesn’t matter if he gets lost in the city. Today,
however, even though one desires to get lost, this is not possible due to the
applications on mobile devices. In the network society as conceptualized
by Castells, everything is interconnected: social media, applications, the
interconnection of institutions, the traces left by individuals while surfing
the Internet, the use of traces in the data pool of other travelers, being
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online, GPS, etc. This has transformed the relationship of the individual
with the city, and the character of the flaneur has been tried to be explained
with the names such as “network flaneur”, or “virtual flanenur”.

The aim of the study, which deals with the transformation of the
flaneur character in the modern society in the network society and the
changes in the way the flaneur communicates with the city, is to determine
how the flaneur character’s dynamics of integration with the city in the
fluid network society change through a mobile application. This study
examines the concept of transforming flaneur in the network society and
is important and original in terms of revealing how the transformation
happens with an application. For this purpose, the concept of flaneur in
the network society was examined with the semi-structured interview
method.

This study consists of three parts after the introduction. In the first
part, urbanization and opposition to work, the reflection of the concept of
flaneur in the field of literature are discussed, and in the second part, the
biography of Walter Benjamin, the author of the Passages, and the reasons
that prompted him to write about passages and flanerie are addressed.
Then, the concepts of dandy, bohemian and flaneur are explained in detail
and finally, the concept of flaneur and new media possibilities and the
possible transformation of flaneur are discussed. In the third part, with
reference to the findings obtained from the interview, the experience of
traveling in today’s fluid and spectacle society was critically examined
through the “Flaneur App” application.

1) OPPOSITION TO URBANIZATION AND
WORK

Each period has revealed its own urban structure due to common
needs. The structure of Miletus, Ephesus, and Bergama and the structure
of the cities in the second half of the 17th century, when the baroque
understanding was dominant, are quite different. Cities that were formed
after the industrial revolution in the 19th century are the places where
population explosion took place (Keles, 1993). At the end of the century,
a mass society in which the manufacturing sector predominates instead
of agriculture is mentioned, and at first, there was a flow of masses to the
city and poor working conditions (Giddens & Sutton, 2020, s. 104, 105).
While pre-industrial cities are religious and administrative cities where
the economic function is put into the background, post-industrial cities are
places where trade and industry, specialization and division of labor come
to the forefront (Keles, 1993). By saying that “behaviors, attitudes and
ideological elements necessary for the survival and development of the
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capitalist mode of production were created within the new urban culture”,
Tekeli states that the concept of urbanization cannot be explained only by
population growth (Tekeli, 2011).

At the beginning of the industrial revolution, the population migrated
from the village to the city in masses and there was a population
explosion. Thus, the workforce needed by the factories is ready to work.
In the early days of the industrial revolution, men, women, the elderly
and even children were forced to work under very difficult conditions,
and labor and work became values that were glorified. With a brief look
at the pre-industrial era with regard to the concept of work, however, it is
seen that cynics, Buddhists and dervishes chose an isolated life because
they opposed or rejected social values and rules. The most famous cynic,
Diogenes of Sinope, led a reclusive life by rejecting property. Likewise,
Buddhists lived away from passions, society and its rules. Content with
themselves, Dervishes, like Diogenes, did not want to acquire property
and lived their lives without a homeland (Siisem, 2019).

Religious discourses also helped work and capital accumulation in
Europe. Examining the influence of sects on capitalism, Weber said for
Catholics, “they are calmer; they are equipped with less motivation to
earn”, while mentioning Protestants in his book, he said: “The statement
of St. Paulus ‘He who does not work, neither shall he eat’ is valid for
everyone. Unwillingness for work is a sign of a lack of blessedness”
(Weber, 1999). The first objections to work, which is sanctified by almost
all institutions of the society, including religion, were initiated by “idlers”
(Coskuner, 2014).

Before talking about flanerie, which is described as a stance against
capitalism, consumption, division of labor and commodity fetishism,
it would be appropriate to mention the philosophers and writers who
expressed their opinions on the philosophy of work. Veblen says that low-
incomers are always forced to work in order to live a life like the upper
classes and to be able to climb the social ladder. Because the lower classes
have no money or property, “work” is thus a source of pride for them.
Using the concept of consumption as a keyword, Veblen emphasizes
that the lower classes work more than necessary and their free time is
eliminated so that the upper classes can be idle (Coskuner, 2014). Lafargue
and Bertrand Russell’s thoughts are parallel to each other. Lafargue, in his
work titled “The Right to Laziness”, criticized the institutions for glorifying
overwork by saying “A strange frenzy has enveloped the working classes
of the nations dominated by capitalist civilization. This madness has led
to individual and social deprivation, which for two centuries has afflicted
humanity which is in pain. This madness, the love of work; It is the
individual’s passion for work, so extreme that it consumes the life force
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of his children with him. Priests, economists and moralists, instead of
opposing this heresy, sanctified work™ (Lafargue, 2017). Russell, on the
other hand, explained that a 4-hour study is sufficient in his book “In
Praise of Idleness” saying: “If ordinary workers worked 4 hours a day,
there would be enough of everything for everyone, and there would be no
unemployment. In a world where no one had to work more than 4 hours a
day, anyone who is interested in science would be able to deal with science
without being hungry; no matter how perfect their paintings are, every
painter would be able to paint without starving.” (Russell, 1992). Ivan
Illich questioned the institutions of modern society and severely criticized
schooling, health system and working life in his books “The Extortion of
Health”, “Society Without School” and “The Right to Unemployment”.

Another person against authority and work is Henry D. Thoreau.
Thoreau preferred to write his work Walden by secluding himself in the
cottage that he built himself (Thoreau and Gandhi, 2012, s. 7). In his
work, Walking, he objected to capitalism kneading the individual like a
dough and giving it the shape it wanted by saying “I think that I would
not be able to maintain my health and morale if I did not wander around
in the forest, over the hills and fields, free from all worldly pursuits, at
least 4 hours a day, usually more than four hours.” (Thoreau, 2014). In
his book “The Philosophy of Walking”, Frederic Gros bases the success
of philosophers and intellectuals in their work on their free time and
their opportunity to be able to walk freely. Nietzsche, Rimbaud, Henry
David Thoreau, Rousseau, Gandhi, Walter Benjamin are the free and idle
personalities he mentioned in his book (Susem, 2019). For example, he
mentions Rimbaud in the records of the hospital where he died: “He was
born in Charleville, he was passing through Marseille ...”. On the other
hand, Rousseau said, “I do nothing without walking, my study room is the
countryside” (Cayirli, 2018).

1.1) THE CONCEPT OF FLANEUR IN LITERATURE
AND NOT WORKING

It is possible to come across works with flaneur characters in both
Turkish and Western literature. Ahmet Mithat Efendi’s novel Felatun Bey
and Rakim Efendi is the first flaneur novel of Turkish literature because
it tells about an idle character, Felatun Bey (Aslan, 2012). Bihruz Bey,
in Recaizade Mahmut Ekrem’s novel Araba Sevdasi, is a prodigal who
spends his days dressing up, traveling and trying to learn French. “After
coming to Istanbul, his curiosity focused on three things: firstly, driving a
car, secondly, wandering around in a fancier way than any of the European-
style gentlemen, and thirdly, speaking French with barbers, shoemakers,
tailors and waiters in casinos” (Ekrem, 2018). Mansur Bey in Sait Faik
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Abasiyanik’s novel The Unnecessary Man is different from the characters
of the previous novels. His tours are often in his own neighborhood, and
he feels restless when he leaves his own neighborhood. Mansur Bey is a
flaneur with eastern traces (Karahan, 2017). He describes the moments
when he rarely left his neighborhood as follows: “Yesterday I decided to
leave the neighborhood for a while. I hit Unkapani and went to Sarachane.
Istanbul has changed quite a bit. I was surprised. I also liked it in a way:
Clean asphalt, huge roads... What a beautiful thing that aqueduct was!
What is it that looks like a triumphal arch from a kilometer away! Next
to it is the Gazanferaga madrasa, very pretty, all white” (Abasiyanik,
1992). Based on the character of Mansur Bey, Yusuf Atilgan attributes
idleness to the easterners and bohemianism to the westerners. According
to him, bohemianism is a choice (Aslan, 2012). The Aylak Adam novel by
Yusuf Atilgan emphasizes the loneliness of the individual in the face of
modernization and his alienation from the society in which he lives. It tells
about being idle in crowds (Aslan, 2012). In search of love to get rid of his
loneliness, the protagonist C. fears that when he finds love, he will look
like a “person with a package”. Because the people with packages are the
people who work, shop spending the money they earn, take them home
and lead an ordinary life (Siisem, 2019). The flaneur figure mentioned
in Walter Benjamin also denies work and division of labor. Because his
job is to wander (Canpolat, 2014). In his article, Tiirkmenoglu refers to
the flaneur theme in Ilhan Berk’s book Istanbul. The book touches on
poverty, the workers, the hustle and bustle of the city and daily life. In the
poem, which consists of 25 pages, Berk travels to Istanbul. He reflected
his observations in his poetry. Poverty reveals the unwelcoming aspects
of workers and Istanbul (Tirkmenoglu, 2011). Ulrich is the protagonist
of Robert Musil’s novel The Man Without Qualities. “Ulrich is lazy,
mischievous, and meddlesome. Because he perceives society as a dead
mask, Ulrich is the ‘Man Without Qualities’ (Musil, 2009). Ulrich is
described as unqualified, but he is an intellectual when it comes to art and
life and his world view. Since he is against standardization and avoids
responsibility, he tries to protect himself by showing himself as unqualified
(Karahan, 2017). Ivan Alexandrovich Goncharov’s Oblomov, on the other
hand, tells about Oblomov, who spends all day lazily and rebels against
capitalism by refusing to work for someone else. At the beginning of the
book, Oblomov’s conversation with his friend summarises Ivan’s view of
work as follows:

“But you work at home from eight to twelve, from twelve to five at
the apartment, then at home again. Amazed Indeed!

(...) Sudbinski asked:
What would I do if I didn’t work?
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-Is there little you would do? You would read... You would write...
Said Oblomov” (Sungurlar, 2021).

2. WALTER BENJAMIN, THE AUTHOR OF
PASSAGES

In his book “On Walter Benjamin”, Adorno provides information
about Benjamin’s childhood: Benjamin’s father, who was born in Berlin,
is an antique dealer and is of Jewish origin. No one knows the secret spots
and place names of the city as much as he does (Adorno, 2012). Unsal
Oskay states that Benjamin does not agree with the idea that his family
will get rid of Judaism by trying to emulate the German bourgeoisie. He
was involved with Zionist and Marxist groups in his early youth, but
he did not define himself as a Zionist (Oskay, 2000). Although Adorno
did not like Benjamin’s friendship with Brecht, Benjamin was fed with
ideas from both Adorno and Scholeme. Since Benjamin is fed from
both sides, he was likened to Janus. Benjamin blended his thoughts by
taking Marxism from Adorno, theology from Scholeme, and politics from
Brechte. His distinguishing feature is that he could combine opposing
thoughts in himself (Avci, 2015). Arendt, however, explains this situation
as follows: He states that Benjamin does not fit into any mold. He was
very patient and meticulous, but not a scientist, he interpreted texts in his
studies, but he was not a philosopher, he was related to theology but was
not a theologian, he was not a translator even though he had translations
(Avct, 2015). Benjamin had financial difficulties and problems with his
parents for a while. He lost his security as a result of his father cutting
financial aid and reminding him that he had to work for a living. Even
when he was experiencing financial difficulties, he managed to expand
his library (Tayang, 2018). With Nazis coming to power, he went to Paris
in 1933 and continued his studies and wrote the work “Passages”. The
work, which was modified between 1927 and 1940, could not take the
final shape Benjamin wanted (Canpolat, 2014). In 1939-1940, when
France started to get closer to Germany, he realized that he could not stay
in Paris. He aimed to reach Spain and then to New York University, but
in 1940, at the border crossing, he committed suicide by swallowing the
morphia crystal that Arthur Koestler gave him to use if he was caught by
the Gestapo. When Brecht heard that he had died, he said: “Finally, you
came to the border that cannot be crossed / we heard, you did not stop /
you found a border that could be crossed, and you did” (Oskay, 2000).

2.1. THE CONCEPT OF DANDY, BOHEMIAN AND
FLANEUR

7
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For Baudelaire, it can be said that dandy is the embodiment for
bohemian and flaneur. (Sisem, 2019). In the 19th century in Europe,
not the aristocrats, the nobility and the church, but the heterogenecous
“city” was the key. The actors of the city are the dandy, bohemian and
flaneur described by Baudelaire in his book The Painter of Modern Life
(Demirkiran, 2017). The starting point of dandyism is London, and every
artist who has gained the appreciation of Baudelaire is a dandy for him.
Despite the artist’s attitude towards crowds, dandy does not like crowds,
just like an aristocrat. Brought up in debauchery, Dandy is a man who
pursues happiness despite his wealth and boredom, accustomed to others
considering him important, and whose profession is grace (Baudelaire,
2013). Dandy adopts the idea of art for art and supports the separation of
art from social and moral elements (Siisem, 2019).

The bohemian period Baudelaire mentioned in the Bohemia section
begins with the rise of romanticism after 1830. This concept has been the
subject of debate between Marx and Lafargue. According to Lafargue,
bohemians do not know any rules and with their rebellious attitude almost
ignore the society that humiliates them. Marx, on the other hand, says that
the bohemians are an extremely heterogeneous crowd: an obscure mob of
thieves, vagrants, escapees, crooks, beggars, in short, the rabble. Described
as the rabble, this crowd is the Flowers of Evil for Baudelaire. However,
there is no place for rabble in La Bohéme opera, which is identified with
bohemian. According to Siegel, La Bohéme is the apprenticeship period
for art and literature lovers (Baudelaire, 2013). The concept of flaneur
comes from the French verb “flaneur” and in German “bummeln”. It
means “walking slowly and doing nothing” (Aydin, 2019). The concept
of flaneur includes a masculine reference, since walking on the street in
the 19th century and the beginning of the 20th century was a masculine
action. If it is to be used for women, the concept of flaneuse is preferred
(Erdogan, 2020). The concept of flaneur is first encountered in Charles
Baudelaire’s Painters of Modern Life:

“The flaneur is a city traveler. He travels across the metropolis to its farthest
corners and observes all aspects of modern life with great love, extracts it
and records it in his memory. He shelters in crowds, breathes in crowds,
becomes enchanted with crowds. He wanders in disguise. No one notices
him; he notices everyone. He is a great judge of character.” (Baudelaire,
2013).

According to Poe, the flaneur gets rid of the uneasiness he experiences
in society by blending in with the crowds (Benjamin, 2011). Benjamin
points out that Baudelaire’s flanerie is much more than idleness. He
discovers the city by observing, and takes pleasure in what he observes. For
this reason, flaneur is defined as a “thinker-traveler” according to Oskay
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(Oskay, 2000). Simmel, who has studies on modernity and the city, travels
like a flaneur to investigate how industrialization affects the individual in
the city. “Simmel’s social type is not a stranger, an aimless vagabond who
comes today and leaves tomorrow, but one who comes today and stays
tomorrow.” Homelessness, being involved in the chaos of the city and
not feeling any belonging to any group are the characteristics of flaneur
(Erdogan, 2020). Baudelaire, for example, has fourteen addresses in Paris.
Benjamin, in his Passages, said for him, “Every bed he slept on became a
‘lit hasardeux’ (bed of adventure) for him” (Benjamin, 2011).

Flaneur does not worry about time like dandy. Even in the 1840s,
turtles were taken for walks in the passages. Flaneur also adopts this
tortoise speed and all his time is leisure time (Baudelaire, 2013). The
flaneur, who goes for a walk in the crowd, pays attention to the objects
in daily life and to how people look and behave. Although the concept of
semiology was not mentioned at that time, what flaneur actually did was
to try to make sense of all the images he saw because, as Simmel said, the
signs of the modern period require understanding (Ozbek, 2000).

Benjamin is so fascinated by the passages connecting the great
boulevards that he named his work “Passages” which he wrote for 19th
Century Paris (Tayang, 2018). In this period, in the most active shopping
places of Paris, “covered promenades, the ends of which are supported
by columns, were built on the edges of the big bazaar buildings, where
many shops, stores and cafes are located, leaving the shops inside. These
are called Arkads/Arcades” (Oskay, 2000). Most of these passages in
Paris were made between the years 1822-1837. According to Benjamin,
passages emerged for two reasons: First, with the increase in textile trade,
passages became places where these products were exhibited. The second
reason is the use of iron construction in architecture. In addition, with the
increase of gas street lamps during the 3rd Napoleon period, the masses
felt at home in the light (Ozbek, 2000). He mentions the passages in his
1852 Paris guide as follows:

“A relatively new invention of industrial luxury, passages are glass-topped,
marble-clad passages that pass through building blocks. The most elegant
shops are located on both sides of these passages, which receive the light
from above; so a passage of this kind is a city in itself, a small world. This
world is the home of the flaneur” (Benjamin, 2011).

Paris is a different place for flaneur compared to London and
Brussels. Paris is not as industrialized and monotonous as London. While
London is a city where hustle and bustle and individualization begin,
Paris is crowded and allows viewing like flaneur wants (Ozbek, 2000).
Baudelaire, who likes to be alone in the crowd, said of Brussels: “There
are no shop windows here. There is nothing to see, making use of the
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streets is out of the question.” (Benjamin, 2011). In the eyes of the flaneur,
the city is a place where you cannot get enough of watching, it’s like a
land of fantasies (Baudelaire, 2013). With capitalism, when consumption
ceased to be a necessity and started to commodify things, the products
displayed in the shop windows began to be presented to the visitors. Thus,
Paris began to turn into a city of commodities. Those who could not buy
the products in the stores were consoled by watching the commodities at
fairs around the world (Aydin, 2019). World fairs trivialize the use value
of goods and alienate people from themselves and others by presenting
a phantasmagorical world (Benjamin, 2011). Flaneur, on the other hand,
was not deceived by this fantasy and resisted the change brought about by
modernization and capitalism. When he was in the crowd, he saw what
they did not see, so he saved himself from alienation (Aydm, 2019). He
protested the division of labor brought by capitalism and the hustle and
bustle of the metropolis by adapting himself to a turtle’s pace (Benjamin,
2011). Baron Haussmann, who calls himself the subversive artist, destroys
and rebuilds Paris in accordance with capitalism with the task given by
Napoleon III. The city, where individuals of different statuses and classes
lived together, is arranged to serve the capital. Public buildings, factories,
boulevards come to the fore. With the construction of shopping centers,
passages are pushed into the background. The purpose of Haussmann
making the boulevards so wide was to prevent the rioters from setting up
barricades. The journey of the flaneur ends with the shopping centers built
instead of the passages (Ozbek, 2000). This time, flaneur will continue his
tour by walking the whole city instead of the passages. Both situationists
and Dadaists see the city as a field of experimentation and raise the
flag against alienation. For example, in spite of the budget-friendly and
punctual city life, random tours were organized at random times in the
1920s. Now the city itself is an object of art: Marcel Duchamp announces
in 1917 that the Woolworth building in New York is a ready made object
(Baudelaire, 2013).

2.2. THE CONCEPT OF FLANEUR TODAY AND ITS
POSSIBLE TRANSFORMATION

Today, although the concept of flaneur is transformed with the new
media tools, there are still those who act with the flaneur spirit of the
19th century. For example, Haldun Hiirel, who wrote many travel books
about Istanbul, tells how he traveled and made notes in one of his books
as follows:

“With my own hands, I drew the pictures or the details of many works
that I came across while looking for all the forgotten and abandoned
neighborhoods of Istanbul, street by street. I wanted it to be like this. It was
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really exciting. Experiencing this pleasure in every street and before every
piece of art has literally become happiness for me” (Hiirel, 2015).

Evgeny Morozov tells how today’s flanerie, which finds its equivalent
in Haldun Hiirel, has turned into cyber flanerie and how social media
has killed it. He even accuses Facebook of being the Hausmann of the
Internet. According to him, social media has taken away loneliness and
mystery and continues to enrich advertisers by forcing us to share our
every moment with everyone (Morozov, 2012).

While there was no interaction in the Web 1.0 era, social media and
applications brought the interaction among individuals to the highest level
with Web 2.0. Speed, customization, consumption and curiosity to show
off came to the fore.

It transformed from a time when Flaneur took long walks and knew
the street in the most secluded corners, to a time when he is trying to
reach his destination at great speed. The speed of the metropolis combined
with the Internet and resulted in a rush in our daily life (Ercan, 2012).
Thus, based on Castels’ concept of network societies, Muraszkiewics
named societies that are intertwined with technology as mobile network
societies (Ozel, 2013). For example, applications that allow check-ins
have increased the communication of individuals with the city and other
individuals. In this way, feelings and thoughts about the place (park, cafe,
restaurant, exhibition, etc.) are shared with others and the information can
be constantly updated.

Bauman, on the other hand, put forward the concept of fluid
surveillance and argues that the applications that make our lives easier
are not that innocent. He emphasizes that scopophilia (desire to be seen)
in individuals has reached alarming levels and it has come to cause
ontological problems like if individuals are not followed or recorded, they
will not exist (Bauman & Lyon, 2013, s. 142, 144-145). Debord, on the
other hand, criticizes that the show is presented as a positive behavior
with the sentence “What appears is good, what is good appears” (Debord,
2010). Netchitailova defines Facebook users as empathetic workers in
her study. Because the Facebook user is exploited while having fun. On
Facebook, which we can call a showroom, our life turns into a commodity.
On our page are the things we buy, the places we visit and the things
we consume (2018). Fuchs put it more sternly, “Google is the ultimate
economic surveillance and user exploitation machine. It instrumentalizes
all users and all data for investment profits” (Fuchs, 2018).

All experiences, trips, photos and comments that take place under the
supervision of companies such as Facebook and Google are constantly
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recorded. It has become almost impossible to individually explore the city
like the flaneur in the 19th century. For this reason, Conor McGarrigle
writes in his article “Forget The Flaneur” that new communication
technologies have killed the flaneur (Lavarone, 2019).

With the widespread informatics, the media has become a structure
that is produced, transformed, constantly updated, shared and integrated
with the city, rather than being just a consumed tool as it used to be (Kut,
2013). Therefore, the act of navigating the networked city will offer a
multi-layered experience with augmented reality and the metaverse,
which is expected to take place in the future. Based on McLuhan, the
tool is the extension of the human being, and the network system is the
extension of our nervous system. Technology, which is an extension of
human, also affects human relations (Altay, 2005). Smartphones, Google
glasses and applications used by today’s travelers to experience the city
can also be considered as extensions. The space that Miiller defines as
the “immersion” stage is cyberspace and is mentioned for the first time
in Gibson’s Neuromancer book (Lavarone, 2019). According to Gibson,
“if cyberspace is where people go, hybrid space is where people are. Our
grandchildren will find it strange that we distinguish between virtual and
real” (Tokg6z, 2017). Augmented reality, on the other hand, is a structure
that contains both real and digital elements, offers a 3-dimensional
experience and allows real-time interaction (Kut, 2019). The new Google
Glass with an artificial intelligence engine can be quite functional in the
city browsing experience.

New browsing experiences in the network society are criticized by
some researchers for serving big data. On the other hand, the traces left
by the travelers in the city can serve as a guide for those who will visit
after them. While the 19th century flaneur was disturbed by the rapid
transformation of the city, will his service to companies that collect data
today not distract him from the flaneur spirit? For this reason, Rober Luke
introduced the concept of “phoner” (Lavarone, 2019).

Neal Stephenson, the author of Snowcrash (Parasite), used the concept
of metaverse for the first time in this book and explained his reasoning
as follows: “The words avatar and metaverse are my inventions; These
are the words I found because I was convinced that existing words (such
as virtual reality) were insufficient” (Stephenson, 2016). The concept
of metaverse consists of the words meta (beyond) and universe. Some
researchers say that humanity, accustomed to working online with the
Covid 19 pandemic, will easily adapt to the metaverse, which is the upper
stage of the Internet (Kus, 2021). Although the concept of the metaverse
has only just begun to be discussed, it was explained in detail in the 1992
book Snow Crash with that same name. People living with their avatars in
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the multiverse are mentioned as follows: “Your avatar could look any way
you wanted, depending on the limitations of your equipment. If you were
ugly, you could make your avatar beautiful. If you just got out of bed, your
avatar could appear in beautiful clothes and make-up” (Stephenson, 2016).
In addition, games such as Second Life and SimCity can be considered as
prototypes of the metaverse.

You can meet your avatars in a cafe with Metaverse tools (Oculus
VR) (www.virtualedge.org/metaverse/). Meetings with Zoom will thus
be able to be held through avatars (digital twin) and VR glasses, which
will offer the “immersion phase”. This will change the way of education,
health and work. The act of wandering will also be affected. Instead of
visiting virtual museums, it may seem more attractive to feel like you are
walking inside a museum or exhibition hall with VR glasses (real time
and 3D). It will be possible to get information about a historical building
while standing in front of the building. For example it will be possible to
see the building and its surroundings in the 18th century, to see the daily
life (people, clothes, etc.) with the metaverse. The interaction of avatars
entering the Metaverse with other avatars will increase information
and sharing, while serving big data, just like in web 2.0. The fact that
companies such as Facebook, Roblox and Microsoft are investing more
and more in the metaverse raises concerns about how personal data will
be processed. How will the data about sightseeing, shopping, etc. be
used? Has the legal framework been established? Such issues have not yet
become clear (Kus, 2021).

Does augmented reality present us reality or does it present a
simulation? The movie Ready Player One (2018), directed by Spielberg,
tells about the people who live as actors (acting with their digital twins)
in the play Oasis.

The world of Metaverse, which offers a 3D and real-time experience,
is actually a simulation. Baudrillard takes this situation “to a process
where the real disappears and it is replaced by simulacra. In this way, the
reproduction of reality is ensured” (Oker, 2005).

3. METHODOLOGY

The aim of the study: The aim of the study, which deals with the
transformation of the flaneur character in the modern society in the network
society and the changes in the way the flaneur communicates with the city,
is to determine how the flaneur character’s dynamics of integration with
the city in the fluid network society change through a mobile application.
The research sought answers to the following questions:
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1) How did the net flaneur’s experiences change compared to the 19th
century flaneur?

2) How have innovations in communication technologies changed
the net flaneur’s experience of the city?

3) What are the effects of social media and applications on the net
flaneur?

4) How is the net flaneur integrated with the consumer society?

Method of Study: In the research, semi-structured interview method
was used. Semi-structured interview method was preferred as it allows the
participant to go out of the question form determined by the researcher.
Thus, new questions could be asked by going in-depth on the issues that
need to be addressed. “Qualitative data collection over the Internet has
advantages in terms of cost and time efficiency, as it reduces transportation
costs (Creswell, 2021). The interview was carried out via Zoom, as the
application designers are located in different cities. There was no data loss
as it could be recorded simultaneously during the interview.

The Universe of the Research: All designers of the applications
designed for travel purposes in Turkey constitute the universe of the
research.

Sample of the Research: All applications designed for travel
purposes in Turkey were examined and Flaneur App was selected by
random sampling. In the first place, the designers were contacted via
e-mail.

Scope and Limitations: The interview, which was done via Zoom,
was held on 21.12.2021 at the specified time. The interview lasted for a
total of 1 hour, in two separate parts.

Analysis of Data: The purpose of descriptive analysis is to transfer the
data collected as a result of the interview to the reader by organizing and
interpreting. While transferring the data, direct quotations are included.
In the findings stage, it is interpreted by establishing a relation (Baltaci,
2009). The data obtained after the interview was analyzed, transcribed
and interpreted using direct quotations.

Validity and Reliability: Although there are different methods to
measure validity and reliability in quantitative research, it is very difficult
to obtain a definitive validity and reliability output in qualitative research
(Baltaci, 2019). Accordingly, since long-term interaction is required to
ensure credibility, a 1-hour interview was held with the participants in
2 parts. In order to provide participant checking, the participants were
expected to state what they wanted to add at the end of the interview
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questions. In addition, opinions were received from faculty members who
specialize in research methods.

Ethics committee approval for this study was obtained with the
approval of the Social and Human Sciences Scientific Research and
Publication Ethics Committee of Usak University, with the decision
numbered 52231 on 10.12.2021.

FINDINGS

1) First of all, the participants were asked to introduce the Flaneur
APP team and the following answers were received:

M. T.: “I did a double major in Architecture and Interior Architecture
at Istanbul Bilgi University. I had a working adventure in Singapore for
about 6 months. Then I returned to Turkey and did architectural work”.

P. A: “I studied architecture at Bilgi University. At a time when we
were actively doing architecture, this was actually a project we had been
thinking about since school. The concept of flaneur was used in our art
history and architecture classes. While we are doing architecture, we are
also developing the application with our software developers and 3 fellow
architects including me”.

M.T: “We actually have a selective team of architects. Architects,
interior designers, people with adesign language, interested in photography.
We worked with a friend who prepared the interfaces of user experience
design. Another friend of ours did our software work. We aim to establish
and develop a community of architects and software developers”.

2) Do you have a preference for the language of the Flaneur APP?

P.A: “Our goal is to reach the entire user base. This goes through all
the spaces they use and appeal to their tastes. We publish our application
in both Turkish and English. When foreigners come, we want them to be
able to freely browse our application”.

3) Did you choose the name Flaneur on purpose? How was the name
of the application born? And why did you decide to design this app?

M.T: “We didn’t actually set out to make an application called
flaneur. What we do is to reveal how architecture, interior architecture
and design elements are seen by people in real life. In the new era, we
have determined that the product of people’s perceptions is photography,
video and social media. We said, ‘Can we make all these design facts,
the concept of space and city into a selection? Can we filter them? While
flanerie in the old times was the action of high class people and those
with money, there is a reality in the new era: No matter how bad people’s
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lives are, everyone is trying to appear happy on the platform called social
media. We believe in the validity of the concept of the flaneur that shows
and influences in the new era, instead of the concept of flaneur that looks
down on people in the old period”.

P.A: “We chose the word flaneur to be international. Our first
codename was Instapoints, a combination of Instagram and points. Like
points to be put directly on Instagram with a commercial concern. We
abstained because Intsagram patented the Insta acronym. However, the
name Instapoints still belongs to us. We remembered the word flaneur
from the lessons of Thsan Bilgin and Iskender Savasir”.

4) How many editors are there in your team?

P.A: “When we first started, we were a team of three. The three of
us were photographing the places. But since it would be very difficult
to take photos, collect, edit and write the tags while dealing with
everything, we developed another business model. We created an army of
volunteers consisting of architecture students with a certain perspective
and knowledge of architecture. We advertised on some pages on social
media on Instagram that we were looking for flaneurs and local editors.
We will launch not only in Istanbul, but also in ten cities in the first place,
and then we aim to launch in all 81 provinces. We have local editors and
architecture students living here. We currently have 15 editors. Our editors
work in cities such as Adana, Antalya, Bolu, Mersin, Eskisehir, Bursa and
[zmir”.

5) Could you tell us about the applications made before the Flaneur
APP? How and when did your process of creating the application begin?

M. T: “Trials have been made about such applications before. We
started this business in a period of 2 years. The pandemic period has
extended the process a bit. In the meantime, we released our demo
version. Our starting point is the concept of flanerie which we know from
the history of architecture course”.

P. A: “Our motto is “be a flaneur”. The flaneur spirit is in all of us”.
6) Who is your target audience?

P.A: “Even though we want to reach everyone, venues do not welcome
people outside of their customer profile. If it is a very luxurious place,
they do not want someone who has no money to come or unnecessary
crowds. That’s why we work with a filtration system”.

7) What are the categories within the app? What will the interface of
the application be like?
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P.A: “This is now the behavior of exploring a city. The motivation
to explore has also increased a lot. People now want to buy experience.
Eating a good meal, going to a good cafe, passing a good street and
photographing and showing it... We have so many categories in the app.
Such as cafe, restaurant, history, nature, shopping, street. art galleries etc.
The app has everything you can think of”.

8) How did you plan your workflow? How do you create content?

M.T: “We work based on location. You can search through filters,
categories, what’s near me. A second filtering can be applied by first
searching for what’s near me. You can also have a look if you want to
randomly explore what’s around. We made ranking in the selection phase.
First, of course, we started with the tourist areas (in demo phase). In
Istanbul, we divided the districts into three levels. We are now at level 2.
We shot the cafes in Bahgeschir. A new world has been created outside of
Istanbul, we were surprised. [ am a native of Istanbul, born and raised, but
while I was looking into this application, I realized that there are districts
that I have not been to. The feeling of discovery never ends. Sometimes
we can’t see what’s right in front of our eyes”.

9) Are the contents (photos, videos, etc.) created through an
architectural point of view?

M.T: “When we go to venues, we have a goal: we try to capture the
best photo that gives the best photo, the final output of the new era flaneur.
We were very selective at first. We thought that there would be places that
offered a good atmosphere, we were looking at it from the perspective of
architects. Then we decided that we should appeal to everyone. Everyone
is a flaneur in their own way”.

10) According to which criteria did you categorize the places in the
districts (for example, in Istanbul)?

P.A: “We also have main categories for those who don’t want to
filter: History, shopping, restaurant, cafe. Apart from this, in our filtering
system, for example, you go to Bahgesehir and you do not know any
place, but you want to eat fish, you want a spacious place or you prefer
a colorful — lively place. By entering these filters, the app can take you
directly to the place you are looking for without any information pollution
or confusion. Thus, if a tourist who comes to Istanbul wants to eat fish in
the Bosphorus, they can reach the places they are looking for by entering
the “view, terrace, fish” filters in the hint section.”

11) Will special routes be designed for sightseeing in the city?
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P.A: “There will be routes of famous people (cooks, writers, artists)
apart from our editors. For example, the favorite art galleries route of a
famous artist in the city.. Or the routes created for wine lovers.. We will
have a homepage flow. There, for example, you will be able to find the
wine restaurants route of the famous journalist in Istanbul. Or like Ahmet
Giinestekin’s favorite art galleries in Istanbul. Popular ones from these
lists will come to the fore after a while. You will be able to discover the
favorite routes of not only famous people but also of your friends”.

M.T: “We have another goal: Of course, our work has a commercial
concern. After a while, we can combine routes with tourism”.

12) Could you explain how the venue check-ins will be done?

M.T: “Everyone is a user and you can check in at the venues. There
were applications such as Swarm and Foursquare. We want people to check
in with a photo through our venues here. Photographs will remain on the
page of that venue for 24 hours. Users will earn points from this action.
In our new version, we have a motto: “Travel and earn”. By collecting
these points, users will gain discounts at the cafes and restaurants we have
contracted with. We thought it would be effective in encouraging users to
use the application”.

13) How does the flaneurbuddy system work?

M.T: “We have a system that we call the flaneur body. You open events
through our indoor venues. For example, you want to go to a gallery or a
museum, but you have no friends. For example, you write that I will drink
coffee at cafe x and I am looking for 2 friends. We have filters for what
you can talk about in the application. For example, literature, astrology.
The app tags these under the event so that people with the same mentality
can come together”.

P.A: “There will be a hierarchy of opening events with the points you
collect. For example, you are going to Topkap1 Palace and you want to
take a friend with you. In order to open this event, if you write like “Pinar
is going to Topkap1 Palace, who is available on Wednesday, looking for a
flaneur friend”, for example, if this is an event with 10 points, for example,
opening a larger workshop is an event with 50 points”.

14) Can you explain your long-term goals for the Flaneur APP?

P.A: “Our long-term goal is to expand abroad. By 2022, we want to
implement this in big touristic cities”.

CONCLUSION
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One of the tools that individuals frequently use today is applications.
Flaneur APP, which was established to contribute to the act of navigating
in the city, was designed by three architects. The goal of the designers is
to be a guide to the users, to be able to take interesting photos and present
selected spaces for them . The Flaneur APP team explains their problem,
namely why they developed this app: “The biggest problem when you
want to travel, have fun outside or explore the city is the lack of a guide
who can understand your wishes and feelings and respond quickly and
correctly”. This sentence literally describes the network flaneur because
speed is important for today’s flaneur. For example, the most beautiful
travel photo should be taken quickly and presented to others as soon
as possible! When the designers were asked about the language of the
application, they stated that they preferred both English and Turkish.
Since the aim in social media is to increase the target audience as much as
possible, choosing a foreign language can be accepted as a requirement of
the network society.

M.T “While flaneur was the action of high class people and those
with money in the old times, there is a reality in the new era: No matter
how bad people’s lives are, everyone is trying to appear happy on the
platform called social media. We believe in the validity of the concept of
the flaneur that shows and influences in the new era, instead of the concept
of flaneur that looks down on people like in the old period”. The concepts
of “showing, influencing, influencing” that are stated in this expression are
a short definition of the new era network flaneur. While the 19th century
flaneur establishes an individual connection with the city, today’s flaneur
establishes a dynamic connection with the city, shares his experience and
influences those who visit the city after him. Rather than being alone in
the crowd, he acts collectively with the crowd.

When the participants were asked who their target audience was, they
answered as women between the ages of 15-35 using Instagram, those
who like to travel and tourists, businesses and users who want to increase
their popularity. Instagram is the first social media medium that comes to
mind when “showing and influencing” is mentioned because Instagram is
one of the fantasies in which meta fetishism is exhibited. In addition, many
travel companies and travel lovers can help certain places to be popular
places by photographing the places they visit and see on Instagram. The
19th century flaneur, on the other hand, is very reticent in sharing his
experiences. For example, while the 19th century flaneur might spend
hours in front of a historical building, today’s flaneur will want to take a
quick photograph and share it because the power that motivates the latter
is to be liked at the same time. The former, on the other hand, finds the
source of motivation only in himself.
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When the participants were asked what the categories in the
application were, they stated that they wanted to buy experiences (such as
a good meal, walking through a nice street). In today’s world, exploring
the city with a guide or application seems more essential than exploring
alone. The 19th century flaneur, on the other hand, preferred to travel
randomly and at a tortoise’s pace, and to explore even the most remote
corners by himself.

When asked about the flow and interface of the Flaneur APP, they
stated that they work based on location and use various filters. With the
connection of individuals and the city through the network, options such
as “what’s near me” and “what’s around” are tabs that make it easier for
users to navigate.

To the question of how the content is created, M.T said, “We are
trying to capture the best photo that will give the final output of the new
era flanerie,” and emphasized how much importance individuals attach to
photography and video while choosing a venue. In particular, Instagram
has become a medium where people share the colorful and trendy streets
they go to (for example, the Balat district of Istanbul), carefully decorated
cafes or photos of historical places. Hundreds of people are getting in line
to take and share a photo at the same spot, thanks to a photo taken by one
person on the colorful stairs of Balat. Therefore, the new period flaneur
that M.T mentioned has turned into an action where individuals share
their photos while they travel. Photographable areas are discovered by
individuals after being shared by travel companies, travelers, and editors
of travel pages on social media.

For example, when asked according to which criteria the spaces in
Istanbul are categorized, it was stated that different categories such as
history, shopping, restaurant, cafe, street were created. What is remarkable
here is the hint section in the filtering system. With the hint section, you
can find the place you want to visit. The 19th century flaneur, however,
would rather go on an adventure and scrutinize whatever came his way,
rather than find his destination easily.

Creating special routes related to the city in the application and
allowing newcomers to follow these routes is a helpful element to explore
the city. Earning points by checking in at destinations is a strategy to
popularize the application.

Many people do research on social media for the places they will
go for the first time, and receive information such as “what to eat, what
to wear, where to go” on the travel pages. The Flaneurbuddy section is a
system that helps those who do not want to travel alone and allows those
who have similar interests to meet.
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Innovations in communication technologies have begun to
gradually change the bond that individuals establish with the city. The
communication of individuals with each other and with the city has
started to intertwine with web 3.0. In the new society model called
network society, in Bauman’s words, each of us is an internet connection.
While this situation is welcomed by some researchers, it is criticized by
other researchers for the fact that personal data is out there and everyone
has an internet connection, so the distinction between public and private
spheres is almost non-existent. In addition, the concept that Marx defined
as commodity fetishism today finds its counterpart in social media in
different ways. Considering the opposition of the 19th century flaneur to
the system (against modern society, capitalism, commodification, division
of labor, speed, consumption), today’s flaneur does not have the strength
to resist under the supervision of capital and the state because the network
flaneur is now an internet connection that serves big data. He leaves traces
in the city through the means of communication he uses. The 19th century
flaneur is an intellectual who pays attention to those around him and to
those walking around the city. For this reason, the concept of flaneur was
transferred to Turkish by Unsal Oskay as a thinker-traveler. Defined as
homeless and without a sense of belonging, the flaneur is a free-spirited
person, against being “with package” in Yusuf Atilgan’s words.

Today, shopping malls and social media have replaced the passages
in the past. Both offer individuals a world of fantasy. Morozov accuses
Facebook of being the Haussmann of the internet, because social media
has taken away from individuals the chance to act in crowds without
appearing like a flaneur, by constantly saying “share your experiences”.
Social media puts the emphasis on appearing and showing, unlike 19th
century flanerie. Behind appearing and showing, meta fetishism is hidden:
checking in at a famous restaurant in the city and sharing filtered photos
with the most beautiful clothes, etc. In the future, consumption is expected
to continue by buying clothes etc. for our digital twins or metahumans in
the metaverse. For this reason, many companies have started to take place
in the metaverse.

Future studies can be compared with different social media platforms
especially with the social media accounts of travel companies. In addition,
interviews can be made with individuals who have experienced the
metaverse in the future.
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INTRODUCTION

Since the beginning of humanity, migration has been considered not
only as a location change but also as a social and cultural movement.
Residential areas showed up as the nomads started being engaged in
agriculture. Together with the development of the consciousness of living
together among the humans adopting a sedentary life, concepts such as
homeland started to develop. As a result of the concepts, which we call
commitment to the place of settlement, people had to leave the places
where they have lived. This change of location is called migration.

The main reason for the concept of migration is peoples’ desire to
have a better life. For this reason, leaving the places where they live
in, individuals go to locations, where they can have higher standards.
Although individuals’ reasons for migrating vary, the objective is
generally the same. However, the concept of international migration that is
called to have multiple causes, varieties, and outcomes, together with the
globalization, emerged in the literature. This concept, which has brought
many confusions with it, necessitated the states to develop effective public
policies solely and together. At this point, it is important to involve the
local governments, non-governmental organizations, and private sector
in order to create transparent policies involving accountability. Moreover,
one of the main factors influencing the policies developed in the recent
period is the media. It seems to be important to cooperate with the media
while preparing the policies because the policies developed by excluding
the media would not be accepted by the people and would cause the people
to be caught by the negative thoughts about migration and migrants. Here,
the perception created among individuals towards the concepts such as
migration or migrants is very important. Specifically, the perception of
migration becomes more important for the units living in communication
with migrated individuals.

Thus, the research problem here is to determine the perceptions of
local governments in Turkey about the migration. Using the metaphor
method, this study aims to determine the prominent factors regarding
the perceptions of individuals, who work in the Social Support Services
Department of Canakkale Municipality, regarding the migration.
Considering the research problem and objective, it was aimed to find
the answer to the following questions about the persons working in the
aforementioned department: 1) What are the factors coming forefront in
their perception about the migration, and 2) Is there a difference between
women and men working in the Social Support Services Department of
Canakkale Municipality.
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The study consists of three sections. The first section includes
concepts related with migration. Then, it discusses the relationship
between local governments and migration. In the second section, it is
aimed to provide information about the objective, importance, and scope
of the study, the questions created about the research problem, the pattern
used in the research, data collection method, and analysis method. In the
final section, considering the interviews performed with 10 individuals,
the results achieved about which factors the participants brought forward
about the concept of migration and if there was a difference between
perceptions of women and men participants.

1. CONCEPTUAL FRAMEWORK

The concept of migration is discussed in this section. Then, the
relationship of migration concept with local governments is explained.

1.1. Migration

Migration is defined as the individuals or communities changing
location because of economic, social, or political reasons; it can be
discussed in two different categories: one category is the internal migration,
in which individuals change their locations within the border of country in
which they live, and the second one is the international migration, in which
individuals migrate outside the country in which they live (TDK; Celebi,
2020: 401). However, the concept of migration cannot be defined only
as a change of location because both locations receiving and sending the
migration have social, cultural, and economic transformation (Castles and
Miller, 2008: 11; Okolski, 1999: 141). Especially as a result of the increase
in poverty and income inequality experienced after the globalization
deepening the socioeconomic inequality, the migration movements
between and within the countries intensify and the resulting concept of
international migration causes qualitative and quantitative changes in
migration (Castles, 2002: 1149-1157; Karatas and Ayyildiz, 2021: 475;
Deniz, 2014: 177). These events cause diversifications in ethnical origins
and geographical scope among migrants and increasing migration events
bring many problems with them. These include problems related with the
safety of a country, especially the safety of citizens, because of the illegal
migration and the migration movements caused by reasons such as war,
as well as global problems such as cultural conflicts and high levels of
deaths (De Haas et al., 2019: 888; Demirhan and Aslan, 2015: 29; Oner,
2018: 14).

Besides the safety problems, it is also important which status the
migrants have in the receiving country and how they are received by the
local society because they create a high level of pressure on the labor
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market and they cannot benefit the public services sufficiently. It seems
important for both protecting the rights of migrating individuals and
preventing the potential cultural conflicts because migrants might be
subjected to political, economic, and social discrimination (Demirhan and
Aslan, 2015: 29; Sam, 2018: 163-164). In this parallel, in the receiving
country, the migrating individuals might be defined with terms such
as migrant, refugee, and asylum-seekers (Demirhan and Aslan, 2015:
25). The concept of migrant is used for the individuals changing their
location with their free will in order to improve their own financial and
social conditions. However, the terms asylee and refugee are used for
individuals changing their locations having a risk of death in the country,
of which they are citizens, because of their race, religion, nationality, their
political opinions, or affiliation to a specific social group. Refugees have a
legally specified status, whereas asylum-seekers are those having no such
status but provided with a temporary protection status (Migration Terms
Glossary).

At this point, it can be seen that the concept of migration might affect
individuals, societies, and states differently. Intense migration movements
occurring in recent period because of internal conflicts and other problems
in the Middle East and particularly the Syrian Migration Crisis are among
the most intense migration waves, which have been rarely seen throughout
the history, in terms of amplitude and time. These migration movements
influenced the nearby countries, especially Tiirkiye, and the European
countries and these countries have had and are still having many economic,
political, legal, and social problems (Zanker, 2008: 5; Aydemir and Sahin,
2018: 127; Keskin and Yanarisik, 2021: 57). For instance, the murder
of a Turkish individual by a Syrian group in the last August created a
significant tension and Syrians faced remarkable reaction. Businesses and
houses of many Syrians were destroyed, and protests were held. People
stated that they did not want Syrians in their neighborhoods (BBC News,
2021). It can be seen that such events limit the chance of living together in
harmony for migrants and locals (Sargut, 2001: 91). It seems possible to
eliminate the problems through an effective migration governance. At this
point, local governments, which are the units closest to the public, have
important responsibilities.

1.2. Local Governments and Migration

Today’s highly centralized national governments neither operate
locally nor think globally. Hence, it can be seen that decentralization and
regional development became the urgent needs of all the countries (Capra,
2012: 472-473) because the incredible penetration and advancement of
communication and transportation technology brought a new life and
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organization style exceeding the national state borders in today’s world.
It reduced the effectiveness of national states, which have a strong
central structure, and resulted in more local structures (Cevik, 2012: 87).
Similarly, the social changes and transformations showed that government
evolved in a way requiring the involvement of local administrations
in every field of government because, through the steps they take, the
local administrations provide more pragmatic and effective solutions in
comparison to the central administrations. In this parallel, it is necessary
for the local administrations to play an effective role in solving the social
and cultural problems increasing with a further increase in the international
migration movements (Rajca, 2020: 169; Daoudov, 2015: 4) because
the local administrations undertake the responsibility of governing the
cities, in which the social integration is achieved, as well as managing
the differences and the adaption of new-coming individuals to the local
society (Ray, 2003). At this point, the migration policies developed by the
local administrations seem to be important.

2. RESEARCH METHOD

This section specifies which problem this research is based on and
which objective it has. Moreover, the importance, scope, pattern, and
limitations of this study and how the data were achieved are explained, as
well as the analysis and reporting processes.

2.1. Problem and Research Questions

The research problem was set to be “What are the perceptions of local
administrations in Tiirkiye about migration?”. Regarding the research
problem, it was aimed to find the answer to the following questions about
the persons working in the aforementioned department: 1) What are the
factors coming forefront in their perception of the migration, and 2) Is
there a difference between women and men working in the Social Support
Services Department of Canakkale Municipality.

2.2. Objective and Importance

The present study using the metaphor method aims to determine the
prominent factors regarding the perceptions of individuals, who work in
the Social Support Services Department of Canakkale Municipality, about
migration. This study is important since it might create a change in the
perceptions of people, who have in-person communication with migrants,
about migration.
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2.3. Scope and Limitation

The scope of this study includes provincial special administrations,
municipalities, and villages. Due to the COVID-19 pandemic, the research
was limited to Canakkale province, where the researcher lives. The
present study involves all the employees of the Social Support Services
Department, which is related to the subject examined here. Interviews were
performed with 10 participants (3 men and 7 women) because of flexible
working hour arrangements. The mean age of participants was 42.2 years.
Moreover, in the results section male participant 1 was referred to as E1,
male participant 2 as E2, male participant 3 as E3, female participant 1
as K1, female participant 2 as K2, female participant 3 as K3, female
participant 4 as K4, female participant 5 as K5, female participant 6 as
K6, and female participant 7 as K7.

2.4. Pattern

The present study was designed as phenomenology research, one of
the qualitative research patterns. Phenomenology is a method defining
the experiences of individuals in order to understand the importance
of phenomena. In phenomenology, the main objective is to reveal the
reality underlying the phenomena (Bas and Akturan, 2017: 85-91).
This method is based on two approaches, which are descriptive and
interpretative approaches. The present study was carried out using the
descriptive phenomenology approach, in which the researcher focuses
on the experiences of participants by leaving his/her own knowledge and
judgments aside (Gtiler et al., 2015: 236-237). Moreover, the metaphor
method was also used in this study. The metaphor method is a method
revealing the similarities of phenomena by letting an individual explain it
over different phenomenon/phenomena (Tikman et al., 2017: 106).

2.5. Data Collection Method and Analysis Technique

The data were collected using the interview method. The interviews
were performed with 10 individuals working in the Social Support
Services Department of Canakkale Municipality by making use of a
structured interview form consisting of a question. The participants were
asked the question “Migration is like ................ because ................ .
The objective in asking this question is to allow them to characterize the
migration over a living/non-living or tangible/intangible entity by using
the preposition “like”. Moreover, the conjunction “because” was used in
order to have them explain why they used the entity in characterization.
First, the answers given by the participants were transcribed to a Microsoft
Office Word file. Then, by using the MAXQDA Analytics Pro 2 (20.2.2)
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analysis software, the citations to the determined metaphors and the
relationships established between them were presented.

3. RESULTS

The metaphors used by the employees working in the Social Support
Services Department of Canakkale Municipality are presented in Table
3.1

Table 3.1. List of metaphors used

No. Metaphor used
River
Loss
Law
Exile
Emptiness
Irregularity
Unknownness
3 Seeking for Hope 1
As aresult of the study, 8 metaphors related to the concept of migration
were achieved. One participant was not involved since he couldn’t create
a metaphor. Two of the participants used the metaphor “unknownness”,
while the other metaphors were river, loss, law, exile, emptiness,
irregularity, and seek for hope. The explanations of participants for the
metaphors by considering them as themes are presented in Figure 3.1.
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Figure 3.1. Code Matrix Scanner presenting the frequency of statements related
to the sub-codes
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Examining the opinions of participants given Figure 3.1, it can be
seen that the coding frequency was 30% for unknownness, 20% for
seeking for hope, 15% for irregularity, 10% for law, 10% for river, and
5% for emptiness, exile, and loss.
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Unknowness

“Migration is to leave their homes, where they have been born and raised,
and to settle in a different location sometimes willingly and sometimes
unwillingly. In other words, it is a journey to the unknown” (K2).

“Migration is like a journey to the unknown” (K5, Metaphor).

“It refers to people settling in different cities in different geographies in
terms of political, economic, social, and cultural aspects. Its end is the
unknown” (K3).

“It refers to individuals slid into the unknown by leaving their home, in
which they exist and live, generally due to economic problems and trying
to attain a new life” (K4).

“The concept we call migration is not like moving from one place to another
one. It is like a change of location due to forcing factors in places, where
they live, such as war, unemployment, drought, hungriness, etc. The concept
called migration refers to leaving the place, in which we have been born and
raised into our thoughts, and trying to establish a new living environment
for us in the new place. It is difficult, like a journey to the unknown” (K6).

“Migration is the departure to the unknown as a result of a despair” (K7).

Although there was 1 metaphor about the unknown, it can be seen
that 6 participants used this term and felt concern and fear. However,
it is not a concern arising from the distrust towards the migrations but
the participants’ concern about the concept of migration. Most of the
participants put emphasis on the concept of “country”, which they called
the place where one has been born and raised, and stated that getting away
from that place would bring concern and unknownness.

Seek for Hope

“People generally migrate to find a job, to feel full, and to maintain their
lives. In other words, people migrate for hope” (E2).

“The labor migration to the places because of the job opportunities is
generally performed for hope” (K6).

“Migration is like a seek for hope” (K7, Metaphor).

“People migrate to different places because they couldnt achieve wealth
due to reasons such as they couldn t find what they looked for or because of
forcing reasons such as war” (E1).

The other point that the participants emphasized was the hope.
Although they interpreted the migration movement as a journey to
the unknown, they also stated that people migrate because they hope
something would change.
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Irregularity

“The complete stop of migration on the earth would cause the cease of
interaction between the individuals and it might cause an increase in
international polarization and racism. Societies would adopt bias by
isolating them from other societies. In this case, just like a river that
flows the good and beautiful continuously and benefitting all objects and
living creatures, the migrations benefiting the geographies, which should
be developed from various aspects, on the earth should occur. Otherwise,
irregularity might concur the world” (E1).

“Migration reminds me of population explosion and irregularity” (K5,
Metaphor).

In the theme “irregularity”, the participants stated that they were
concerned that chaos might arise in case of the disturbance of the order.
Besides that, they related the reason for this irregularity to the intensity
of migration. Moreover, they also stated that, in case of the absence of
migration, there would be irregularity and societies would become inner-
oriented and more nationalist.

Law
“Migration is like a law of nature” (K1, Metaphor).

“As the birds and other animals migrate in order to achieve better living
conditions, people migrate too” (K2).

Migration was interpreted as a concept within the life itself, and it
was emphasized that the migration of people is a flow just like other living
creatures.

River
“Migration is like a river” (E1, Metaphor).

“A river would convey all the useful and harmful things it has from somewhere
to another place. With this example, it can be stated that migration is both
useful and harmful. Just as a river increases productivity and benefits a
place and an ecosystem with the useful minerals and bacteria in its water,
it also brings drought (rather than fertility) by means of harmful minerals,
bacteria, and microorganisms it conveys. Migration is something like that.
For instance, a migrating society would help or harm the receiving societies
through the belief styles, morals, and many other characteristics. It might
damage all the grown and cultivated products in case of an overflow,
and it damages the soil. Migration is like that; a migration wave would
economically affect the receiving geography” (E1).

Using the river metaphor created by a participant, the possible
positive and negative results of migration were emphasized. Migration
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is not only a journey of a person/society to a different location, but it
also is the transfer of culture together with the individuals. From this
aspect, the participant discusses and interprets the migration concept as
a social phenomenon. Similarly, it was also stated that mass migration
movements would remarkably harm the countries from the economic
aspect, but reasonable migrations would also contribute to the economy
of the receiving country.

Emptiness, Exile, and Loss

“Migration is like an emptiness” (K4, Metaphor).

“Migration is like an exile” (K3, Metaphor).

“Migration is like trying the place where you were born” (E2, Metaphor).

It can be seen that the perceptions about the migration concept were
mainly based on concerns and fear. The perspectives of participants on
the concept of migration show that they had concerns about migrating
and they considered the places, where they have been born and raised, as
safer places. Figure 3.2 was prepared in order to understand if there was
a relationship between the metaphors used by the participants and their
opinions about migration.

Figure 3.2. Relationship between the themes
Kod Birlikte Olusma Modeli (Kod Birlikte Olugumu)
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As seen in Figure 3.2, there are intense relationships between the
metaphors used for the migration concept. They mainly emphasized the
concept of migration as a concept involving negativity. It can be seen that
irregularity and unknownness feel unsafe.
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Figure 3.3. Two-Case Model representing the differences and similarities of
female and male participants’ perceptions of the migration concept
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The differences and similarities between female and male participants
regarding the concept of migration are shown in Figure 3.3. At this
point, it can be seen that female participants generally concentrated their
perception of migration on the unknownness. However, it was observed
that the participants in both groups did not have very positive perceptions
regarding migration. It is considered that the participants interpreting the
migration as the seek for hope thought that people were actually having a
journey to the unknown.

Conclusion

The concept of migration, which has become complex and
multidimensional, became a shared problem of all countries and it is a
necessity to make effective policies to solve the problem. Besides the
governments, also the local administrations have important roles in
the phase of making policies. In particular, local administrations play
important roles in taking the steps that are necessary to have the migrants
and local people live in harmony with each other. In this parallel, how
the local administrations’ departments related to the migrants perceive
the migration concept is important because the individuals’ perceptions
influence their approaches to a problem and their decisions. For this
reason, this study aims to determine the prominent factors regarding
the perceptions of individuals, who work in the Social Support Services
Department of Canakkale Municipality, about migration by making use of
the metaphor method. It was aimed to find the answers to the following
questions about the persons working in the aforementioned department: 1)
What are the factors coming forefront in their perception of the migration,
and 2) Is there a difference between women and men working in the Social
Support Services Department of Canakkale Municipality.

The prominent factor in the perceptions of individuals working in the
Social Support Services Department of Canakkale Municipality regarding

35



36+ Alper Bilgili, Fatma Hirlak

the migration concept was the unknownness. Most of the participants
interpreted the migration as taking a journey with no known ending.
Here, it can be seen that people have concerns and fears because leaving
their homes, where they have been born and raised, would cause anxiety
and they would face the unknown since they would leave their safe
environments. Participants were seen to generally consider the migration
as a forced migration. This is the main reason for their concerns because
a forced migration is an escape from an unsafe environment and it causes
uncertainty and emptiness in individuals.

It was concluded that there was no difference between female and male
participants, who were working in the Social Support Services Department
of Canakkale Municipality, in terms of the perception of migration. It can
be seen that the participants in both groups have generally no positive
thoughts about migration. However, female participants ascribed an
“uncertainty” meaning to the migration more than male participants.
Only 1 participant emphasized the necessity of/need for migration. The
Syrian migrant problem, which has been experienced in recent years,
was interpreted as a negativity, but it was also stated that the complete
absence of migration would cause inner-orientation among the societies
and increase racism.
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Introduction

Today, countries focus on economic policies that will provide scientific
and technological development in order to increase their welfare levels by
making growth sustainable and to have a say in global competition. As a
matter of fact, it is seen that the contribution of technological development
to the development levels of countries such as the USA, Germany and Japan
is quite high. On the other hand, it has been observed that the economic
development of the countries that cannot keep up with the technological
developments remains low compared to other countries.

Innovation activities are generally included in R&D activities and are
important for the economic growth of developed countries (Stokey, 1995:
469). R&D, which is a technology indicator, is shown as the main reason
for the differences in the economic development of countries and income
divergence. The use of advanced technologies in enterprises and countries
will enable the acquisition of useful new products and will increase
economic growth and living standards with R&D investments. In this
case, in order to guarantee economic growth, the government’s incentives
for R&D investments and the need to increase the amount of resources
allocated to R&D in enterprises arise (Bilbao-Osorio and Rodriguez-Peso,
2004: 434-435).

Technological Progress And Economic Growth

Technology can be expressed as a factor that enables to make
innovations in production equipment, production methods and products,
to increase production with these innovations, to provide competitive
advantage and to increase earnings (Turkish Technology Development
Foundation-TTVG, 2010: 7). Recently, with the development of science,
technological change has become a triggering force in increasing economic
performance. The production, dissemination and use of knowledge has
become the most important resource that leads to gaining competitive
advantage, increasing the level of welfare and increasing the quality of life
(OECD, 2000: 1).

Following Griliches (1958)’s pioneering study of the American
agricultural sector, studies focusing on the impact of R&D activities
on output, productivity and economic growth have been conducted. For
example, significant research was carried out by the American Bureau of
Labor Statistics (BLS), 1989, until the mid-1980s. In addition, Goel and
Ram (1994) similarly conducted research on the subject. The findings of
these studies show that the increase in R&D activities positively affects
economic growth. For this reason, interest in R&D activities has increased
and countries have started to support R&D activities with various policies
(Goel et al., 2008: 238).



Theory and Research in Social, Human and Administrative Sciences

It is known that countries have various socio-economic characteristics
that will affect innovation and growth in R&D investments. As a matter
of fact, there are societies that can direct R&D expenditures to innovation
and economic growth (innovation prone societies) and societies that
cannot direct R&D expenditures to innovation and growth (innovation
averse). Educational level, unemployment and many demographic features
and investment volume are the factors that affect societies. It also requires
good education, scientific and technological knowledge and long-term
experience. The economic conditions in the countries will also reflect the
amount of resources and sectoral development level of R&D investments
(Bilbao-Osorio and Rodriguez-Peso, 2004: 438).

In the 1980s, Romer (1986) and Lucas (1988) put forward the
endogenous growth model, in which technology is seen as an important
internal factor affecting economic growth. In the endogenous growth
model, it is stated that increasing returns on investments will be possible
due to technological development. In this case, it is accepted that better
results will be obtained from investments in developed countries and thus
divergence will be observed. (Bilbao-Osorio and Rodriguez-Peso, 2004:
435).

It is stated that the technological innovations realized by the units
aiming at profit maximization in the endogenous growth models through
R&D investments are the source of economic growth. Based on these
results of the endogenous growth literature, the idea that long-term
economic growth can be accelerated with the encouragement of R&D
activities and additional policies to support R&D has become widespread
(Jones, 1995: 759).

Literature

There are many studies in the empirical literature analyzing the
relationship between technological progress and economic growth.
Solow (1956) incorporated technological progress into his growth model
and Barro (1991) developed this model empirically Barro and Sala-i-
Martin (1992) and Mankiw et al. (1992) emphasized the importance of
technological progress as the main contributor to long-term economic
growth. Technological progress was considered exogenous according to
the Solow growth model, which enabled it to be included as a new growth
theory in the literature (Donou-Adonsou et al., 2016: 67). Lucas (1988)
internalized technological change determined by human capital. On the
other hand, as other researchers interested in technological progress,
Romer (1990) discussed the economics of creative ideas, Aschauer (1989)
discussed infrastructures, Grossman and Helpman (1991) discussed
innovations and Aghion and Howitt (1992) discussed improvement in the
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quality of existing products and showed their links to growth. However,
the inclusion of telecommunication infrastructure in the growth model has
been one of the important developments. Oliner and Sichel (1994, 2000)
and Jorgenson and Stiroh (1995, 1999) are researchers who use information
technology with a growth model.

The questions that Ayres (1996) seeksto answerare: i) Can technological
progress negatively affect economic growth? ii) How much human well-
being can be attributed to science and technological progress? According
to the result obtained in the study, increasing welfare is primarily due to
scientific development.

Jalava and Pohjola (2005) investigated the effects of Information and
Communication Technologies (ICT) on the level of output and the increase
in labor productivity by considering the period 1995-2002 for Finland.
According to the findings, the contribution of ICT to GDP as a component
of both output and total input is 4.09%. 1.08% of the increase in labor
productivity with an average growth rate of 2.51% belongs to ICT. The
contribution of capital deepening in ICT is 0.6%. Considering the multi-
factor productivity in ICT production, its contribution to GDP per working
hour is 1.08%.

Gani (2009) dealt with high technology exports and economic growth
as variables in his analysis. In this context, he divided the countries into
three in terms of technological development: technology leader countries,
potential leader countries and dynamic adopter countries. The regression
results show that high technology exports affect economic growth positively
in technology leaders. However, there was no significant relationship in
other country groups.

Rudolf and Zurlinden (2009) investigated the sources of economic
growth for Switzerland in 1991-2005. The results reveal that labor and
capital input contributed 0.57% and 0.45%, respectively, to the 1.28%
average increase in GDP over the period under consideration. The 0.25%
portion represents the growth in multi-factor productivity. The growth
rate in multi-factor productivity was found to be lower than the values
calculated in previous studies because the estimated workforce changes
were calculated taking into account the quality of the workforce. Changes
in workforce quality explain 0.39% of the 0.45% point contribution of
workforce quality to GDP growth.

Pipitone (2009) investigated the role of technological progress in the
economic growth of Mediterranean countries using TFP data. According
to the results of the analysis, although physical capital is an important
factor in economic growth and has a positive value, the contribution of
human capital to growth remains low. TFP has a positive effect, especially
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in some transition countries that have achieved high growth rates, but its
role in this process differs from country to country.

In Kim (2009), the relationship between economic growth and
exports is explained by focusing on the level of technological exports. The
technological export levels of the countries were measured using trade
data and the importance of the technological export level in determining
economic growth was analyzed. The results show that the technological
level of exports is more important than the amount or openness of exports
for long-term economic performance.

Altin and Kaya (2009) questioned the causality relationship between
R&D and economic growth for Turkey using cointegration analysis and
vector error correction model. In the study, no causality relationship was
found in the short term, but a one-way effect from R&D expenditures
to economic growth was detected in the long term. Similarly, Yaylali et
al. (2010) analyzed Turkey for the period 1990-2009 with the Granger
causality test. The results obtained in the study indicate a relationship
from R&D expenditures to economic growth.

Adak (2015) focused on the impact of innovation and technological
progress on the Turkish Economy. He analyzed the interrelationship
between technological progress and economic growth using quantitative
methods. The findings obtained as a result of the study show that innovation
and technological progress have a significant impact on economic growth.

Junoh (2004) conducted a comparative analysis between ANN and
econometric methods for predicting GDP growth in Malaysia. He used
knowledge-based economic indicators based on time series data collected
between 1995-2000. According to his findings, with comparison to
traditional econometric methods, it was determined that ANN increased
its potential to predict GDP growth based on information-based economic
indicators.

Duzgun (2008) made a GDP estimation for Turkey by using quarterly
data, ANN and ARIMA models for the period 1987-2007. As a result of
the research, it was seen that the ARIMA results are better than the ANN.

Using the ANN method, Liliana and Napitupulu (2010) analyzed some
variables such as GDP growth, political stability and security conditions
for Indonesia in the previous two periods. From this study, it was found
that ANN predicts GDP better than government-published values.

Maliki et al. (2014) discussed the nexus between stock market index
value and economic growth in their research and concluded that all of the
variables in the model are highly correlated. According to them, ANN
gives better results than regression analysis in efficiency comparison.
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Pasarica and Popescu (2015) investigated the factors affecting GDP
in exit economies such as Romania. They found that factors such as,
agriculture, construction, retail have positive and negative effects. Pasarica
and Popescu suggested that this research provides a pathway between
neural network backpropagation and regression models. According to
their findings, neural networks have an a powerful structure for modeling
and forecasting GDP.

Soyler and Kizilkaya (2015) used Multi-Layer Sensor (CKA), Radial
Based Function Networks (RTFA) and reversible Elman Network as tools
to make the definition of GDP. It was seen that the RFTA model provided
the highest value in the models, so economic growth forecasts for the
2013:2014 periods were made with this model. It was concluded that ANN
is a successful for predicting growth.

Vrbka (2016) mentioned that artificial intelligence is a known
application for forecasting GDP. In his research, he applied ANN to predict
the GDP growth of countries in the Euro Zone until 2025.

Jahn (2018) conducted a study covering the period 1996-2016 to
estimate the GDP growth rate of fifteen industrialized economies. As a
result of the analysis, it was determined that the ANN gave more accurate
predictions than a traditional model in estimating the GDP growth rate. It
was emphasized that ANN models especially captured time trends very
well.

When we look at the literature, it has been determined that many
studies in which the ANN model gives good results for GDP estimation in
general. It is also seen from these studies that the predictive power of ANN
models is higher than other models.

Methodology

ANN, which is characterized as information processing processes,
can also be described as a detailed black box model that produces outputs
against the given inputs. Although ANN is defined as a similarity to the
nervous system formed by a group of nerve cells that provide information
flow with the help of axons, it is generally defined as networks that occur
by intensely parallel connection of simple elements that are repeatable
(adaptive) (Kohonen, 1988). ANN studies, which started with mathematical
models based on human brain neurons in neuroscience, are used in many
different branches of science today and are studied as research subjects
in applications such as pattern recognition, classification, control and
prediction.

Artificial neural networks give similar reactions to similar events by
performing machine learning. Thanks to the examples shown to him by
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the researcher, he can produce information about previously unforeseen
data (Oztemel, 2006: 32). These advantages enable researchers to obtain
powerful analysis results in forecasting and forecasting problems.

A neural network cell consists of five elements called inputs, weights,
sum function, activation function and output. In the nerve cell, there are
inputs that represent the information coming from outside, and weights that
show the effect and importance of the inputs in the cell. While it calculates
the net input in the cell with the sum (joining) function, it converts the
results in the sum function into output with the activation (activity,
threshold, transfer) function. Cell output is the output value determined by
the activation function (Oztemel, 2003). A multi-input multi-output neural
network with a single hidden layer is shown as in Figure 1 and expressed
mathematically as in (1.1).

Figure 1. Artificial Neural Network Architecture

Input layer Cutput layer

S

Hidden layer
ylk] = wg [k] f(w/ [k]x[k] + b[K])

Where x[k] and y[k] represent the input and output variables,

Wz'lr ['.‘r‘]r"‘l’[l:lr [k].B[k] represent the weight matrix of the input layer, the
weight matrix of the output layer, and the bias vector, respectively. These
parameters need to be optimized according to the objective function
defined by an optimization technique. Generally, it was seen that good
results were obtained with the Levenberg-Marquardt (LM) algorithm
on ANN (Yu and Wilamowski, 2011). For this reason, in this study,
feedforward-backpropagation ANN model was used for minimizing
the unknown parameters mean square error objective function with the
LM algorithm, due to its widespread use, flexibility and adaptability to
modeling a wide range of problems.
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Linetal. (1996), the NAR X network is used effectively especially when
it comes to non-stationary time series. The NARX network is a feedback
and forward computational dynamic network. In future estimation studies,
historical values of time series are used to predict future values in dynamic
networks such as NARX (Boussaada et al., 2018: 3-4). The mathematical
representation of the NARX network using historical values for future
predictions is as follows:

yO=f(y(t-1),y(t-2),....y(t-n ),x(t-1),x(t-2),...,(t-n ))

In the function of the NARX network, the network inputs x(t-1),x(t-
2),...,(t-nx) Mathworks are shown, while the network outputs are y(t-1),
y(t-2) and y(t-ny) is shown as. Where nx is the number of past inputs to
be applied for the feedback, ny is the number of past outputs (Mathworks,
2018). While the sigmoid activation function is used in the hidden layer in
NARX networks, the linear activation function is used in the output layer
(Yilmaz, 2015: 30).

The developed computer programs provide great advantages in terms
of reaching the result easily and quickly in both traditional methods and
ANN models. In this study, both causality tests and artificial neural
network models were used to determine the relationship between variables.
Nonlinear External Input Autoregressive Network (NARX) model and
Feed-forward model of artificial neural networks were used.

Empirical Analysis And Findings

The variables used in the study and the information about the variables
are shown in Table 1. The data in the study is taken annually and covers
the period of 1996-2019 for Turkey. The data were obtained from the world
bank database. There are one dependent variable (Economic growth)
and four independent variables (patent expenditures, R&D expenditures,
capital and trade openness) in the study. The variables used in the study
were selected after reviewing the relevant literature.,

Table 1. Variables Used in the Study and Their Sources

\Variables Period/Source

IPatent expenditures (TEK) 1996-2019 WDI
R&D expenditures (ARGEHARC) 1996-2019 WDI
Capital (SER) 1996-2019 WDI
(Trade openness (TIC) 1996-2019 WDI
IEconomic growth (GDP) 1996-2019 WDI

In this study, Granger Causality Tests and Nonlinear External Input
Autoregressive Network (NARX/Nonlinear Autoregressive Exogeneus)
and feedforward network models of artificial neural networks were used
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for Turkey’s technological economic growth relationship and prediction.
EViews and MATLAB program were used in the study.

Causality Test Findings

In the study, 5 cointegrated vectors were determined according to
the results of the Engle-Granger Causality test. This finding led us to the
conclusion that there is a significant relationship between the variables
within the framework of the long-term model and that Granger Causality
Test can be passed.

As aresult of Granger Causality Test;
TEK is Granger Cause of GDP

GDP is Granger Cause of ARGE
GDP is Granger Cause of TIC

ARGE is Granger Cause of TEK
SER is Granger Cause of TEK

TEK is Granger Cause of TIC

ARGE is Granger Cause of SER
ARGE is Granger Cause of TIC

Non-Linear Autoregressive Network with External Input (NARX/
Nonlinear Autoregressive Exogeneus) Findings

70% of the data set is reserved for training, 15% for validity, and the
remaining 15% for testing. The structure of the NARX network, which
consists of 4 independent variables and 1 dependent variable, where the
number of delays is 2 and the number of hidden layers is 10, is shown in
Figure 2. The NARX network was first trained with the relevant values.
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Figure 2. NARX ANN Model Profile
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In this study, experiments were carried out using 2, 5, 7 and 10 hidden
layers in order to achieve the best result. The best result was obtained by

choosing 10 hidden layer. The model profile is given in Figure 2.

Table 2. MSE and R Values Realized in Network Training

IMean Squared Error (MSE) R Value
Train 0.0044 0.9788
Validation 0.013 0.9916
Test 0.0053 0.9987

Table 2 shows the MSE and correlation (R) values for the training of
the network. Accordingly, the small MSE values and the high R values
indicate that the training of the network is successful.

Figure 3. Error Performances for Training, Validation, and Test Sets
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In Figure 3, it is seen that the network completed its training in the
10th iteration and the best validation performance was achieved in the 4th
iteration.
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Figure 3. Network Learning Curves
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Gradient is a back propagation value for each iteration on a logarithmic
scale. Accordingly, as seen in Figure 3, the value of 0.0040506 indicates
that the target function has reached its local minimum.
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Figure 4. Error Histogram of the Network
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According to the error histogram in Figure 4, it can be said that the
majority of the errors fall between -0.1003 and 0.1086.

Figure 5. Error Autocorrelation Plot of the Network
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When the error autocorrelation graph is examined, there is one
value exceeding the confidence interval at 0. This indicates that the
estimation errors are uncorrelated (white noise). It is understood from the
autocorrelation graph that the model is suitable.

In Figure 5, the R values of the data allocated for training, validation
and testing in the trained network are shown before the future prediction is
made. The graphs show that the R values are 79% and above. The learning
process of the network has been accomplished with great success and the
model has gained a fit appearance.
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Figure 6. Artificial Neural Networks Performance Chart
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The suitability of the output and target values determined by the
NARX ANN model for economic growth is shown in the graph above
(Figure 6) ANN target and output values and error values. Artificial
neural networks performance graph is included. According to this graph,
it is noteworthy that the errors are generally low. In the model obtained,
it is observed that the network prediction levels are successful in general,
but the error value is a little high in 2008-2009 (one delay). Of course,
like every economic variable, it is known that there are many internal and
external factors that the economic growth variable depends on, and it is
undeniable that these factors also differ periodically.

Feed-forward Network Findings

Another network model that we have considered in the scope of the
study is the Feed-Forward model.

Figure 7. Feed-Forward ANN Model Profile
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Figure 8. R Values of Training, Validity, Testing and All Results of ANN Model
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The R values, which can take values between 0 and 1, reflecting the
explanatory power of the model for training, validation, testing and all in
the training of the network before making future predictions are seen in
the figure. It is seen that the R values take values very close to 1 and this
shows that the learning process of the model is successful.

Table 3. Comparison of Realized R Values in Training of NARX and Feed-

forward Networks
Train \Validation Test Best
NARX (R) 0.9788 0.9916 0.9987 -
Feedforward (R) 0.99379 0.9823 0.99729 0.98477




Theory and Research in Social, Human and Administrative Sciences *53

Best Validation Performance is 470881.1597 at epoch 1

— Trmir
Saliclation
(-1 Tost
— 10 Bt
H
g
wi
= A L
B 10
3
=
5
=
10 |
o 1 z 3 4 5 [ 7
T Ennchs
Gradient = 37909,6709, at epoch 7 |
{ el 1
¥
(=]
i Mu = 100, at epoch 7
_-‘-—-h_‘_—
g
10% 1
& Validation Chechks = &, at epoch 7
L
E 4 Y 4
+*
B, Py _
T 2 3 4 3 & 7

T Epochs




54+ Nazli Seyhan, Burak Seyhan
Figure 9. Economic Growth Actual and Forecast Values Graph
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In the chart above, tahmin represents the estimation and ger¢ekdeger
represents the actual value.

The chart includes the actual and estimated values for Turkey’s 1996-
2019 period. Looking at the graph, it is seen that the estimated values and
the actual values are very close to each other in 1996, 1997, 2000, 2001,
2002, 2003, 2005, 2007, 2008, 2009, 2010, 2011, 2012, 2014, 2015, 2017,
2018.

This shows that artificial neural networks give strong results in
estimating economic growth with the help of independent variables (patent
numbers, R&D expenditures, capital and trade openness) determined
within the scope of the study.

Conclusion and Proposals

As a result, artificial neural networks established by determining the
appropriate network structure in the estimation of time series can be used
as an alternative method to other statistical methods. Since the economic
growth variable is closely related to many variables in macroeconomics,
it is very important to be able to predict the economic growth rate. In
this study, firstly, the relationship between the number of patents, R&D
expenditures, capital and trade openness variables and economic growth
determined after the relevant literature review was examined by causality
tests.

According to the results of the Engle-Granger Causality test, 5 co-
integrated vectors were determined, and the Granger Causality Test was
applied between the variables within the framework of a meaningful
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model showing the long-term relationship. As a result of the causality test;
It has been found that technological progress is the Granger reason for
economic growth, economic growth for R&D expenditures, economic
growth for trade, R&D expenditures for technological progress, capital
for technological progress, technological progress for trade, R&D
expenditures for capital, and R&D expenditures for trade.

In addition, the relationship was modeled with the help of artificial
neural networks and predictions were made with the help of the models
obtained. In the study, the Nonlinear External Input Autoregressive
Network (NARX) model and the Feed-forward model were used and the
outputs of the models were compared. When the R values obtained from
the training of NARX and Feed-forward networks are examined, it is seen
that the training R values of both models (0.9788 and 0.99379) are high.
According to the findings, it has been concluded that artificial neural
networks are a successful method that can be used in predicting economic
growth with the determined independent variables.

The positive contribution of R&D expenditures to economic growth
by raising the technological development levels of companies and
countries is now a generally accepted determination. Therefore, it is of
great importance for the governments to increase such investments by the
government, as well as to encourage the private sector in this area, in terms
of R&D expenditures, which are among the most basic goals of today’s
governments, which lead to sustainable economic growth and increase in
welfare levels.
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Geography is important for investments. It becomes more important,
especially in securities markets. One of the important factors behavioralists
consider when trying to understand market behavior is geography, although
mainstream economic theories do not support it. Familiarity bias, home
bias, and “keep ours is ours” are mainly due to the geographical location
of investments and investors. Many issues such as cities that are financial
centers, financial crises that grow more with the effect of contagion, and
the elimination or inability of the geographical boundaries of trade in the
virtual environment are included in the subject of financial geography.

The aim of this article is to review the literature investigating the
intersection between stock markets and geography, a large part of which
comes from financial economy and economic geography, and to relate
investors, investment instruments, and cities with each other by considering
stock market investors in Turkey, and to reveal an investment map on a
city basis. In other words, the main goal is to discuss how geography still
matters for stock market actors and their interactions despite the ongoing
globalization of securities markets, the connection between geography and
the tendency to keep investments close to home due to home bias, and the
significance of which Turkish city to invest in terms of nationality and type
of investment.

Since the study aims to take a photograph of the Turkish stock
market, it only includes data for May 2022. The data includes government
securities, private sector debt securities, structured products, funds, and
other securities other than stocks. The diversification of the asset classes is
important in terms of revealing the asset class preference geographically.
In addition, the nationality of the investors is accepted as another data set.
Including this breakdown in the study is important in terms of examining
domestic and foreign stock market participants in Turkey.

What is finance geography?

The finance geography literature is largely concerned with the spatial
relationships between markets around the world (Clark, 2002; Clark and
Wojcik, 2005; Engelen and Grote, 2009; Lee et al., 2009; Martin, 2011; and
Wojcik, 2013). From a spatial perspective, the cities where the exchanges
are located play a crucial role as key elements in a global network where
they are located on the map of international exchange trading centers. This
network has been extensively studied in the literature, both conceptually
and theoretically, from two different perspectives: external and internal
networks. External networks refer to traditional economic geography
(Yeung and Kelly, 2007; Garretsen and Martin, 2010). On the other hand,
models based on “new” economic geography have emerged, which see the
development of markets as the internal result of the behavior of economic
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and financial agents, both individually and as part of a network (Martin,
1999; Krugman, 1998; Behrens and Thisse, 2007).

Existing literature in economic geography and especially financial
geography covers topics such as; positional advantages in the financial
services industry (Clark, 2002), the role and structure of stock markets
in different geographical regions (Peck and Theodore, 2007; Clark and
Wojcik, 2007), centralization and decentralization processes in financial
systems (Klagge and Martin, 2005), global corporate governance in
financial markets (Clark, W¢jcik and Bauer, 2006 and Clark and Wojcik,
2007) or the increasing role of the virtual space in stock trading (Wojcik,
2007).

It is clear that globalization and the apparent virtualization of stock
markets do not make the position less important. This argument is supported
by evidence focused on the behavior of issuers and investors. They cross-
list their overseas shares to enter companies’ foreign capital pools or
increase their visibility. However, companies are influenced by distance
and cultural proximity when choosing overseas listing locations. US stock
markets nearly monopolize cross-listing in the Americas, while firms in
India, South Africa, or Australia mostly cross-list on the London Stock
Exchange (Sarkissian and Schill 2004). It is also notable that trading in
cross-listed firms tends to stubbornly cling to the stock market in the home
country (Halling et al. 2007). Evidence that location remains important can
also be found when analyzing listing decisions within countries. Loughran
and Schultz (2006) show that US firms in rural areas wait longer to list
their stocks than urban areas, are less likely to offer stocks when traded, use
lower quality intermediaries in public offerings, and have more debt in their
capital structure. . Wojcik (2008a) expands on these findings, showing that
firms in financial centers are more likely to go public than their provincial
counterparts. This phenomenon, called financial center bias, is valid in the
absolute majority of European countries, the USA, and Japan.

Geography has a profound effect on the behavior and performance
of investors. This behavioral model, which is affected by a bias known as
“home bias” in the behavioral finance literature, can be effective on both
individual and institutional investors. In other words, investors are more
likely to hold and trade foreign stocks from countries with more economic
and cultural ties (Portes and Rey 2005).

Based on capital market models, home bias began with French and
Poterba’s (1991) analysis of the USA, UK, and Japan, and was elaborated
by Black (1974), Michaelides (2003), Stulz (1981a), and Stulz (1981b).
The existence of a home bias tendency for the USA, England and Japan
has been confirmed by numerous studies (Cooper and Kaplanis, 1994;
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Fidora et al. 2007; Ivkovic and Weisbrenner, 2005; Coval and Moskowitz,
1999). Additional evidence for Germany, France, Italy, Finland, and
Sweden documents the phenomenon’s global reach (Anderson et al. 2011;
Bodnaruk, 2009; Chan et al. 2005; Lau et al. 2010; Mishra 2015; Lippi
2016; Hong et al. 2005; Huberman 2001; Grinblatt and Keloharju 2001;
Kang and Stulz 1997; Baltzer et al. 2013; Wojcik 2009). Home bias is
also common for both individual investors and professional investors such
as mutual fund managers (Shapira and Venezia 2001) or pension fund
managers (Lippi 2016). However, individuals tend to exhibit a higher
degree of bias (Ivkovic and Weisbenner 2005; Liitje and Menkhof 2007).

In terms of investors, their geographical proximity to the companies
they plan to invest in may be important for reasons such as being able to
reach company employees, managers, company suppliers, products and,
services more easily and learning information on these issues in a shorter
time. It can also help assess intangible factors that affect stock prices,
such as geographic proximity, management ability, corporate culture or
local business environment (Gaspar and Massa 2007). On the other hand,
investors who are geographically distant may not have local knowledge,
but they can make up for it with investment expertise, knowledge of
all corporate sectors and, global business conditions related to trade.
Therefore, it would be wrong to reduce secondary stock markets to a war
between local and non-local investors (Wdjcik, 2009).

Another important question is whether the fact that cities are financial
centers has any effect on investors and portfolio sizes. If a stock market is
defined as a company that focuses solely on providing computer servers
and software for trading, the answer is no (Wdjcik, 2009).

Turkey’s financial investment map

The data was obtained from the “Central Registry Agency Data
Analysis Platform” in the period of May 2022. The sample includes the
number of domestic and foreign investors, current portfolio values, and the
number of investors in 81 provinces.

Istanbul, Ankara, izmir, Bursa, Antalya, Adana, Kocaeli, Balikesir,
Mugla and Aydin are among the top ten cities with the highest current
portfolio value in May 2022. Considering the number of investors, the first
seven cities were the same, while the last three cities were Mugla, Mersin,
and Balikesir (Table 1). The Kruskal Wallis test was used to analyze whether
there are significant differences on the basis of provinces in terms of the
current portfolio value and the number of current investors. According
to the results, there is a significant difference between provinces in terms
of portfolio value (H(80)=179.905, p=.000), but the number of investors
does not differ significantly between provinces (p>.005). Accordingly, the
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cities with the highest portfolio size are Istanbul, Ankara, Kocaeli, Kayseri,
Antalya, Mugla, and Izmir, respectively. These results are consistent with
the cities included in the “BIST City Index”.

Table 1. Portfolio values and number of investors by province

INumber of
IProvince |Percentage (Current Portfolio IProvince Percentage [nvestors in
\Value the Current
Period
l[stanbul  [65,65%  1£981.874.212.184,70 |istanbul 23,87% 1.358.487
|Ankara  [16,11%  [5240.917.743.161,42 |Ankara 9,68% 550.953
lizmir 3,44% 151.459.010.031,01  |izmir 7,84% 446.274
Bursa 1,99% 129.719.578.055,75 [Bursa 3,97% 225.782
IAntalya {1,05% 115.761.280.726,74 |Antalya 3,75% 213.339
|Adana 0,91% 113.648.555.715,97 |Adana 2,54% 144.715
Kocaeli  {0,78% 111.670.751.584,85 [Kocaeli 2,38% 135.187
Balikesir [0,71% 110.634.023.941,49 [Mugla 2,10% 119.465
Mugla 0,69% 110.289.696.530,70  [Mersin 2,06% 116.949
IAydin 0,63% 19.396.605.915,09  [Balikesir 2,03% 115.344
Province [N g[:r;? (S:(};lil-are df l;sgymp Province N z[::;: g::l;re df éAlsgymp
stanbul 31 (991,77 stanbul 31(763,74
|IAnkara 24 914,67 IAnkara R4 732,67
IKocaeli  [20 |844,95 [Tekirdag 151719,13
Kayseri |18 (766,33 |Antalya 20 (709,55
|Antalya 20 (760,3 Usak 13 700,58
Mugla 18 (757,67 [sparta 14 697,29
izmir 24 [754,9 Mugla 18 1692,08
Gaziantep [20 (751,15 IAydin 18 689,72
IBursa 22 739,41 Canakkale 15 683,47
IAydin 18 (735,83 INevsehir 12 670,21
Yalova (14 (733,79 179.91 180 0 Kayseri 18 /670,19 13,705 800,999
IKonya 19 (731,84 IKastamonu 13 664,27
Zonguldak |18 [716,56 Sanliurfa 15 663,07
Tekirdag (15 (716,47 [zmir 24 (659,73
Balikesir |19 715,84 Bursa 22 657,48
Hatay 17 1702,94 Konya 19 1655,63
Isparta 14 |698,79 Eskigehir 17 652,56
Manisa 18 689,06 IKahramanmaras|17 (649,94
Denizli 18 (678,94 Giresun 13 649,54
Eskigehir |17 (674,41 'Yozgat 13 648,23
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“City Indices” calculated since the beginning of 2009 consist of the
shares of companies whose main production or activity center is in the
same city. BIST City Indices are calculated for cities in which there are
at least 5 companies traded in the Star Market, Main Market and Sub-
Market. It is currently calculated for Adana, Ankara, Antalya, Aydin,
Balikesir, Bursa, Denizli, Istanbul, Izmir, Kayseri, Kocaeli, Konya and
Tekirdag (www.borsaistanbul.com). The summary data of the provinces
included in the city index are given in Table 2.

Table 2. Summary data of the provinces included in the city index

Ill’ortfolio value per
investor
Portfolio Size 166.231.783.950,17
Share 171.394,53
INumber of Investors|969.878,00
Portfolio Size 05.630.002.744,21
Fund 73.570,65
e Number of Investors|1.299.839,00 :
;. [Portfolio Size 114.434.136.558,13
(Government Domestic h1278.195.72
Debt Instruments INumber of Investors|5.378,00
: [Portfolio Size 23.565.114.283,96
Private Sector Debt 1.250.603.10
[nstruments [Number of Investors|18.843,00
Portfolio Size 4.832.013.129,35
% [Other Stocks and Bond - 2.014.178,05
& [T ant PN INumber of Investors]2.399.00
2 Portfolio Size 57.080.976,24
2 [Structured Products 10.053,01
< INumber of Investors|5.678,00
) Portfolio Size 403.700.942.388,00
5. [Domestic 176.058,28
2 INumber of Investors|2.292.996,00
<
5 . Portfolio Size 1.049.189.254,00
£ [Foreigner .018,99
zZ INumber of Investors{116.331,00

It is seen that the most preferred asset class in the provinces included in
the city index is share certificates, followed by government bonds. Despite
this result, it is noteworthy that government domestic debt instruments
rank first in portfolio value per investor. According to the nationalities of
the investors, it is seen that the number of domestic investors is higher,
consistent with the home bias tendency.

Istanbul, Ankara, Izmir, Bursa, Antalya, Adana, Kocaeli, Balikesir,
Mugla and Aydin are in the top ten cities ranking according to the current
portfolio value of domestic investors. Istanbul ranks first in the average
portfolio size per investor (Table 3). In the ranking of the current portfolio
values of foreign investors, the top fifteen provinces are Istanbul, Antalya,
Mugla, Ankara, izmir, Aydin, Bursa, Kocaeli Mersin, Yalova, Adana, Igdur,
Konya, Balikesir and Kayseri. In the average portfolio size per foreign
investor, Igdir ranks second with a total of twelve investors. This result
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comes as a surprise for the markets, which are accustomed to seeing

the western and metropolitan cities in the top positions in stock market
investments (Table 3).

Table 3. Status of domestic and foreign investors by province

[Province Current Period Portfolio Value| 2:::‘[;: ;Z:il:)\;iestors in the :::;:%:slzz:thIio
istanbul 045.739.161.721,87 1.350.229 700.428,71
[Ankara 240.775.931.004,89 549.334 438.305,17
izmir 51.326.460.813,72 445.049 115.327,66
Bursa 29.662.330.706,25 225.192 131.720,18
Antalya 15.275.802.145,19 210.243 72.657,84
Adana 13.625.203.868,61 144.522 94.277,71
Kocaeli 11.628.513.409,03 134.934 86.179,27
Balikesir 10.612.626.631,29 115.125 02.183,51
Mugla 10.027.605.476,16 117.568 85.291,96
Aydin 9.304.760.118,61 102.602 90.687,90
Mersin 7.476.795.951,62 116.669 64.085,54
Hatay 6.359.679.154,78 85.190 74.652,88
Gaziantep  [6.242.658.921,66 70.254 88.858,41
Kayseri 6.120.850.940,89 70.264 87.112,19
[Province Current Period Portfolio Value 2::};‘::: l(;gil:)\:iestors in the s::;:%:s}t);):tfolio
istanbul 36.135.050.462,83 8258 4.375.762,95
Antalya 485.478.581,55 3096 156.808,33
Mugla 262.091.054,54 1897 138.160,81
[Ankara 141.812.156,54 1619 87.592,44
izmir 132.549.217,29 1225 108.203,44
Aydin 01.845.796,48 1058 86.810,77
Bursa 57.247.349,50 590 07.029,41
Kocaeli 42.238.175,81 253 166.949,31
Mersin 24.001.975,01 280 85.721,34
'Yalova 23.769.855,06 03 255.589,84
Adana 23.351.847,36 193 120.994,03
[gdir 22.055.249,26 12 1.837.937,44
Konya 21.438.290,16 236 90.840,21
Balikesir 21.397.310,20 219 97.704,61
Kayseri 20.180.016,17 285 70.807,07
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Discussion

Financial markets not only reflect the economy and society, they also
show how the economy and society work. The importance of these markets
for the geography of the world economy is emphasized in the conditions of
global financial turmoil. Topics such as the evolution of securities industry
centers and the transformation of the global stock market map, which
includes examining the changing role of individual cities as financial
centers over time, are important areas of research. Because the examination
of investments on a city basis is important in terms of the contribution of
cities to the country’s economy.

This study, which takes Turkey’s financial geography as an example,
emphasizes the importance of examining financial geographies not only at
the global but also at the national level. Knowing their cities or states in
terms of financial investments will be a leading indicator in the issurance
of financial investment instruments. Due to the home bias of investors, it
may be logical for companies in their own city to turn to stocks and debt
instruments. However, in the presentation of government domestic debt
instruments or funds, different supply strategies can be developed in each
city or state. Additionally, businesses may find it appropriate to use various
public offering tactics on a city or state basis if they believe there are less
possible investors owing to population growth. This will enhance their
funding sources. Ultimately, being able to market investment instruments
is a new but extremely important topic in finance and marketing literature.
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Introduction

Consumption patterns can be associated with several factors like
social group norms, identification, feelings towards the homeland, kinship,
or belief systems, which may also be credited antecedents of particular
consumer preferences. These mind-sets are scholarly investigated from
different viewpoints in consumer studies, country-of-origin and consumer
ethnocentrism concepts serve theoretical bases concerning rationalization
of aforementioned notions. Many scholars attempt to investigate cognitive
and behavioural inferences concerning the concepts; nonetheless, consumer
ethnocentrism and its relations are not yet decently lighted in the literature.

Solely, Al Ganideh, El Rafae, & Al Ganideh (2011) expounded the
relevance of dogmatism and consumer ethnocentrism by statistically
demonstrating the antecedent role of the dogmatic character attribute.
Recognizing the affinity of two concepts, it is also possible to determine
further relations and acquire theoretical conclusions in terms of cognitive
and behavioural differences. Within this context, as a contribution to
the scholarly efforts, it is aimed to empirically examine the aspects of
the relationships between dogmatism and consumer ethnocentrism,
domestic product judgment and reluctance to buy foreign products. The
paper first describes the concepts and how they are approached. Next,
the methodological setup of the survey is clarified. Finally, the results are
presented and discussed, and new routes for further research are suggested.

Conceptual Framework

Consumption behaviour without “valid” economical explanation was
inferred to be exceptional by early scholars. For example Leibenstein
(1950) put together a solid classification of consumption types in which he
postulated “rational” base of consumption and excluded “the non-rational”
on the trail of classic economists. Categories of consumption determined
by him dealt with economic function initially, yet the “non-functional”
aspects were eventually addressed. Eventually scholars were to lay stress
on “the undiscussed”, and further interpretations were to come. Abandoning
the early economic approaches led the scholars to implicitly discuss
rational explanations of consumer behaviour; with social construction of
consumption patterns (Bourdieu, 1984; Baudrillard, 2016), class struggle
(Featherstone, 2005, 148), and more recently, biological perspectives as
relating consumer choice with natural and sexual selection cues (Miller,
2009).

Japutra and Song (2020: 424) stressed the importance of examining
“different psychological drivers (such as fixed and growth mindsets)
behind consumer motivations” to understand how consumer behaviours
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are influenced. In this paper, dogmatism, a philosophic term referred to
a sentiment of mind set is aimed to be associated with country-of-origin
related concepts to detect insights into conservationist consumer behaviour.
Since the terms may bear slightly different meanings in the literature, in
this section, consumer ethnocentrism tendency, domestic product judgment
and reluctance to buy foreign products as the factors associated in the study
are briefly addressed to clarify how the paper approaches them.

Dogmatic attitudes

Rokeach (1960) explained dogmatism as narrow understanding of
things in terms of organization of beliefs and disbeliefs. This leads the
individual to decide what is true or false; what is right or wrong. Moreover,
the attitudes by these judgments do not need any rational justification; the
only justification would be the prevailing belief itself (Christensen, 1994:
69). In this sense, dogmatic view, associated with political beliefs (van
Prooijen & Krouwel, 2016), ideologically emerges intolerance towards
certain actions. Such precision and intolerance may determine individual’s
choices; thereby affect preferences in consumer behaviour. Thusly, the
consumer makes, or tends to make, concrete choices pursuant to beliefs,
values, or premises, since there is no grey area to justify any other option.

In previous studies, Bruning, Kovacic and Oberdick (1985) engaged
dogmatic personality trait factor as a predictor in “domestic airline passenger
market”; Caruana and Magri (1996) and Al Ganideh et al. (2011) related
the concept to consumer ethnocentrism as a character attribute which
infers a strict understanding of reality. Therefore, dogmatism is regarded
as the consumers’ assurance of beliefs, information and feelings towards
things in life. To measure the phenomena, the dogmatism scale used in
Al Ganideh et al. (2011) is adopted, which was originally taken from the
five items Bruning et a/ (1985) marked to have highest factor loadings of
dogmatism construct. Hence, in this study, dogmatic attitude is associated
with its impact on conservative consumption intentions.

Consumer Ethnocentrism Tendency

Following Sumner’s (1911) ethnocentrism concept, Shimp and
Sharma (1987) put forth consumer ethnocentrism concept which implicates
individual’s tendency to favour own group in terms of economic activities.
As the tendency to view the world from the perspective of group solidarity
via consumption, the term refers to attesting in-group product favouring
instead of foreign product choices. The strength of the rationale of in-group
consumption, thus, enriches the bonds and membership to the society, by
protecting the economy and performing “the required duty”.
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Consumer ethnocentrism has the sense of being a good member of the
society by supporting the national economy even if domestic products are
somewhat less economically favourable than foreign substitutes (Hopkins
& Powers, 2007; Lantz & Loeb, 1996). From this point of view, supporting
the in-group economy regardless of the “nature” of the transaction sets
an example of dogmatic understanding of in-group solidarity. Therefore,
dogmatic attitudes reasonably have impact on ethnocentric consumption.
In other words, ethnocentric consumers are likely to have the dogmatic
belief on the necessity for supporting the national economy by preferring
national products over foreign products. Al Ganideh et al. (2011) examined
consumer ethnocentrism with its alleged relationship with dogmatism.
In their study, dogmatism was documented to be highly related with
consumer ethnocentrism. Hereby in this research, it is collinearly argued
that dogmatic attitudes are positively related to consumer ethnocentrism
tendency.

HI1. Dogmatism is positively related to consumer ethnocentrism.

Domestic product judgment

Consumers may evaluate products according to origin countries where
they are produced or the brand was labelled with (Bernard, Collange,
Inagaro, & Zarrouk-Karoui, 2020; Dimitrovic & Vida, 2010; Lopez &
Balabanis, 2021). It is also documented that consumers may appreciate
products from a specific country or domestic products based on cultural
and capital assets of different nations (Asil & Kaya, 2013; Han & Won,
2018; Wang & Chen, 2004). The consumer may have opinions for specific
products due to origin country, and likewise their judgment may change
the consequences of their opinions on product choices (Shankarmahesh,
2006). The notion of country-of-origin is used to explain such insights in
the literature (Lantz & Loeb, 1996), and related to ethnocentric tendencies
when domestic product perceptions are investigated, meaning that it is
anticipated that ethnocentric tendencies also influence consumer judgment
on domestic products.

Ethnocentric consumption tendencies are not always in line with
domestic product judgment or further inferences (Topgu, 2014). Perceptions
may be determined by product experiences, personal interests, or market
specifications. Consumer choices may differ according to various other
factors including cultural differences, “country-level factors” (Han &
Won, 2018), or perceived “foreign threat” (Jo, 1998). Nevertheless, it is
likely for ethnocentric consumers to favour domestic products and have
more positive judgments in general. Ethnocentric consumer is likely to
justify domestic product choices to protect national economy; promote the
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sentiment of protection to all members of the society, and invite them to
share the positive judgment which is for the common good. Therefore, a
significant positive relationship between consumer ethnocentrism tendency
and domestic product judgment is expected.

H2. Consumer ethnocentrism is positively related to domestic product
judgment.

Reluctance to buy foreign products

Product choices are influenced by various factors leading the consumer
to also develop diverse intentions, intolerance or reluctance towards
products by perceived features. Origin country may be an important feature
the consumer interacts with, but also consumer may form the distinction
differently and being labelled “foreign” may be enough to form the action
of the consumer. Due to commitment to protecting the national economy,
group solidarity or opposing the other; the consumer may intent to resist
purchasing foreign products categorically. Klein, Ettenson, & Morris
(1998) refined this intention as “willingness to buy” Japanese goods in
their research on the effect of war animosity on Japanese product choices.
Based on this, the suggested factor “reluctance to buy foreign products”
refers to the extent the consumer avoids foreign product choices, which
implies a different set of meaning than purchasing domestic products.

The consumers’ desire to stand by national economy is thusly expected
to affect consumption choices resistant to foreign goods. Therefore,
consumer ethnocentrism tendency is expected to be positively related to
reluctance to buy foreign products.

H3. Consumer ethnocentrism is positively related to reluctance to buy
foreign products.

Ethnocentric consumer tendencies entail positive judgments on
domestic products to rationalize product choices. Either implicitly or
explicitly, the consumer may tend to favour domestic products from
a nationalistic viewpoint. In this sense, positive national product
justification has positive effect on the extent consumer ethnocentrism to
induce resistance to purchasing foreign products. Therefore, it is expected
to measure mediation of domestic product judgment on the relationship
between consumer ethnocentrism and reluctance to buy foreign products;
thereby more positive justification of domestic products mean more
reluctance to buy foreign products.

H4. Domestic product judgment mediates the relationship between
consumer ethnocentrism and reluctance to buy foreign products.

Anderson & Cunningham (1971) reported that lower levels of
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dogmatism relates with more favourable attitudes towards foreign products.
Even though, Nakip & Gokmen (2017) question the “wisdom” behind
avoiding foreign products when mentioning the relationship between
dogmatism and consumer ethnocentrism; it may still be argued that when
the consumer has the strong sense of right and wrong, this would also
induce stronger negative intentions towards foreign goods for ethnocentric
consumers. In other words, it is argued that, higher levels of dogmatism
cause higher levels of intolerance for purchasing foreign labelled goods.
Hence, it is expected that dogmatism is positively related to reluctance to
buy foreign products.

HS5. Dogmatism is positively related to reluctance to buy foreign
products.

Methodology

Survey methodology is used to gather data to test the hypotheses
using structural equation modelling (SEM). The survey questionnaire
was combined as 5-point Likert form, with choices ranging from “1” for
“disagree”, “3” for “mildly agree” and “5” for “definitely agree”. The items
were rewritten in Turkish by adapting dogmatism scale from Al Ganideh
et al. (2011); adapting a 6-item short version of Shimp & Sharma’s (1987)
CETSCALE (consumer ethnocentrism tendency scale), product judgment
scale and reluctance to buy foreign products scale from Klein ez al. (1998)
(see Appx. 1). The latter was originally named “willingness to buy” scale,
and rewritten in context to the study by changing the items as mentioned
above. For instance the first item of “reluctance to buy foreign products”
factor was changed to “Ithal bir iiriin satin alsam kendimi suglu hissederim.
[Iwould feel guilty if I bought an imported product.]” from the original item
“I would feel guilty if I bought a Japanese product.” in Klein et a/ (1998).
It may also be worth to mention that product judgment and reluctance to
buy/willing to buy scales had been adapted by the authors from the scales
in Darling & Arnold (1988) which longitudinally investigated practical
significance of country of origin effects of different product sets in the
Finnish market, noting significant aspects of the phenomena.

The questionnaire included demographic questions to check the
dispersion of the sample and scrutinize possible inferences of participants’
gender, age, occupation and monthly income. The survey was directed
online to members of a university in Turkey in 2019 with an invitation
note specifying the aim of the study.
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Table I: Demographics

Freq. %
Gender Female 158 51.1
Male 151 48.9
Age 25 and less 139 45
26 to 35 80 25.9
36 to 45 53 17.2
46 to 55 32 10.4
56 and more 5 1.6
Occupation Academic staff 89 28.8
Administrative 73 23.6
personnel
Student 147 47.6
Monthly income Less than 3000 TL 152 49.2
3000 to 5999 TL 120 38.8
6000 to 8999 TL 25 8.1
9000 to 11999 TL 8 2.6
12000 TL and more 4 1.3
Total N 309 100

The sample consists of 309 participants who responded the invitation,
as presented in Table I. The demographic statistics suggest a proper
dispersion compared to the total population of the target university.

Table II: ltem loadings

Std. Est. Estimate S.E. C.R. P

judgl <-- PJ .849 1.000

judg2 <-- PJ .813 974 056 17.530  ***
judg3 <-- PJ 759 .846 054 15779  ***
judg4 <-- PJ 918 1.058 .049  21.371 HHE
judgs <-- PJ .803 932 054 17.196  ***
rell <---  RtBFP 790 1.000

rel2 <---  RtBFP 792 .908 063 14462  ***
rel3 <---  RtBFP 746 1.174 .087 13.500  ***
rel4 <---  RtBFP 7129 933 071 13.146  ***
rel5 <---  RtBFP 730 1.111 084 13.155  ***
rel6 <---  RtBFP 413 .726 104 7.008 HkE
dogl <---  Dogm 433 1.000

dog?2 <---  Dogm .682 1.649 243 6.786 *HE
dog3 <---  Dogm .839 1.855 258  7.179 Hokk
dog4 <---  Dogm 750 1.594 228  7.007 HoHE
dog5 <---  Dogm .598 1.390 216 6.433 HHE
etnl <--—-  CETa 378 1.000

etn2 <--- CETa .689 1.523 259  5.881 *EE
etn3 <--- CETa .740 1.856 310 5.988 HHE
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Std. Est. Estimate S.E. C.R. P
etn4 <---  CETa 7187 2.085 344 6.057 Hokk
etnS <---  CETb 796 1.000
etn6 <---  CETb .843 1.061 .097 10.928 HA
CETa <---  CET 815 1.000
CETb <---  CET 760 1.904 384 4.965 HkE

***p<0.001, italics extracted
Confirmatory Factor Analysis

Confirmatory factor analysis (CFA) was performed and revealed a
validity problem for the model concerning consumer ethnocentrism tendency
(CET). The analysis forced a second order constructing of the factor: CET
was divided into two sub-dimensions as CETa and CETb. After extracting
an item loading on dogmatism (dogl), an item loading on CETa (etnl),
and an item loading on reluctance to buy foreign products (rel6) due to low
factor loadings (see Table II), factor analysis was performed once more
and model constructs are thereby confirmed. The reliability measures are
accepted as: composite reliability CR=0.917 for domestic product judgment,
CR=0.871 for reluctance to buy foreign products, CR=0.81 for dogmatism,
and CR=0.785 for consumer ethnocentrism tendency (see Table I1I).

Concerning the validity, average variance extracted (AVE) values are
measured over the 0.5 threshold and maximum shared variance (MSV)
values indicate that the square of the highest correlation coefficient between
latent constructs are lower than AVE values which ensures parent factor-
item variable correlation accuracy (Hair, Black, Babin, & Anderson, 2010):
AVE=0.689 and MSV=0.241 for domestic product judgment, AVE=0.575
and MSV=0.430 for reluctance to buy foreign products, AVE=0.521 and
MSV=0.058 for dogmatism, and AVE=0.646 and MSV=0.430 for consumer
ethnocentrism tendency (see Table I1I). Model fit values presented in Table
IV are cmin/df = 1.601 (excellent), CFI = 0.7 (excellent), SRMR = 0.043
(excellent), RMSEA = 0.044 (excellent) and PClose = 0.815 (excellent).
Therefore, reliability, validity and model fit values confirm the constructs
and enable passing through to path analysis to test the hypotheses.

Table I11: Validity and Reliability Measures

CR AVE MSV MaxR(H) PJ RtBFP Dogm CET
PJ 0917 0.689  0.241 0.929 0.830
RtBFP 0.871 0.575  0.430 0.874 0.491%%*  (.758
Dogm  0.810 0.521 0.058 0.846 0.047 0.019 0.722
CET 0.785 0.646  0.430 0.790 0.408***  0.656%**  0.241**  (.804

*0<.05, ¥*p<.01, ***p<.001, italics non-significant
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Table IV: Model Fit Values

Measure CMIN DF CMIN/DF CFI SRMR RMSEA PClose

Estimate 230.499 144 1.601 0.970 0.043 0.044 0.815

Interpretation - - Excellent Excellent Excellent Excellent Excellent

Path Analysis

Path analysis was performed to test the hypotheses, and results are as
follows and as presented in Table V: Dogmatism is significantly related to
CET (B=.241, p<.01), H1 is supported. CET is measured to be related to
domestic product judgment (=.421, p<.01), H2 is supported. The results
reveal that CET is also significantly related to reluctance to buy foreign
products (B'=.692, p<.01) and this relationship is partially mediated by
domestic product judgment since significant indirect effect is revealed
(B=.109, p<.01), therefore H3 and H4 are supported. Erratically, the
relationship between dogmatism and reluctance to buy foreign products is
found significant in direct effects but an unexpected negative relationship
is measured (B=-.134, p<.05). Moreover, the total effect measured for this
relationship is not significant, when the analysis shows positive indirect
effect (B'=.102, p<.05). Consequently, H5 is not supported and the results
do not reveal explanation for this relationship, therefore merely necessity
of further inquisition emerged.

The analyses were conducted to test possible demographic results, yet
no significant result was achieved, conceivably due to inadequate sample
size. Therefore, these results are not presented.

Table V: Path analysis

S.E. C.R. Std. Direct Std. Total H
CET <---  Dogm .060 3.078  .241** 241%* H1
PJ <---  Dogm .072 -836  -.054 047 -
PJ <---  CET 124 4.950  42]%** A21%* H2
RtBFP  <--- CET 127 5.804 583 .6927%%* H3
RtBFP  <--- PJ .056 4.034  250%** 250%* H4
RtBFP  <--- Dogm .058 -2.227  -.134* .019 H5

*0<.05, ¥**p<.01, ***p<.001, italics non-significant
Conclusion

The paper aimed to investigate influence of dogmatism on conservative
product preferences in country of origin contexts. The findings revealed
that dogmatic attitude has significant effect on consumer ethnocentrism
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tendency (H1), consistent with the literature (Al Ganideh et al., 2011;
Caruana & Magri, 1996). Thus, dogmatism is inferred as an emerging
factor for politically influenced consumption disposition, the consumer
ethnocentrism. Therefore, the consumer with strict understanding of
how to perceive and relate with the world also has the tendency to have
strict belief on conservative economic manners in terms of consumption.
Nonetheless, this strictness does not seem to be as effective on behavioural
level, since the relationship of dogmatism and reluctance to buy foreign
products factors is not found significant (H5). When the consumer with
dogmatic characteristics also has the sense of conservatism in consumption,
this was found to be effective on cognitive level. Behavioural aspects of
such conservatism did not transpire in terms of having intention to avoid
purchasing foreign products.

Even though, the effect of consumer ethnocentrism on reluctance to
buy foreign products is significant as expected (H3), and dogmatism is
a valid factor on consumer ethnocentrism; the results did not reveal that
dogmatism have a part on consumer’s ethnocentric resistance to foreign
products. It is an intriguing finding that when people with dogmatic attitudes
are more prone to ideals of economic conservatism in consumption, it does
not seem to necessarily concretize in against of foreign goods. Therefore,
it is deduced that dogmatism, even when raising ethnocentric tendencies,
does not always influence the consumer behaviour in terms of avoiding
foreign products. This result supports observed need of separation of
cognitive and behavioural inferences of the concepts, as stated in Herche
(1992) and Topgu (2014); since due to various factors, such as brand
perceptions (Bernard et al., 2020), consumers with ethnocentric intentions
do not always act accordingly, or not every domestic consumption diligence
is composed of ethnocentrism. Mentioning the question of significance of
country of origin effects in consumer studies, Han (2020) discusses the
impact of perception of brands in terms of brand quality, “globalness”,
and market characteristics. Also, Lopez and Balabanis (2021) present
interrelations of country of origin, country image and brand and product
types. It is inferred in this study that being influenced by ethnocentric
intentions, consumers also pay regard to different aspects of products, or,
the impact of these agents function in cognitive or behavioural levels at the
same time and have different impacts on consumer behaviour.

Ethnocentric consumption tendencies are found to be significantly
related to favouring domestic products (H2) by judging them more positively,
and being prone to avoid foreign products (H4). These findings accord with
the literature, as explained by protecting the in-group economy (Mangnale,
Potluri, & Degufu, 2011) and practicing the bonds with and membership of
the in-group (Shankarmahesh, 2006; Dimitrovic & Vida 2010).
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Using all sources of information is essential to procure business success,
yet all the factors related are not under management control. Nonetheless,
identifying the parameters for foreseeing outcomes of marketing efforts
and how to make use of them is important for professionals. This paper sets
an example to contribute to scholarly efforts in the consumer behaviour
studies, and further aspects would help marketers in determining
consumers’ behaviours. The findings and conclusions have limited claim
for generalization on universal or national level. Due to ease of data
gathering, the sample was limited to a university sphere. The results may
differ with different sampling, and further research can be conducted by
associating the factors to clear the phenomena further. The scholars are
kindly invited to examining the concepts with possible different constructs,
approaches, methodology, sampling, product types and focusing on
cognitive-behavioural inferences.
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Appendix 1: Scale items and Turkish versions used in the questionnaire

Original items considered

Adapted Turkish version used

Dogmatism (Al Ganideh et al., 2011)

dogl

I am not very insistent in an argument. (R)

Inatg1 bir tartismaci degilimdir. (R)

dog2

I do everything in my power in order not to have Tartigmada yenilgiyi kabul etmemek i¢in elimden

to admit defeat.

geleni yaparim.

dog3

People find it difficult to convince me that I am
wrong on a point no matter how hard they try.

Bir tartismada haksiz oldugumu kabul ettirmek, ne
kadar gaba gosterilirse gosterilsin ¢ok zordur.

dog4

I would get into a long discussion rather than
admit that [ am wrong.

Hatali oldugumu kabul etmektense uzun
tartigmalara girerim.

dog5

When someone opposes me on an issue, [ usually Birisi bana karsi ¢iktiginda, o konudaki fikirlerim

find myself taking an even stronger stand than |
did at first.

daha da giiglenir.

Consumer ethnocentrism (Klein et al., 2008)

etnl  We should buy from foreign countries only those Sadece kendi lilkemizde iiretemedigimiz tirtiinleri
products that we cannot obtain with our own yabanci iilkelerden satin almaliyiz.
country.

etn2  We should purchase products manufactured in China Bagka iilkelerin bize mal satarak zengin olmasina
instead of letting other countries get rich off of us. izin vermek yerine yerli tiriinler satin almaliy1z.

etn3  Chinese products, first, last, and foremost. Bence en once, sonra ve her zaman yerli malt

trtinler gelir.

etn4 It is not right to purchase foreign products, Yabanct tiriinler satin almamaliyiz, ¢linkii bu yerli
because it puts Chinese out of work. ekonomiye zarar verir ve igsizlige neden olur.

etn5 Chinese consumers who purchase products made Yabanci mallar1 satin alanlar tilkemizdeki
in other countries are responsible for putting their issizlikten sorumludurlar.
fellow Chinese out of work.

etn6  Purchasing foreign-made products is un-Chinese. ~ Yabanci iirlinler satin almak Tiirkliige yakismaz.

Reluctance to buy foreign products (Klein et al., 2008)

rell  Twould feel guilty if T bought a Japanese product. Ithal bir iiriin satin alsam kendimi suglu hissederim.

rel2 I would never buy a Japanese car. Asla ithal iiriin satin almam.

rel3  Whenever it is possible, I avoid buying Japanese ithal bir iiriin satin almaktan miimkiin oldugunca
products. kagimirim.

rel4  Whenever it is possible, I prefer to buy products Uygun oldugunda ithal iiriin satin almay1 tercih
made in Japan. (R) ederim. (R)

rel5  1do not like the idea of owning Japanese ithal iiriinlere sahip olma fikrinden hoslanmiyorum.
products.

rel6  If two products are equal in quality, but one was Kalite agisindan esit bir yabanci bir Tiirk araba

from Japan and one was from China, I would pay varsa, Tiirk mal1 olana %10 daha fazla 6derim

10% more for the product from China.

Domestic product judgment (Klein et al., 2008)

judgl Products made in Japan are carefully produced  Yerli uriinler dikkatlice tiretilmis ve iyi is¢ilige

and have fine workmanship.

sahip trinlerdir.

judg2

Products made in Japan are generally of a lower

Yerli iriinler genellikle baska tilkelerde iiretilmis

quality than similar products available from other benzer iiriinlere gére daha diisiik kaliteye sahiptir.

countries.(R)

®)

judg3

Products made in Japan usually show a very
clever use of color and design.

Yerli iiriinler genellikle zarif renk ve tasarimlara
sahiptir.

judg4

Products made in Japan are usually quite reliable
and seem to last the desired length of time.

Yerli tiriinler genellikle oldukga giivenilir ve
dayaniklidir.

judg5

Products made in Japan are usually a good value Yerli iiriinler genellikle verilen paray1 hak eder.

for the money.

(R) Reverse scored items.
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1. Introduction

While global climate change shortens the life span of the universe, it
endangers the future of nature, the environment, and living and non-living
things. Research predicts that water and food shortages will be added to the
energy scarcity that has increased in recent years, in the next 50 years(Chan
& Lau, 2000; L. Chen et al., 2021; Han et al., 2022; Khalifeh Soltani et al.,
2022; Kim & Ko, 2012; Molajou et al., 2021; Mostafa, 2007; Sun & Wang,
2019). While trying to find solutions that will eliminate all the causes that
put the ecological cycle in the atmosphere into trouble, scientists, who call
on humanity to change traditional consumption habits, draw attention to
the necessity of a sustainable life(Chuah et al., 2020; Costa et al., 2021;
Fiore etal., 2017; Joshi et al., 2021; Sellitto et al., 2020; Varah et al., 2021).
At the global level, all countries and sectors that have a place in the world
economy unite around a common goal and strive for their responsibilities
within the scope of the sustainable development plan. Ecological threats do
not require short-term solutions, but solutions that will improve the world
in the long run and that will be fulfilled willingly, not an obligation that will
continue for generations(Awan et al., 2021; Tseng et al., 2013; M. Wang et
al., 2021; Yadav & Pathak, 2016b). For this, experts, scientists, politicians
in countries, national and international panels, congresses, conferences, etc.
They come together and try to persuade societies to sustainable and green
consumption. Politicians and experts who make strategic plans within
the framework of major goals such as preventing air and water pollution,
minimizing environmental damage, ensuring the reuse of raw material
resources, making the spent resources reusable, making consumption less
costly, and cleaning the world from the elements that threaten the health of
humanity(Li et al., 2021; Paul et al., 2016a; M. Wang et al., 2021; Yadav
& Pathak, 2016b). In addition to bringing society to this awareness, it also
assigns duties to the energy, agriculture, and service sectors that shape the
economic graph(Chuah et al., 2020; Sellitto et al., 2020).

Since the fashion industry, whose export value is expected to reach
$1,032 by the end of 2022, is one of the most unsustainable industries in
the world, the leading brands of the industry should exert more effort for
sustainable change, act with more environmental awareness, and persuade
all their loyal customers to purchase sustainable products(Sustainable
fashion worldwide Report, 2022). The most useful places to reach
customers for persuasion are now social media platforms(Digital Report,
2022). Social media platforms, which enable two-way communication and
interaction on the internet to create a purchasing instinct in an individual,
are places where brands can talk about environmental problems with their
customers, so green product promotions to be made here can attract the
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attention of customers. According to the (Digital Report, 2022), as of July
2022, there are 4.95 billion internet users (62.5% of the world’s population)
and 4.62 billion social media users (58.4% of the world’s population). We
see that almost every internet user is a social media user. Social media
platforms can even change the politics of the world with comments made
with just one tag in seconds(Digital Report, 2022).

Social media, which includes all of the important online platforms
(Instagram, Facebook, Twitter, TikTok, etc.) that encourage consumers to
buy green products, listen to their opinions on this issue, and facilitate one-
to-one communication, can also help brands adopt sustainable products
to society. Social media, which has reached 4.7 billion users as of July
2022, is a tool that brings instant impact to brands where all brands can
promote green products, raise awareness about the environment, and green
their brand image and brand equity(Digital Report, 2022; Sustainable
fashion worldwide Report, 2022). For a sustainable future, it is beneficial
to offer promotions, advertisements, informative and guiding content that
encourages individuals to have the intention to purchase green products or
to buy more green products over time, and also to determine the frequency
of customers’ entering the gender, income status, place of residence,
pages of their customers. With its double-sided use, which is effective in
obtaining personal data, the contribution of social media, one of the most
important online marketplaces of today, to green product marketing in
many respects has been revealed in a limited number of previous studies
(only seven studies as of 2022 through Web of Science data search)(Amin
& Tarun, 2021; Pop et al., 2020; Sun & Wang, 2019). In developing
countries such as Turkey, which is in the infancy of green and sustainable
consumption, more environmental awareness, sustainable consumption,
adoption of green products, etc. We anticipate that more use of social
media will have beneficial results as a means of delivering promotional
activities to the public in an effective, efficient, instant, and faster way than
other traditional methods. Therefore, in this study, we seek answers to the
following two problems:

1. Do Social Media Marketing practices (SMMP) have an impact on
consumer's intention to buy green products?

2. Do Social Media Marketing practices (SMM) affect consumers’
green product purchasing behavior?

In this research, according to the Turkey textile industry analysis report
(2021), which has become famous with its environmentalist approaches in
the fashion industry, the Swedish-based H&M brand, whose turnover in
Turkey is 1.6 billion TL as of 2021, is aimed at consumers over the age of
18 and the population of Turkey. Between 15 May 2022 - 10 July 2022, we
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conducted an online survey with 286 participants in Ankara, which is the
Sth capital in the world in terms of air pollution, and Karabiik, which has
a low population density and is dominated by the iron and steel industry
and ranks 6th in air pollution in Turkey. We performed a two-stage SEM
analysis with the obtained data. In the first stage, we performed EFA, CFA,
and reliability analysis for each questionnaire, since our questionnaire was
obtained by combining three different scales. AVE>.50, CR>.60, Cronbach’s
Alpha values>.70 of the scales were obtained above the threshold values
in the literature. In the second stage, we tested the hypotheses that we put
forward by the model of the study with path analysis. SEM findings revealed
that SMMP will be effective in consumers’ adoption of green products and
their purchasing behavior. It was also found that consumers’ adoption of
green products is effective in their green product purchasing behavior. Some
studies in the literature have said that behavioral intentions may not always
translate into actual behaviors(Ahmed et al., 2021; Ajzen, 1991; Yadav &
Pathak, 2017a; Zahan et al., 2020). Therefore, we have made the literature
gap more superficial by expanding the very limited field of study on the
relationship between SMMP and GPI and GPB, as well as responding to the
calls of studies recommending that behavioral intention studies look at the
relationships between GPI and GPB(Hulland & Houston, 2021; Snichotta
et al., 2005; Vermeir & Verbeke, 2006; Webb & Sheeran, 2006). With the
results of this study, we have made practical contributions by explaining
the necessity of SMMP applications to the managers and marketers of
environmental fashion brands that want to increase their sales of green and
environmentally friendly products. As far as the author knows, this research
has unique value as it is the first study in the fashion industry to demonstrate
that SMMP is a front component and direct influencer marketing strategy
in consumers’ adoption of green products and green product purchasing
behavior, including the Web of Science. The sustainable development plan,
which is followed carefully with the increase of environmental problems,
the society’s orientation towards sustainable consumption, the brands’
awareness of consumers through social media, and the production of green
and sustainable products, but not yet reached the desired amounts in green
product sales, especially fashion that seeks ways to increase green product
sales(Sustainable fashion worldwide Report, 2022). We offer practical
information based on quantitative analysis to the brands of the sector for
their improvement. In addition, with the findings of this study on social
media marketing practices to increase green product purchasing behavior,
e-commerce, digital shopping, green product, sustainable consumption,
social media marketing, content marketing, etc. we are paving the way for
a wide range of literature that can be done in many fields. We hope that this
research will shed light on future studies to adopt more green products in the
context of SMMP.



Theory and Research in Social, Human and Administrative Sciences

This study continues as follows: Part 2: Theoretical framework and
research hypotheses; Chapter 3: Methodology; Chapter 4: Results; Chapter
5: Discussions; Chapter 6: Coclusions

2. Literature Review

2.1. Green (Sustainable) Fashion Products

Green products stand out, especially with their environmental
aspects(Teixeira et al.,, 2012). Sustainability of products such as food,
clothing, and packaging, which provide outputs as harmful substances to
the environment after consumption, means that the product is produced as
reusable, replaceable, developable after years, durable, with low resource
expenditure and without CO2 emission(Kumar & Mohan, 2021; Salem &
Alanadoly, 2021; Teixeira et al., 2012; Tu et al., 2020). The fact that cotton,
flax, and hemp are the most used raw materials in the textile industry
nowadays supports sustainable production by not processing them in
artificial intelligence machines. For example, famous international brands
such as Mother of Pearl, Maggie Marilyn, Stella McCartney, Tommy
Hilfiger, Nike, H&M, Zara, and Adidas offer their green products to the
market in various varieties. Research conducted at the global level revealed
that 75% of the society has a positive view of sustainable textile products,
while the Y generation is the most interested(Kumar & Mohan, 2021).
That’s why famous clothing brands are looking for ways to deliver their
products to more customers and compete while greening their production
strategies and raw materials for sustainability(Bernardi et al., 2022; Moser,
2016). For this reason, fashion brands are actively using these social media
channels, as they are in all sectors, due to the widespread use of social
media channels these days and the convenience of reaching customers
and establishing bilateral and interactive communication(Castillo-Abdul
et al., 2021; Nash, 2019). Through social media, they create promotional
and awareness content that reveals their environmentalist aspects to
their customers, and they can also draw the attention of the customer
mass who accept sustainable products to their brands by highlighting the
environmentalism of their green products(Bernardi et al., 2022; Castillo-
Abdul et al., 2021; Moser, 2016; Nash, 2019; Salem & Alanadoly, 2021).
However, all these marketing efforts for green products on social media
need to investigate further how effective consumers are in adopting green
fashion products and how they can increase this effect(Bernardi et al.,
2022). In this context, this study aims to expand the adoption of green
products in the context of SMMP, answering the calls of some research
(Bernardi et al., 2022; Brandao & Costa, 2021; Kim & Ko, 2012; Loureiro
et al., 2019; Nash, 2019; Salem & Alanadoly, 2021; Sustainable fashion
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worldwide Report, 2022) that suggests that more theoretical and practical
research is needed.

2.2. Social Media

Social media, which has been an extremely important discovery
for marketing, management, and the business world in recent years, is a
mutual communication channel established based on Web 2.0, Web 3.0,
and Web 4.0 in the most general sense. They are social environments
where technological developments that include interaction that allow
the development and sharing of the content created by organizations or
individuals are applied within seconds (Filo et al., 2015; Mason et al.,
2021). Social media, where people create profiles that they can edit, share
their feelings (individual opinions, thoughts, expectations, etc.), and follow
other members of the same platform, are the channels that users choose to
socialize (Filo et al., 2015; Gartner et al., 2021; Kim & Ko, 2012; Mason
et al., 2021; Pop et al., 2020; Sun & Wang, 2019)

Although social media offers an environment where content is shared,
Web 2.0 is a platform that expresses all the ways of producing content and
using social media, and it is a platform where this content is developed by
cooperating in the environment, knowingly or unknowingly(Peeters, 2018)

Brand owners trying to attract the attention of consumers use
their data and integrate social media platforms into their advertising
campaigns(Loureiro et al., 2019). Most of the brands that did not go
through this change began to be forgotten in their minds(Dhawan, 2020).
Social media marketing, which includes many fields from the construction
industry to furniture, from the fashion industry to white goods, from the
cosmetics industry to automotive, is one of the newest marketing strategies.
The source of sustainable strategies in this direction is the internet and
social media advertising. The replacement of 4P methods with 4C methods
has led to a series of changes in the consumer value, pricing, distribution,
and promotion methods of brands(Huang, 2022). Reaching the consumer
is no longer about making them come to the stores, but by coming to the
digital stores and examining their active movements.

Everything that consumers talk about, look for on the internet, talk
about brands, and everything they think about, appears in front of them in
the digital environment within seconds(Nanda et al., 2021).

Facebook, Whatsapp, Instagram, LinkedIn, Twitter, etc. platforms
offer mutual information to both consumers and businesses(Fraccastoro et
al., 2021; Senthil Raja & Arun Raj, 2021). For example; Profiles similar to
a profile that an individual looks at on Instagram are constantly sponsored
by the consumer(Fraccastoro et al., 2021; Kim & Ko, 2012; Mason et al.,
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2021; Senthil Raja & Arun Raj, 2021; Sun & Wang, 2019). When creating
sponsored promotional advertisements, businesses stand in front of social
media users by choosing the location, interest, gender, and age range
they want to address. After they manage to attract their attention, they
offer their products or services with instant discounts and personalized
applications(Kim & Ko, 2012; Mason et al., 2021; Sun & Wang, 2019).
Social media has already taken its place in marketing strategies(Guan et
al., 2022).

2.3. Social Media Marketing

Global technological change not only connects people but also creates
new markets for businesses. With the increase in the use of social media,
the marketing practices of the enterprises, the places of promotion of their
products or services, promotion, pricing, distribution methods, business-
customer relations, and customer attitudes are changing (Kartajaya et al.,
2016; Kotler, 2017, 2018)

Marketing is a process that includes businesses determining the wants
and needs of consumers, offering their products or services to the market
to meet these wants and needs, promoting, making sales, and after-sales
support services. This process is always open to innovation and technology.

Social networks are one of the ways that add a different dimension to
the realization of marketing applications. Social media marketing makes
it easy to move the 4P (Product, Price, Place, Promotion) process to the
4C (Customer Value, Customer Cost, Customer Convenience, Customer
Communication) process; businesses to promote, advertise, sell their
products or services, increase brand awareness, gain brand loyalty, etc(Dash
et al., 2021; Jiménez-Zarco et al., 2019; Wereda & Wozniak, 2019). It is
one of the newest marketing strategies that include active applications.
In other words, it is all marketing strategies made through social media
platforms.

Social media marketing can be given in three stages(Cao et al., 2021):
* Finding a good idea

* Reaching the right target

e Allocate the right budget

Marketers identify and deliver potential buyers according to the
interests, likes, and locations of the customer group through social
networking platforms (YouTube, Linkedin, Facebook, Twitter, Instagram,
dictionary sites, blogs, etc.) where mutual communication is dominant.
While performing all these steps, they should set their budgets well(Bilro

‘93



94 - Tugba Yegin

et al., 2022; Cao et al., 2021). It should be able to profit from both time
and cost, and it should realize effective, efficient, and profitable sales with
the right budget. Social media marketing allows brands to (Sedalo et al.,
2022):

* They can offer their products or services.
e They can benefit from customers’ knowledge.
* They can get customers to help customers.

* They can stay in contact with their internal (employees, etc.) and
external environment (state, foundation, a private institution, competitor,
etc.).

Social media marketing is helpful to other marketing strategies that
the brand maintains. Social networks offer new online methods for the
implementation of traditional marketing practices and enable mutual
communication with customers. Social media plays a role in providing
the opportunity for the marketing strategies of the business to establish
individual relations with customers and to reach them individually (Hysa et
al., 2021; Kim & Ko, 2012; Sedalo et al., 2022; Sun & Wang, 2019) While
social media has made customers more special in the eyes of businesses, it
has made the products and services of brands more accessible in the eyes
of customers in terms of searching, evaluating, choosing, purchasing and
promoting them to their environment (Hysa et al., 2021; Kim & Ko, 2012).
Brands can use social media and their data to achieve their marketing goals
(Philp et al., 2022)

* Idea Mining: Businesses use the information obtained from the
data collected through social media for their benefit by revealing insights
and patterns. (Saura et al., 2022) Using idea mining, businesses extract
usable and applicable models to “achieve strategic business goals” and
“provide a competitive advantage in the market” (Saura et al., 2022; Youn
& Jung, 2021)

o Targeted Advertising: It contributes to the personalization of social
media marketing. Collecting data about their customers provides a great
mutual communication to develop personalized solutions and applications
for their customers (Crilley & Gillespie, 2019; Ruckenstein & Granroth,
2020)

e Customer Relations: One of the focal points of a business’s
marketing strategies is to manage customer relations well (Anshari et al.,
2019) Social media is one of the ways to create close bonds with customers.
It is possible to attract customers, interact with each other, and reach the
environment of customers with social media (Fraccastoro et al., 2021;
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Gartner et al., 2021; Loureiro et al., 2019; Pop et al., 2020). Being in the
right place at the right time and delivering the right products to the right
consumers is much easier with the information generated from social media
data (Anshari et al., 2019). Including social media in traditional customer
relationship management strengthens the hand of marketing (Bilro et al.,
2022; Fraccastoro et al., 2021)

2.4. Social Media Marketing Practice

Social media, which makes communication one-way mutual, directly
connects businesses with their customers. Social media is characterized as
interactive and participatory. The traditional ways of communication that
businesses choose to describe their green products or services are one-
way. Traditional communication channels make consumers only buyers.
Social media communication has changed this system, making consumers
not only buyers of content but also active creators of brand information
and brand image, which are components of brand value (Seo et al., 2020a).
With social media, brand owners have lost control over the content of their
messages about their brands. Although this situation presents challenges
and opportunities for brand owners, there is a reality that must be
accepted; power has shifted from brands to consumers (Seo et al., 2020a;
Swaminathan et al., 2020)

The field of social media, which has long been one of the preferred
means of communication for businesses that want their customers to
know about their green products or services in real and virtual markets, is
constantly evolving(Orben, 2020; Prestridge, 2019; Swaminathan et al.,
2020). The rapid change and development of technology and the internet
necessitated the inclusion of information systems in marketing strategies.
Social media is considered very advantageous for businesses that are open
to technological developments and take care to keep communication with
their customers sustainable within their management strategies (Anshari
et al., 2019; Seo et al., 2020b). Participants who are members of social
networking sites can share their profile with their interests, needs, wishes,
opinions or thoughts, etc. form accordingly. Users can find and add users
with similar interests to their networks by searching the network or inviting
others to join(Bilro et al., 2022; Jacobson et al., 2020). In the same way,
businesses want to address the customer groups of social media features
such as age, country, city, education, gender, interests, etc. can be accessed
by filtering them according to personal information.

Traditional media tools (TV, newspaper, radio, magazine, etc.) that
offer visual, audio, or printed content to the consumer are some small and
some very large organizations that distribute expensive content(Filo et al.,
2015; Martens et al., 2018). Businesses must pay these organizations to
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deliver their ad content to their customers(Haenlein et al., 2020; Morkunas
et al., 2019). Adjusting the frequency, duration, and target audience of the
content depends on the effective work of the advertising agency where the
brand works(Childers etal., 2019). They serve their ad content to the general
audience and it is difficult for them to observe the return rate(Childers et
al., 2019). However, social media ads are directly owned by the brand.
Brands can deliver their promotional activities about their green products
to the customer base they want, whenever they want, with the budget they
want. [t can communicate closely with its customers, send gifts on special
occasions, and organize campaigns for limited times. In other words,
social media marketing not only saves time and cost for the brand, but
also promotes the company’s green products, makes its customers aware
of green products, and can green the brand image in society regarding its
environmental development and responsibility for the environment.

Past research has revealed that social media platforms affect
individuals’ purchasing behavior, decision-making processes, and attitudes
towards green products(Pop et al., 2020; Sun & Wang, 2019). To increase
the purchase of green products, businesses should be on more than one
social media platform and announce their environmentalist aspects to their
customers with SMMP. In this context, with the improvement of SMMP,
we design the assumptions that we will test with the empirical application
of this research in the next title, based on theoretical past research, to
facilitate more adoption and real purchase of green products by consumers,
and to facilitate the progress of marketers and brand managers in their
marketing strategies for green products.

2.5. Design of Hypotheses

In this study, we evaluate purchase intention, which means the
probability of realizing a green product purchasing behavior, for green
products. Green purchase intention is the instinct of consumers to purchase
green products with the awareness of environmental protection and
includes consumers’ environmental concerns about not only the quality of
a product but also the consequences of their purchasing decisions (Dagher
& Itani, 2014). In other words, consumers are concerned not only with
the ecological quality of the product but also with the environmental
consequences associated with their decision to purchase such products
(Costa et al., 2021).

Green purchasing behavior, on the other hand, refers to the purchase of
environmentally friendly and sustainable products produced with recyclable
raw materials, which enable consumption with less waste material, and
avoids consumption that harms the future (Dagher & Itani, 2014; Guerreiro
& Pacheco, 2021; Jaiswal & Kant, 2018a; Sharma et al., 2020).
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Most of the studies examining the consumption of green products
have revealed that individuals show a sense of environmental concern and
intention to purchase green products (Dagher & Itani, 2014; Guerreiro &
Pacheco, 2021; Jaiswal & Kant, 2018b, 2018a; Moser, 2015; Sharma et
al., 2020) As a way for brands to increase sales of green products, it is
recommended that consumers engage in activities to increase environmental
awareness. For example; (Saplacan & Marton, 2019) focused on reducing
waste on brands’ social media pages, using recyclable materials, etc. They
showed that the information they gave about their applications increased
the environmental concerns of consumers. Also, (Z. Wang et al., 2012)
stated that social media content makes consumers’ purchasing preferences
similar to their peers and makes them want to buy more. Brands’ social
media page content can affect consumers’ trust and loyalty to the brand
(Ibrahim et al., 2021; Ibrahim & Aljarah, 2021; Lin & Kim, 2016).
Consumers’ trust in green products is affected by their social media sharing
(Czarnecka et al., 2022). It can be said that consumers use social media an
influencing green product purchase intentions and behaviors (Pop et al.,
2020; Wijekoon & Sabri, 2021). In addition, (Murwaningtyas et al., 2020)
showed that the content shared by brands on their social media pages for
organic products positively affects consumers’ organic product purchase
intentions and behaviors(Pop et al., 2020).

In this study, we argue that brands can bring more environmental
awareness to individuals through their social media pages and that social
media marketing practices that increase environmental awareness can
positively affect consumers’ green product purchase intentions and green
product purchasing behaviors. In this context, we make the following
assumptions:

H,: Social media marketing practices have a positive and positive
effect on consumers’ green purchase intention.

H,: Social media marketing practices have a positive and positive
effect on consumers’ green purchasing behavior.

There is evidence that there is a direct relationship between the
intention to purchase green products and the actual purchasing behavior
of these products. The willingness to buy green products, which is caused
by environmental concerns, can turn into real behavior over time (Joshi
et al., 2021; Murwaningtyas et al., 2020; Paul et al., 2016b; Saari et al.,
2021; Yadav & Pathak, 2016a, 2017a) However, there are findings in the
literature that contradict this result (Vermeir & Verbeke, 2006; Webb &
Sheeran, 2006). Behavioral intentions sometimes fail to translate into
actual behaviors (Adel et al., 2022; Hulland & Houston, 2021; Saari et al.,
2021) Based on other studies on the intention to purchase environmentally
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beneficial products, which has been revealed as a factor leading to green

product purchasing behavior, we make the following assumption:

H,: Consumers’ green purchasing intentions have a positive and
positive effect on their green purchasing behavior.

We present the following model to analyze the accuracy of our
assumptions based on theoretical proofs with SEM (Fig. 1).

Green Purchase
Intention (GPT)

Social Media
Marketing
Practices

Green Purchase
Behavior (GPB)

Figure 1. Model of empirical research

Source: The Authors

We use the model we created to investigate the relationship between
social media marketing practices and consumers’ green purchasing
intention and behavior for the SEM analysis of the research in the next
sections (Fig. 1).

3. Methodology

3.1. Measures

For this research, we prepared a questionnaire consisting of two parts.
The first part of the survey consists of items asking whether the participants
follow the social media pages of a famous fashion brand, H&M, and if so,
which platforms they follow, and then their demographic information.

The second part; consists of a combination of three different scales
that we want participants to rate all variables with a five-point Likert scale:
For the scale of the social media marketing practices of the H&M brand (11
items), (Kim & Ko, 2012); For the Green Purchase Intention (GPI) scale (3
items), (Yadav & Pathak, 2017b); For the Green Purchase Behavior (GPB)
scale (5 items), (Amit Kumar, 2021). (Appendix A)
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3.2. Sample and Data Collection

In this research, according to the Turkey textile industry analysis report
(2021), which has become famous with its environmentalist approaches in
the clothing industry, the Swedish-based H&M brand, which has a turnover
of 1.6 billion TL as of 2021, in Turkey with its consumers over the age of
18 and Turkey’s population. We conducted an online survey from 15 May
2022- 10 July 2022 in Ankara, which is the 5th capital in air pollution
in the world, and Karabiik, which is the 6th in air pollution in Turkey,
dominated by the iron and steel industry, with a low population density.

In cases where it is not possible to reach the whole population, we
performed sampling with the random method recommended in the
literature in the field of statistics(Tabachnick et al., 2007). We determined
our sample based on the threshold value criterion (number of scale items
10), which is considered sufficient in the literature for structural equation
modeling (SEM)(Anderson & Gerbing, 1988; Hair et al., 2010). In this
context, we got help from a statistics company that has the data of H&M
consumers. In the company’s database, the number of customers of the
H&M brand over the age of 18 and residing in the provinces of Ankara
and Karabiik was 1547. But there were only 854 consumers with contact
information. However, 349 consumers participated in the surveys. We
excluded 58 questionnaires, which we discovered incompatible with the
manual review. We performed a two-stage SEM analysis with data from the
remaining 286 participants(Anderson & Gerbing, 1988). Table 1, describes
the data collected with the survey.

Table 1. Survey information.

Study parameters Value
Time 15 May 2022- 10 Jully 2022
Location Ankara and Karabiik, Turkey
Sample size 347
Valid responses 286
Response rate %84,14

4. Results

4.1. Sample Characteristics

The demographic profile, of which the majority of the female
participants (82.9%) were, are given in Table 2. The participants
were married (63.6%), predominantly millennials (79.7%), academic
researchers (33.1%), and had monthly incomes in the range of -100$
(23.7%). The majority of the participants are influenced by Instagram
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and influencer ads, 42% of them spend time on social media between

2-5 per day. And the majority of our respondents (46,7%) said they were
impressed by Instagram Business Promotion Ads.

Table 2. Demographic Results

Demographic Group %  Demographic Group %
gender Male 17,1 Less than 1 Hour 7,3
‘Woman 82,9 1-2 Hours 29,7
marital status  Single 36,4 The Time Spend Daily2-5 Hours 42,0
on Social Media
married 63,6 5-10 Hours 15,0
1965-1980 (X) 18,2 10-15 Hours 4,2
i
EENCTANON 1 980-1999 () 79,7 More than 15 Hours 1,7
2000-2020 (Z) 2,1 Experts in the field 3,2
Not working/Retired/
Student 7,6 Draw 4
officer 9,1 Facebook Ads 49
Private sector 20,5 real user reviews 4
Executive 7 Google Ads 8,1
Owr?er of Your Own 49 . none 1.9
Business Influence Social
Lawyer ;7 Media Ads Discount 4
job . Ads that serve my
Military personal 1,0 needs and purposes 4
Police 7 Advertlsement of my 4
interests
Health Sector Personnel 3,1 Influencer Promotions 33,0
. Instagram Business
Academician 33,1 Promotion Ads 46,7
Engineer 3,5 1 don’t like ads 8
Financial Advisor 7 -100% 24,8
Other 6,3 100$-300$ 15,8
301$-400% 23,7
household income
level 4013%-500$ 19,9
501$-600$ 12,3
601$+ 3,5

4.2. Reliability and Validity Analysis Results

Theadequacy ofthesamplesizeforscales(whichis SMMP(KMO=0.897
>0.500; Bartlett X2 value=1558.311, p<0.05), GPI (KMO=0.736
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>(0.500; Bartlett X2=482.455; p<0.05), and GPB (KMO>0.500; Bartlett
X2=759,400; p<0.05)) was sufficient for factor analysis as it provided the
necessary threshold values in the literature. Thus, in the first stage, we
first performed the scales’ reliability, convergent and convergent validity,
factor loading, explained variance and Pearson correlation, Cronbach’s
alpha for multicollinearity problems, exploratory factor analysis (EFA),
and confirmatory factor analysis. According to the EFA results, the SMMP
scale consisted of 11 items for a single factor (factor loadings ranged from
0.448 to 0.846, the total variance explanation rate was 48.860), and the
GPI scale was for a single factor with 3 items (factor loadings ranged from
0.880 to 0.920, the rate of explaining the total variance was 81.441). ),
GPB scale with 4 items and a single factor (3rd item was not included in
the analysis because the factor load was less than 0.300. Factor loadings
ranged from 0.854 to 0.912, and the total variance explanation rate was
77.438). We obtained the Cronbach’s alpha (>.70); average variance
explained (AVE>.50), composite reliability (CR>.60), and values for
the three scales (Table 3)(Bagozzi, 1992; Fornell & Larcker, 1981; Hair
et al., 2010). It is seen that all fit indices calculated in the CFA analysis
provide acceptable fit indices (table 4). Pearson correlation analysis results
(SMMP_GPI=0.765; SMM __ GPB=0,741; GPI _GPB=0.845) showed that
strong positive relationships could be established between these factors
(Tablo 5). VIF(<5) was below the threshold value and no multicollinearity
problem was observed regarding the scale (Table 6)(Hair et al., 2010,
2011).

Table 3. Factor loading, AVE, CR, Cronbach's Alpha Results for SMM, GPI, and
GPB

% 9
Facto.r Ex;flamed rate of AVE CR Cronbach’s
Loading variance Alpha

SMMS .846
SMM11 .805

Scale Items

SMM9 .795

SMM1 .790
SMM7 .785
MSMMS 709 48.860 0.44 0.89 .889
SMM2 .658
SMM4 .637

SM

SMM10.550

SMM6 .541

SMM3 448

101



102 - Tugba Yegin

GPI2 920

PI

GPL Ges 907 81.441 0.73 0.89 0.886
GPIl  .880
GPB4 912

GPB

Scale GPB5 884 77438 0.73 0.89 0.886

SMM GPB1 .869 ’ 0.69 0.90 0.902
GPB2 .854

Table 4. The goodness of Fit Values Results for SMM, GPI, GPB scales

Acceptable Fit Indices SMMP GPI GPB
y2/sd <5 3,568 0,614 2,685
GFI1>0.90 0,916 0,999 0,995
AGFI >0.85 0,864 0,991 0,998
NFI>0.90 0,908 0,999 0,953
CFI>0.90 0,931 1,000 0,998
RMSEA <0.10 0,095 0,000 0,077

Figure 2. Path results for Measures

Table 5. Pearson Correlation Results

Factor SMMP GPI GPB
SMMP 1 765" J7417
GPI 1 ,845™
GPB 1

*4p<0,01
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Table 6. VIF and Tolerance Values

Relationship VIF Tolerance
GPB<---SMM 1,000 1,000
GPI<---SMM 1,000 1,000
GPB<---GPI 1,000 1,000

4.3. Results for Hypotheses

The path map of the CFA analysis for the model is given in Figure
3. Model fit indices in CFA analysis provided the threshold values in the
literature.

Table 7. Inter-order relations values.
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X*/df p RMSEA CFI GFI AGFI NNFI NFI RMR SRMR

1,740 0,000 0,037 099 093 0,85 099 099 0,025 0,016

We used the SEM analysis, which is frequently used in testing the effect
hypotheses in green product purchase intentions and green product purchase
behavior studies and gives reliable results, to test our assumptions based
on the model of this research. SEM results revealed a standardized B (path
coefficient) of 0.92, p<.001 (SMMP —GPI), standardized B of 0.88, p<.001
(SMMP —GPB) (Figure 3, Table 8). Thus, “H,: Social media marketing
practices have a positive and positive effect on consumers’ green purchase
intention.” and “H,: Social media marketing practices have a positive and
positive effect on consumers’ green purchasing behavior.” are accepted.

In addition, as a result of the path analysis for the direct relationship
between GPI and GPB, the standardized B value was 0.94; p<.001 was
obtained (Figure 3, Table 8). This result indicates that “H,: Consumers’
green purchasing intentions have a positive and positive effect on their
green purchasing behavior.” confirmed his hypothesis.

Figure 3. Path Results for the Research Model
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Table 8. SEM Results

Hypotheses Roads P (path coefficient) S.E. C.R. P Conclusion
H, SMMP — GPI 0.92 ,069 12,699 ***  Accept
H, SMMP — GPI 0.88 ,067 15,382 ***  Accept
H SMMP —GPI 0.94 ,051 16,597 ***  Accept

5. Discussion

This study investigated the effectiveness of social media marketing
practices in the adoption and purchase of green products in the fashion
industry. In this context, the results of EFA and CFA, which constitute the
first stage of the two-stage SEM analysis, demonstrated the applicability
of the scale adapted from the literature suitable for the model of this study
for the sample and model of this study, as the reliability and validity values
provided the threshold values specified in the literature (Fornell & Larcker,
1981; Hair et al., 1998, 2010 The results of the path analysis, which tested
the assumptions of this study, which was carried out in the second stage of
the SEM analysis, confirmed the H, H,, and H, hypotheses.

According to the SEM result for the first and second hypotheses,
“H,: Social media marketing practices have a positive and positive
effect on consumers’ green purchasing intention.” and “H,: Social media
marketing practices have a positive and positive effect on consumers’
green purchasing behavior. ” accepted. In other words, when there is
a one-unit positive increase in the consumer response to social media
marketing practices, 0.92 units of consumers’ intention to buy green
products and 0.88 units of green products’ purchasing behavior will be
seen, with 95% significant SEM results for both hypotheses (F. Hair Jr et
al., 2014; Hair et al., 2011). Thus, it has been obtained in previous studies
that consumers’ attitudes towards green products and environmental
pressure are effective on their intention to purchase green products and
their purchasing behavior(Amit Kumar, 2021; S.-C. Chen & Hung,
2016; Chuah et al., 2020; EIHaffar et al., 2020; Hsu et al., 2017; Paul et
al., 2016a; Varah et al., 2021; Yadav & Pathak, 2016b). We obtained a
similar result for the fashion industry with the results of the study (Pop
et al., 2020), which focused on the effect of social media on consumer’s
intention to purchase green cosmetics. The foundation of SMMP is based
on the communication of individuals with each other and with brands.
The fact that this new marketing strategy is preferred by almost all
national and international brands is that it facilitates reaching consumers
and mutual communication. In this context, in addition to other research
built on the green product market, we gain with our empirical application
findings that it is possible for brands to improve their SMMP based
on environmental awareness and to make their green products more



Theory and Research in Social, Human and Administrative Sciences

accepted, and we pave the way for future research on narrowing the gap
in the literature on this effect.

According to the SEM result regarding the third hypothesis of the
research, “H3: Green purchasing intentions of consumers have a positive
and positive effect on their green purchasing behavior.” Accepted. Thus, if
consumers accept one unit of green products, it may become 0.94 percent
more likely that these consumers to buy green products. Many studies
from different fields in behavioral intention studies sometimes overlooked
this effect(Paul et al., 2016a; Rausch & Kopplin, 2021; Yadav & Pathak,
2017a; Zahan et al., 2020). However, the intention of individuals against
a behavior may not turn into real behavior in some cases. Empirical
research demonstrating this result has been done in the past (Blom et al.,
2017; Hsu et al., 2017; Liu & Ye, 2016; Moon, 2021; Rausch & Kopplin,
2021). The main purpose of the millions of investments built to prevent
ecological problems is to buy green and sustainable products by consumers
instead of traditional products. The conclusion of this hypothesis of the
study presents to the literature and practical practitioners that the adoption
of green products in the context of SMMP is effective in transforming
real purchasing behavior. Thus, a valuable contribution is made to the
limitations in the literature.

6. Conclusions

In this study, we make inferences that will add value to the literature
on the relationship between social media marketing and green purchasing
behavior. To understand the role of social media in consumers’ attitudes
towards purchasing green products, an empirical case study is conducted
and assumptions are tested and a model is proposed. Many previous studies
have been conducted to examine the reasons for green buying behavior and
adoption. These studies were mostly carried out with planned behavior
theory and its expanded version and similar theories (Yadav & Pathak,
2016). With the new model we presented in this study, we go out of the
ordinary and support our model with SEM analysis.

There is no limit to further research on more green and sustainable
production and consumption, green marketing, and green purchasing
behavior to prevent global environmental problems from continuing to
increase. Each quality content contribution to the literature in an unlimited
sense is very important. In this context, we provide a model for the use
of social media for marketing, which has a high potential to affect green
product purchase intention and behavior. Understanding consumer intent
is a statistical way of minimizing uncertainty about the likelihood of
that consumer performing a behavior. The results we have revealed with
statistical values show not only the effects of social media marketing
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practices on consumers’ intention and behavior to purchase green products
but also the response of any brand that produces green products to the social
media marketing practices of the consumer. Therefore, with this study,
we present the aspects that will benefit all brands that want to improve
themselves on the path of green production, by using social media more
effectively.

As a result, with the empirical findings of this research, we have
found that SMMP, which is one of the innovations brought by technology
quickly, which will be made by brands to promote and sell their green
products in social media markets, is effective in individuals’ adoption of
green products and their purchasing behavior. The research has original
value as it is the first study that provides more than one theoretical and
practical contribution to the literature by analyzing the impact of SMMP
on the adoption and purchasing of green products in the clothing industry
and for consumers in Turkey in the context of developing countries. Since
this study is the first to examine the relationship between social media
marketing practices and consumers’ green product purchase intentions and
behaviors in a case study in Turkey, it serves as an example for future
studies on social media marketing and green product purchasing.

Despite the valuable contributions of this study, there are also
limitations. The first of these is the limited geography and population. For
this reason, the continuation of this research can be done by selecting a
sample addressing different geographies and population numbers. The
second limitation is that this study has a timing of sustainable clothing that
is new to the global level and has a low level of acceptance. Therefore, this
research needs to be repeated and developed at different time intervals.
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1. INTRODUCTION

Ibn Khaldun’s concept of asabiyya can be used in the Palestinian case
due to some important aspects of the Middle Eastern context and the policies
of the Palestinian actors. Before using the concept about the Palestinian
case, it will be better to put forward the meanings and implications of
asabiyya. It can be claimed that a clear-cut definition of asabiyya does
not take place even in Ibn Khaldun’s famous work, the Mugaddimah.
However, Ibn Khaldun explains the different effects of asabiyya and the
context which it originated from in detail. Ibn Khaldun uses the concept
in the meaning of “having power and a large social base which provides
superiority in the society” (Ibn Khaldun, 2004: 69). In the most basic sense,
asabiyya can be defined as a “strong group feeling” (Ardic, 2012: 316). It
is translated into English with different expressions such as group feeling,
corporate spirit, feeling of solidarity, communal spirit, and social cohesion.
The concept of asabiyya offers more than each of these expressions and it
certainly has more meanings in the Ibn Khaldunian sense.

For Ibn Khaldun, the impact of this feeling of solidarity increases
through consanguineous and tribal relations but they are not the only
sources of asabiyya. Albert Hourani uses the concept in the meaning
of “a corporate spirit oriented towards obtaining and keeping power”
(Rosen, 2005: 597). This definition refers to the central place of political
leadership and the goal of political authority in the concept of asabiyya. In
other words, the corporate spirit or group solidarity that unifies the group
members requires a common goal of establishing political authority to
turn into asabiyya. Therefore, the group having superiority in the society
in terms of power and influence deserves to establish authority and lead
other groups as long as they keep asabiyya in their hands (Ibn Khaldun,
2004: 176). While kindredship naturally provides a source of unity among
people, sharing the same living place may also lead to a high amount of
solidarity (Meric, 2006: 152—153). Cherkaoui defines it as a “unifying,
inspiring, and empowering force among the group members”, and he
explains the complexity of the concept in detail: “Asabiya is more than
solidarity; it constitutes multiple bonds that hold a social group together
and sustains a certain lifestyle, culture, and influence of the group” (26-
27). This explanation points out the concept’s political, moral, and socio-
cultural aspects.

Asabiyya takes place at the heart of sovereignty for all types of
social organizations, including the state. Oliver Roy addresses the need
for focusing on the contextual peculiarities to grasp the reality on the
ground and claims that the state in the Middle East cannot be thoroughly
understood “without reference to the loci of personal allegiances created
by solidarity groups (asabiyya), networks and communities (particularly
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religious ones)” (Volpi, 2004: 1065). Put differently, it is necessary to take
into account the personal relations and the relations among different groups
and communities for analyzing the Middle Eastern and North African
(MENA) context. For example, the Libyan state under the leadership of
Qaddafi or the Syrian state under the leadership of the Asad family was
very different from their Western counterparts in terms of state formations
and state-society relations despite the existence of some similarities. The
states in the Middle East were depicted as “neo-patrimonial regimes with
cohesive elite cores based on asabiyya (primordial solidarity) governing
via clientelism, bureaucratic institutions, mukhabarat surveillance and
welfare entitlements for the masses” (Hinnebusch, 2014: 9). For the Arab
societies and cultures, asabiyya is defined as “a solidarity or identity group
based on real or imagined blood or primordial ties, strengthened by actual
or invented common ancestry” and “an authentic pattern of nationalism”
(Kimmerling, 2000: 50-52). As a result, asabiyya and some other concepts
referring to these contextual peculiarities can be used for understanding
the cases in those contexts. Such cultural or region-specific concepts can
be combined with structural analyses to see the differences as well as
similarities.

Inits conventional use, asabiyya is associated with the Bedouin lifestyle
and tribal organization. Although the lifestyles of Arab communities today
are generally different from the period in which Ibn Khaldun lived, there
are certain similarities, especially in some countries in the Middle East
and North Africa. Moreover, this aspect makes the concept more useful
for Middle Eastern and North African cases compared to other regions.
Asabiyya binds people through some commonalities such as language,
culture, or lifestyle. Ibn Khaldun’s concept of asabiyya is sometimes
identified with Durkheim’s concepts of “mechanical” or “organic
solidarity” (Tomar, 2008: 605). Because of the similarities between the
living conditions of Bedouins and tribes, the concept of asabiyya is often
confused with tribalism but in the modern world, the terms Bedouin or
tribal refer to “acceptance of a special code of behavior and adherence to
specific social values rather than a certain lifestyle” (Maisel, 2014: 104—
105). It implies that today’s tribes may include both pastoral and sedentary
lifestyles so tribalism does not directly lead to the emergence of asabiyya
among their members. However, it still creates some opportunities for
establishing group solidarity among their members with the help of shared
values and goals, coexistence, and meeting their demands together. Put
differently, tribalism should not be confused with the concept of asabiyya
in the modern world but the changes in the lifestyles of different groups of
people should be taken into account to apply the concept to practical cases.
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For Ahmed, asabiyya in the Muslim world was damaged after the
mid-20™ century as a result of some political developments including the
creation of Israel (31). This expression shows the importance of political
developments for either the emergence or breaking down of asabiyya,
and it also underlines the creation of Israel as one of the most central
developments in the region. Different factors play role in the emergence
of asabiyya. Ibn Khaldun appreciates even “war as a political instrument
for advancement of civilized culture” (Mufti, 2009: 409). Warcraft is a
model of statecraft as a whole in the Ibn Khaldunian approach. However,
Abozeid points out the need for “deconstructing material and discursive
structures of despotism, repression, and state violence” to understand
Ibn Khaldun’s theoretical approach explaining the relationship between
authority, legitimacy, and state violence and to apply this theory in the
modern Arab world (168). As a result, asabiyya causes a group of people
to act collectively under the influence of certain factors and it provides a
spirit of unity and solidarity for these people.

Ibn Khaldun explains the concept of asabiyya as “an explicitly political
phenomenon that under certain conditions can be exploited and mobilized
to achieve political ends” (Goldsmith, 2013: 393). This expression shows
the possibility of using asabiyya as a way of bringing people together to
realize particular political purposes. Asabiyya can be used as a significant
tool for a region where the population is overwhelmingly composed of a
group of people having similar ethnic, religious, and identity backgrounds
and living under the occupation of external power. Getting rid of the
occupation and establishing their independent and sovereign state provides
the required motivation for these people. Therefore, the Palestinian case
presents a perfect example of using asabiyya with all its components
and derivations. Because of the apparent reasons for the mobilization
of people, the emergence of different groups for some political goals is
undeniable. However, their policies, interests, discourses, and activities
may clash with one another as can be observed in the Palestinian case. This
situation should not be directly considered as the exploitation of asabiyya
by some groups but this possibility should always be kept in mind. The
more powerful or superior group outweighs the other at the end of this
struggle throughout history and it maintains its dominance as long as it has
the superior asabiyya. As a result, the Palestinian case offers a test for Ibn
Khaldun’s approach based on asabiyya in the Middle Eastern context.

The dichotomy between nomadic and sedentary lifestyles is of crucial
significance for Ibn Khaldun’s perspective due to the impact of lifestyle on
the characteristics of the group of people. According to Ibn Khaldun, the
nomadic people having asabiyya would certainly override the sedentary
people without asabiyya. Asabiyya was interpreted as “the glue that held
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societies together” and it was based on “kinship and religion and stronger
in tribal than in urban society” (Darling, 2007: 329). The close relationship
between the nomadic lifestyle and the creation of asabiyya among members
can be understood because of the likelihood of having a corporate spirit
or group solidarity in nomadic life naturally. However, the concept of
asabiyya cannot be identified with a particular lifestyle. For instance,
a sedentary group of people might have asabiyya and it may outweigh
several other nomadic groups as long as it keeps its superiority based on its
asabiyya. Therefore, the concept of asabiyya should not be associated with
a certain lifestyle, especially in the modern world where nomadic people
constitute a small minority and there is almost no example of nomadic
groups having political authority in the regional sense. Toynbee also
rejects the idea that “asabiyya was virtually a monopoly of the nomads”
and deplores the absence of urban communities having asabiyya in Ibn
Khaldun’s analysis (Irwin, 1997: 468). Ibn Khaldun certainly depicted
the relations in the period in which he lived but his concept of asabiyya
is not solely associated with nomads and he attributed different features
to asabiyya. Thus, it should be considered a comprehensive concept with
all its derivations and implications and it cannot be reduced to particular
societies or lifestyles. Otherwise, it will hardly be applicable and useful for
modern cases.

There is an intimate relationship between asabiyya and the state.
For Ibn Khaldun, the ultimate goal of asabiyya is sovereignty (189). Put
differently, the group solidarity among people stemming from sharing a
particular living space and lifestyle as well as common cultural, religious,
and moral values provides the required power for establishing a state and
maintaining control and obedience among different segments of society.
In the Ibn Khaldunian sense, asabiyya is a sine qua non for sovereignty
leading to a state. Furthermore, Ibn Khaldun underlines the fact that a call
for religion or religious values strengthens asabiyya which constitutes the
basis of the state due to its unifying influence but it will not be sufficient
without asabiyya (222-224). In the Palestinian case, the Islamist identity
and principles of Hamas can be considered an advantage compared to the
secular ideology of Fatah. Apart from that, the existence of competing
asabiyyas in a particular region makes political stability difficult (Ibn
Khaldun, 231). Therefore, Hamas-Fatah competition in Palestine does
not serve the idea of an independent and sovereign Palestinian state. The
power of asabiyya is based on its unifying impact among the members
so the factors leading to the dissolution of unity block the realization of
establishing a state. The concept of asabiyya can be regarded as a significant
tool for explaining the current situation of the Palestinian groups and the
failure of establishing a Palestinian state even after the various attempts
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under the framework of the two-state solution. As a result, the disunity
among the Palestinian groups and the failures of Palestinians in terms of
having strong asabiyya are as important as external factors like the Israeli
occupation.

Kayapinar offers asabiyya as an alternative conceptual tool in political
theory and the liberal democratic paradigm (375). His explanations
about the concept of asabiyya open a way for putting this concept in the
Palestinian case. He addresses the central place of “close contact” and
being outside (or being deprived of) in the emergence of asabiyya but
the feeling of submission should come from inside, not from an outside
power or a dominant authority. This detail is important for the Palestinian
case which will be discussed in the next paragraphs. Lastly, he analyzes
the relationship between asabiyya and sovereignty: “Asabiyya that is able
to monopolise mulk exclusively is nothing but sovereignty” (Kayapinar,
2008: 398). In short, asabiyya refers to a strong group feeling or solidarity
under the influence of different dynamics. The group members share the
same feeling and this belonging directs them to act collectively. In the
conventional meaning, asabiyya comes into being naturally; therefore,
each member has to act together with other members to continue their lives
against external threats. However, it becomes more complicated when this
concept is used in the political contexts of the modern world.

2. RESEARCH METHOD, SOURCES, AND
OUTLINE OF THE ARTICLE

This article is based on explanatory research. Since the concept of
asabiyya will be used for the Palestinian case, the case study will be the
main method of the article. Ibn Khaldun’s work, the Mugaddimah, can be
regarded as a primary source about the focus of the article and secondary
sources analyzing the concept of asabiyya and the details of the Palestinian
case will be extensively used in the article. The Palestinian case will be
qualitatively analyzed by using the concept of asabiyya in the article.

In addition to the introduction part, in which I address the meaning
and implications of the concept of asabiyya as well as the existing
literature on the concept, and the conclusion part, the following paragraphs
concentrating on the Palestinian case by using the concept of asabiyya will
constitute the main part of the article. It will show how the concept of
asabiyya is related to the Palestinian case and what kind of explanatory
power it carries in terms of Palestinian politics.
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3. THE PALESTINIAN CASE AND THE CONCEPT
OF ASABIYYA

Having mentioned the definitions and different implications of the
concept of asabiyya basically, I will analyze the Palestinian case with
the help of this meaningful concept. The historical evolution of the
Israeli-Palestinian conflict shows that the struggles among the Arabs and
Jewish people in the region turned into an Arab-Israeli conflict after the
establishment of the State of Israel in 1948. Following the long period of
military struggles, the two sides agreed on pursuing negotiations to reach
a comprehensive settlement of the conflict after the 1973 Arab-Israeli War.
In that period, the PLO was accepted as “the sole legitimate representative
of the Palestinian people” by the UN and some regional organizations in
1974 so the negotiations started as a part of the Israeli-Palestinian conflict
(Balpinar, 2019: 119). The negotiation phase also continued for a long
time and it created some opportunities and improvements like mutual
recognition of both sides during the Oslo process but they could not lead
to a grand or comprehensive solution for the conflict (Balpinar, 198). The
Palestinian people living in historic Palestine including today’s West Bank,
Jerusalem, Gaza, and other occupied territories were the ones who felt the
most desperate and cruel reflections of struggles in their daily lives directly
under the Israeli occupation or against the Israeli attacks. In other words,
the Israeli-Palestinian conflict has been a part of the lives and identities of
the Palestinian people just because they were Palestinians and living in the
“disputed” or “occupied” territories. “The cost of no agreement” did not
mean status quo but deteriorating conditions for the Palestinians (Putnam,
1988: 442). This situation created a strong awareness, solidarity, and group
feeling among the Palestinian people. Therefore, the concept of asabiyya,
with its derivations and components, can be used as a promising tool for the
Palestinian case. However, it does not mean that the Palestinians constitute
a homogenous group, and asabiyya comes out of them naturally. On the
contrary, there have been crucial disagreements among the Palestinians as
well.

3. 1. The Palestinian Liberation Organization (PLO) and Fatah

The Palestinian Liberation Organization, which was mostly composed
of Fatah members, under the leadership of Yasser Arafat gained the
upper hand in Palestinian politics and it represented Palestinians in the
negotiations in the first years of the negotiation period. It was established
in 1964 but recognition of the PLO as the sole legitimate representative
of Palestinians and gaining observer status at the UN by 1974 became a
turning point not only for the history of the PLO but also for the evolution
of the Palestinian struggle in the next period (Shemesh, 1984: 121). This
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turning point was certainly a window of opportunity for Fatah under the
leadership of Arafat. Representing Palestinians in the negotiations was
both an important mission and responsibility for Arafat and the Fatah
members and a useful means for gaining the support of all Palestinians.
Until the establishment of the Palestinian Authority, the PLO functioned
as a “state surrogate” for Palestinians and it neither supported nor blocked
civil society in that period (Muslih, 1993: 271). During the Oslo process,
the Palestinian Authority was established as an interim administrative
body to prepare the ground for implementing the decisions agreed on
by the two sides and accomplishing the institutional structure of a future
Palestinian state (Balpinar, 202). To put it another way, the establishment
of the Palestinian Authority strengthened the hands of Arafat and Fatah by
providing some institutional means and financial resources.

Despite the initial expectations, Arafat preferred to consolidate his
power in Palestinian politics by filling the administrative posts with the
Fatah members and building a system based on patron-client relationships.
It was claimed that “as the Palestinian Authority turned into a venal and
authoritarian Arab Regime, the popularity of Islamist and fundamentalist
militancy increased among Palestinians and Hamas benefited from that
process” (Tschirgi, 2005-2006: 159). For example, the system and political
culture established by the Palestinian Authority in Gaza before the 2006
elections were depicted with two principles: centralism and clientelism
(Tuastad, 2010: 793). The political system under the leadership of the
Palestinian Authority evolved from a strong presidential regime to a
“semi-parliamentary regime” and ended in a “reconcentration of power
in the president’s hands™ in that period (Dabed, 2014: 43). However, these
changes in the regime did not go beyond the regulations of the elite relations
and they could not create the expected outcomes for the living conditions
of Palestinians. Thus, the Palestinian Authority failed to meet the basic
needs of the Palestinian people and provide the necessary services.

In addition to consolidating power, the existing system excluded
some segments of society so they began to search for other alternatives
among the Palestinian groups. As a result, the PLO missed an important
opportunity and led to the rise of popularity and political appeal of other
candidates in Palestinian politics. It should be noted that Arafat’s leadership
and administrative style provided some advantages for their supporters
and other groups, called “loyal opposition”, having close relations with
Fatah (Sayigh, 1989: 249). This situation prevented the Palestinians from
creating a strong asabiyya under the leadership of Fatah and Arafat but the
Arafat period in Palestinian politics started a certain amount of polarization
which paved the way for societal divisions among Palestinians. The rise
of alternative groups contributed to the increase in polarization of society
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and debates over separate asabiyyas between the two consolidated power
bases in the following period. The West Bank is composed of fragmented
territories today and establishing strong asabiyya under these conditions
cannot be regarded as a plausible option.

Looking at the other side of the coin, the PLO under the leadership
of Arafat made some important attempts to resolve the Israeli-Palestinian
conflict. After long years of military struggle against Israel and internal
debates in Palestinian politics, the PLO adopted a more pragmatic
approach and goal-driven policies. Among these policies, the declaration
of a Palestinian state in the West Bank and Gaza with East Jerusalem as its
capital in 1988 under the framework of the two-state solution, renouncing
the use of terror by the PLO, and mutual recognition of both sides in the
Oslo process were the prominent and positive examples for the PLO
leadership in favor of overcoming the barriers and resolution of the conflict
(Golan, 2020: 38-39). Hamas opposed the Oslo Accords in that period.

3. 2. Hamas (The Islamic Resistance Movement)

Hamas (the Islamic Resistance Movement) emerged as a significant
Palestinian actor and a tough opponent for Fatah. The strict ideology of
Hamas especially in the first years after its establishment and its military
struggle against Israel created problems in terms of international legitimacy.
Hamas was a result of a process based on a collective revolt and challenge
against Israel and this collective movement and solidarity created the
First Intifada. Hamas justified its military struggle with the insufficiency
of political activities against the Israeli occupation (Ghazzal, 2005: 193).
However, its military activities and military struggle against Israel were
generally identified with terrorism by the international actors, and Hamas
was put into the category of “terrorism associated with national liberation”
because of those activities (Dalacoura, 2012: 103). More interestingly, even
though Hamas was the Palestinian branch of the Muslim Brotherhood, it
differed from the general Muslim Brotherhood ideology prioritizing the
Islamization of society rather than directly engaging in a military struggle
because of the urgent needs of the Palestinian people against the reality of
Israeli occupation on the ground. Put differently, the emergence of Hamas
reflected the mood of ordinary Palestinians so it became a prominent
actor in Palestinian politics. Looking at the other side of the coin, Hamas
could increase its support base among Palestinians with the help of social
services by filling the vacuum stemming from insufficient activities and the
controversial administrative style of the Palestinian Authority.

Despite the increasing support base among Palestinians, Hamas
categorically rejected participation in the general elections due to its
political stance and questions about the legitimacy of the political system
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and elections until 2006. The Hamas leaders decided to participate in the
2006 elections and they put forward some reasons for the change in their
position. The change in Hamas’s electoral strategy was explained through
different reasons such as “the change in the dominant faction among
the Hamas members, the suspension of Oslo, increasing popularity of
Hamas and poor performance of the PA [Palestinian Authority]” (Lovlie,
2013: 583; Klein, 2007: 445; Rabbani, 2008: 68). Hamas could get an
unexpected political victory in the elections. The spokespeople of Hamas
declared the first signs of political flexibility during and after the elections,
and the discursive shift of Hamas was observed in the Hamas documents
in that period but these attempts could not convince the Fatah members
(Hroub, 2006: 7). Thus, the election victory of Hamas created a polarized
atmosphere in Palestinian society. The conflict between Hamas and Fatah
members ended in the takeover of Gaza by Hamas in 2007. After the
removal of the Fatah forces from Gaza as a result of the domestic struggle
among the Palestinians, a de facto geographical and political split emerged
between the West Bank under the control of Fatah and Gaza under the
control of Hamas.

3. 3. The Split between the Palestinian Groups and Its Impact on
Asabiyya

The geographic and political split between Hamas and Fatah has
damaged the emergence of asabiyya among all the Palestinians. However,
the clear division between the two groups, Hamas and Fatah, opened the
way for establishing their asabiyyas among their supporters. Ibn Khaldun
explains the transformation of power relations in a particular region with
a dominant group and emerging ones so that the superior actor establishes
the asabiyya which is the driving force for the people living in there. The
political struggle among the Palestinian groups can be considered from
that perspective. As was mentioned above, submission to a group that may
likely lead to asabiyya should come from inside, it cannot be imposed from
above. In Palestinian politics, there was a balance of power among various
groups before the Hamas-Fatah competition; therefore, no group could
dominate the others and had a strong asabiyya but it was claimed that the
clientelist politics of the Palestinian Authority broke this balance (Tuastad,
794). While the Fatah and its allies were in power in that period, the
changing power relations and dynamics on the ground led to unexpected
consequences for them. The Palestinian Authority was also supported by
international actors and local powerful allies but the exclusion of other
groups in the society led to the decline of their popularity and failures in
the elections. Consequently, Hamas-Fatah split in the territories of Gaza
and the West Bank has damaged the possible strong asabiyya among all
the Palestinians and led to the attempts to create their asabiyyas in the two
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separate territories. There are different dynamics and factors which may
evolve in different directions but it has already created different proposals
like a “three-state solution” for the Israeli-Palestinian conflict (Ben-Ami,
2019; Hacohen, 2018; Danon, 2014).

Asabiyya is not only related to a claim for establishing a political
order but also requires the creation of new identities and a cultural
and moral order for its members. According to Cherkaoui, Hamas’s
asabiyya is based on “constructing an Islamist cultural and moral order,
developing Hamsawi identification, and controlling an exclusive territory
beyond the traditional Palestinian social cohesion” (282). The Islamist
cultural and moral order offered by Hamas was a real alternative and a
direct challenge against the secular ideology of Fatah. Furthermore, the
author asserts the Hamsawi identity as a rival to the Fathawi identity. He
underlines the fact that “identification™ as a process is a better concept
instead of the static nature of “identity” because establishing asabiyya
among a particular group of people is certainly a result of a process and
that process is not smooth; on the contrary, it has some fluctuations. In
other words, the struggle between two rival groups over the dominance
of their political and moral orders may lead to favorable conditions for
both sides in different contexts. Ibn Khaldun attributes a key role to
religion in the creation of asabiyya (Tomar, 598). Compared to Fatah’s
secular ideology, the Islamist cultural and moral order offered by Hamas
and identity mostly based on religious principles can be considered as
the advantage of Hamas in the competition in terms of creating their
asabiyyas.

In the Palestinian case, Mahmoud Abbas and the Fatah group have
the advantage of representing Palestinians in the international arena and
negotiations; thus, a favorable outcome for Palestinians in international
relations strengthens the Fatah position in the domestic struggle. “The logic
of two-level games” works in the Palestinian case in that sense (Putnam,
427). For example, one of the reasons for Mahmoud Abbas’s application for
Palestinian membership to the UN in 2011 was his decreasing popularity
and political standing among Palestinians. Abbas aimed to gain prestige and
support in Palestinian politics by taking a step forward in the international
arena. Similarly, successful attempts or failures in domestic politics may
lead to parallel results in the international arena. On the other hand,
Hamas’s military struggle against Israel and the support of the Palestinian
people for Hamas facilitate Hamas’s position and popularity. In addition
to this, it was argued that Hamas’s asabiyya has a wide variety of factors
such as “moral repositioning of Hamas, identification transformation,
foreign linkages, Abbas’s leadership, de-development of Gaza, the Oslo
process, and cultural innovation and religiosity” (Cherkaoui, 286). These
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factors show the influence of the actions of a particular group as well as the
impacts of external reasons.

In terms of the domestic struggle between Hamas and Fatah, the
external actors preferred to increase their relations with the West Bank
government and to support Abbas’s leadership due to their suspicions
towards Hamas so they adopted the West Bank First strategy and they
maintained a low level of relations with Hamas even after the electoral
victory of Hamas and its direct control in Gaza. However, the support of
external actors may not lead to societal support for local actors, especially in
cases of conflict. Despite the societal support for Hamas, the Gazan people
had to live under difficulties due to the lack of sufficient administrative
capabilities of Hamas and external support as well as recurring Israeli
attacks on Gaza. Consequently, Hamas emerged as a significant actor
against Fatah because of its political power and support base as well as
its alternative identity and cultural and moral order; thus, these deeply-
rooted differences increase the possibility and attempts for establishing
their asabiyyas, especially after the geographical and political split. Ibn
Khaldun underlines the importance of strong asabiyya for the emergence
and maintenance of a state so the conditions in Palestinian politics do not
serve the goal of a future Palestinian state in that regard.

Historically, the First and Second Intifadas constituted important steps
in terms of collective reactions and movements of Palestinians against
the Israeli occupation. The collective reaction of Palestinians and the
involvement of various Palestinian groups by leaving aside the differences
in their opinions created a feeling of solidarity and played a unifying role
in that period. Hamas was established in the process of the First Intifada.
The Second Intifada emerged after Sharon visited Temple Mount, which
included the al-Agsa Mosque, in September 2000. It was also called al-
Agsa Intifada. The two processes of the Intifadas served the collective
consciousness of Palestinians and showed the likelihood of collective
action in case of leaving aside the divisions among the Palestinian groups.
In other words, the group solidarity and unification against a common
target during the Intifada processes made the necessary conditions for
the emergence of asabiyya among Palestinians more apparent. Therefore,
it can be claimed that the collective movement of Palestinians during
the Intifada processes proved the likelihood and possibility of common
asabiyya among all Palestinians. However, the geographical and political
split between the two prominent Palestinian groups in the later period went
in the opposite direction and increased the divisions instead of unification.
Consequently, the First and Second Intifadas facilitated the conditions
which might lead to common asabiyya among Palestinians but the actions
of the Palestinian groups could not support the gains of these processes and
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increased the divisions.

In the current period, the Arab Uprisings initially created a favorable
regional context for Palestinians parallel to the rise of the Muslim
Brotherhood and other Islamist groups. The Palestinian leader Mahmoud
Abbas applied to the UN for full membership in 2011. This application
aimed to increase international support for the Palestinian cause and pave
the way for a Palestinian state in the next period. However, the 2013
military intervention in Egypt created disappointment for both the PA and
Hamas and it blocked the momentum for asserting the Palestinian cause
with the help of regional transformation. Apart from that, Fatah and Hamas
made some negotiations and could reach a reconciliation deal in 2011
but such deals could not overcome the mutual mistrust between the two
Palestinian groups (Munayyer, 2011: 21). As a result, the context of the
Arab Uprisings and the reconciliation negotiations of the two groups did
not facilitate the goal of establishing asabiyya which would lead to a future
Palestinian state.

4. ANALYSES AND CONCLUDING REMARKS

The Palestinian case should be considered a unique case because of
some particular aspects in terms of domestic-international distinction.
In the first place, Palestinians living in the territories have to face the
consequences of the Israeli occupation in their daily lives. After long
years of military struggle, Israel occupied most of the territories populated
by Palestinians such as East Jerusalem and the West Bank. The Israeli
administration can take decisions about the issues related to the territory
and the people living on it and put these decisions into practice. The Israeli
administration in the occupied territories was defined as “apartheid of a
special type” due to its similarities with the former apartheid regime in
South Africa (Greenstein, 2020: 82). In other words, Palestinians do not
have an independent and sovereign state so they cannot control all the
dynamics on the ground. In addition, the airspace and territorial waters of
those territories are under the direct control of Israel and the Palestinian
economy is dependent on the decisions of the Israecli administration as
well as foreign aid. Therefore, there is no clear-cut distinction between
domestic and international fields for the Palestinian case. Apart from that,
the Israeli administration can control the mobility of Palestinians with
the help of several checkpoints among different neighborhoods and the
existence of illegal Israeli settlements. These difficult conditions and the
reality of Israeli occupation on the ground lead to a two-fold impact on the
possibilities of asabiyya: Whereas the Israeli occupation and its results on
the daily activities of Palestinians block a collective movement or common
initiatives, they certainly contribute to the emergence of solidarity and
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collective consciousness against a common enemy and towards a common
goal.

Establishing an independent and sovereign Palestinian state can
be considered an important step among the demands of Palestinians.
However, this kind of collective consciousness or solidarity cannot
guarantee the emergence of asabiyya among Palestinians in the Ibn
Khaldunian sense. According to Ibn Khaldun, asabiyya emerges naturally
and cannot be imposed by a dominant authority. Each member has to
adapt to this strong group solidarity without feeling enforced. Compared
to the discontiguous parts of the West Bank, Gaza looks more unified
after the Israeli disengagement and the Israeli blockade. The Western
sanctions on Gaza make the Palestinians living in Gaza more alert due
to direct external threats. In any case, domestic splits among Palestinians
harden the possibility of reaching their goals like a future Palestinian
state. Moreover, the Israeli-Palestinian conflict has many dimensions
and complicated issues which directly or indirectly take attention from
the regional or global actors. This multi-dimensional and complex nature
of the Israeli-Palestinian conflict goes beyond the political will of both
sides and requires a more comprehensive solution with the involvement of
external actors. Because of the complex nature of the conflict, even a basic
issue or a daily event related to Palestinians might be internationalized and
evolved to a very different point. As a result, the Palestinian case is unique
due to the ongoing Israeli occupation, the absence of a Palestinian state on
the ground, and the complex nature of the Israeli-Palestinian conflict so the
concept of asabiyya can be used as a tool for highlighting the peculiarities
of the Palestinian context.

Ibn Khaldun’s theory of change is based on the idea that rebellious
change stems from structural problems due to weak leadership and the
emergence of a rival group. To put it another way, a change in order results
from both the weakening of dominant authority in a particular region and the
rise of an alternative power base. Thus, social change emerges as a result of
a dynamic process based on a struggle between the dominant power and the
resistance movement. Ibn Khaldun explains the change in authority through
“superiority coming from the spirit of the clan (asabiyya)” (Mozaffari and
Vale, 1986/1987: 31). In the Palestinian context, the establishment of the
Palestinian Authority under the leadership of Yasser Arafat as a part of
the Oslo process created a window of opportunity for consolidating the
PLO, or Fatah, power and establishing their order among Palestinians. The
Fatah group was dominant and more advantageous compared to the other
Palestinian groups. The possible achievements towards the settlement of
the Israeli-Palestinian conflict or, at least, well-management of the process
by the leaders of the Palestinian Authority and their practices towards
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resolving some daily problems of the Palestinians would have kept their
credibility high in the eyes of the Palestinian people. However, the failure
of the Oslo process and widespread corruption in the administration of the
Palestinian Authority changed the context to the detriment of the Fatah
group. Furthermore, the replacement of leadership by Mahmoud Abbas
after Arafat’s death and its relatively low performance created another
problem. For Hamas as an emerging power or a competitor, problems
within the Fatah group and the suspension of the Oslo process contributed
to favorable external conditions. Therefore, the strength of Hamas’s
challenge was a product of the failures and problems of the existing system
in the region.

Apart from the failures and low performance of the Palestinian
Authority, the Islamist moral and cultural order of Hamas was a significant
alternative to the existing order among the Palestinian people and it could
get the support of many Palestinians. The emotional appeal and sense
of belonging for an Islamist alternative based on religious and cultural
principles should be underlined in that sense. However, emotional appeal
and religion-based ideology cannot be sufficient for a population living
under the reality of occupation. It requires a certain amount of power and
a strong political stance. Hamas offered not only an alternative cultural
and moral order but also an alternative political and economic system
that targeted the urgent needs and daily lives of the Palestinian people.
Their long-term experience with social services compensated for their
inexperience to rule in that sense.

The electoral victory of Hamas in the 2006 elections and its military
takeover of Gaza in 2007 paved the way for Hamas to put its policies
and ideas into practice. It provided opportunities as well as challenges
for the Hamas leadership. Hamas used this opportunity to establish and
consolidate its asabiyya in Gaza and could achieve its goal to a certain
extent. The emergence of attempts for separate asabiyyas in two parts of
the Palestinian groups triggered the debates around a three-state solution.
Since Hamas offered an alternative cultural and moral order and it started
a new process of identification among the Palestinians, Hamas’s challenge
went beyond political opposition in the elections. Therefore, Hamas control
in Gaza became an important step for consolidating Hamas’s asabiyya at
least among a particular group of people. It is still early to talk about the
emergence of two completely separate asabiyyas in the Palestinian society
but it seems that the internal division among the Palestinians has deeper
sources and it will remain one of the most crucial challenges for a possible
Palestinian state. The results of the division will be better seen in the next
period. In sum, some external reasons and Hamas achievements provided
a favorable background for Hamas’s asabiyya as a rival to the established
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order of the Fatah group, and it strengthened the political division of the
Palestinian groups which created more difficulties for the Palestinians in
the international arena.

In conclusion, Ibn Khaldun’s concept of asabiyya can be offered as a
useful conceptual tool because of the peculiar aspects of the Middle Eastern
context. The references to the concept of asabiyya go beyond group feeling
or collective security so it includes meanings and components which can
be used for the Palestinian case. Although the internal division of the
Palestinian groups has blocked the emergence of a common and strong
asabiyya among the Palestinians, Fatah and the Palestinian Authority in
the West Bank and Hamas in Gaza aim to create their asabiyyas over the
population under their control. The existence of domestic competition does
not clash with the idea of asabiyya; on the contrary, the superior asabiyya
generally comes out of a domestic struggle. For example, the Israeli state
could be established as a result of struggles among the Zionist groups,
the Labor Zionism and the Revisionist Zionists, in 1948 (Rynhold and
Waxman, 2008: 14; Shlaim, 2012: 84). In other words, the State of Israel
emerged as a result of a domestic struggle and the winning side could use
the favorable political context to achieve its goals.

On the other hand, Fatah under the leadership of Arafat missed the
opportunity in terms of uniting Palestinians toward the goal of a Palestinian
state in the previous period. In the current context, the domestic split among
the Palestinian groups does not facilitate achieving solidarity and unity
among Palestinians and the establishment of a Palestinian state. A three-
state solution or establishing their asabiyyas in the neighborhoods under
their control can also be seen as another way of resolving the conflict but the
realization of two independent and sovereign states does not seem realistic
under the conditions on the ground. Asabiyya is the key factor for state and
sovereignty, and its power comes from the unifying impact on members so
domestic problems and splits neither lead to a strong asabiyya nor support
to achieve common goals like a Palestinian state. Consequently, domestic
struggles in Palestinian politics should end in strong asabiyya and unity
that would provide energy for the Palestinian cause and the common goals
of Palestinians; otherwise, they will not serve anything beyond consuming
their energies.
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1. Introduction

The transportation problem is a problem as old as the existence of
humanity. With the developing technologies, human beings have used all
possibilities to facilitate and accelerate transportation. Today, highways
are frequently used for inter-city transportation, especially within the city.
Different transportation vehicles are produced and used according to
different needs.

Covid 19 pandemic, which started to affect the whole world towards
the end of 2019, stagnation has occurred in almost every industry. The
crises due to this recession started to be felt especially after the middle of
2021 and also affected the automobile markets. Due to the rapidly
increasing automobile prices and the market insufficiency, it is seen that
the people who will buy a vehicle have difficulty in making decisions.
The aim of this case is to illustrate an approach that can find a solution to
this problem. Because today's automobile industry offers a wide variety
of brands and models to consumers. There are significant differences
between brands and models in terms of physical equipment and shape.
The features that consumers look for in a car are also very diverse. In
such an periphery where there are many options and criteria, users have
difficulty in making a decision while purchasing a car (Giingér and Isler,
2005).

This study deals with the selection of used cars as a multi-criteria
decision-making problem. As a method, Analytical Hierarchy Process
(AHP) and Rank Preference Technique according to Ideal Solution
Similarity (TOPSIS) methodologies were integrated. It has been
monitored in articles in the literature that these two methods yield
successful results. It is seen that they are successful individually as well
as achieving strong and reliable results together. The data of the case
were acquired from 3 decision makers who are experts in their majorities
and through sahibinden.com website. The selection criteria of this study;
price, fuel consumption, safety, mileage, engine power, model year,
engine displacement and design. Car alternatives are; It is designated as
Audi A3, BMW 320d, Fiat Egea , Ford Focus , Renault Clio, Opel Astra,
Volkswagen Passat and Volvo S60. In order to give a more consistent
result of the study, the cars determined were selected from the vehicles
produced between 2010 and 2017 between 100,000 and 200,000 KM.

In the following parts of this study, firstly, publications related to
automobile selection in the literature, and publications related to AHP
and TOPSIS methods are included in the literature review section. Then,
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the definition and development of AHP and TOPSIS are given in the
method part. In this section, the application steps of the AHP and
TOPSIS methods are clearly shown. Finally, the use of the methods was
demonstrated with a numerical application and an evaluation was made in
the conclusion part.

2. Literature Review

Byun (2001) investigated the decision to buy a car using the AHP
method by making a two-stage selection using 3 car models.

Giingér and Isler (2005) proposed a solution for automobile
selection with AHY in their study. In addition to the objective values,
subjective values for the consumer were also taken into account.

Supgiler and Cross (2011), the problem of supplier selection was
discussed. In the study, the main criteria and the degree of noteworthiness
of the sub-criteria were identified by the AHP method. Then, supplier
rankings were made with TOPSIS.

Apak, Gogls, and Karakadilar (2012) investigated luxury
automobile consumer preferences using AHP in their study. In this
evaluation procedure, they used the AHP method to determine the
concern weight of the criterion.

Yavuz (2012) aimed to find the factors that affect teachers' car
choices in his study. It specified the criteria and alternatives. Using the
AHP method, the factors affecting the car preferences of the teachers
were determined by making pairwise comparisons.

In their study, Karahan and Ding¢ (2015) aimed to choose the
appropriate car with AHS. It focused to determine the momentousness
criteria that will help the purchase of a car by including the information
of 120 random automotive users in a local automotive company in
Diyarbakir and the regional conditions on the car buyers.

In their study, Yavas et al., (2015) examined the vehicle selection
approaches of customers and determined the criteria that led to their
purchase. They used AHP and ANP methods as methods.

Aytekin (2017) tried to increase the productivity of academics in his
study. He developed a software in Delphi language to evaluate the
performance of academic staff. It also used AHP in the rating system.

Yerlikaya and Arikan, (2017) discussed sustainable supply chain
management in their studies. In this study, they used AHP and critical
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TOPSIS methods for supplier selection under the sustainability
framework.

Sonar and Kulkarni (2018) aim to present an integrated hybrid of
AHP and multi-attribute boundary approach area comparison (MABAC)
method for choosing the best alternative for electric vehicle selection and
ranking as a result of these selections.

Ulkhaq et al. (2018) aimed to evaluate automobile selection using
AHP and TOPSIS in their article. The weights of the criteria were
specified by AHP, and the TOPSIS method was used to choose the best
alternative in the determined weights.

Astantia, Mbolla and Jin Ai (2020) used AHP and fuzzy AHP
methods jointly for the election of raw material suppliers in glove
production. The results were defended by statistical methods.

Gavcar and Kara (2020) aimed to compare and rank 11 different
electric cars according to certain criteria. The significance levels of the
criteria were tried to be identified by using the Entropy technique. The
data obtained from this method were also analyzed with TOPSIS and
automobile rankings were made.

Hasnain et al. In the (2020) studies, soda ash industry experts are
consulted to prioritize the parameters that affect the boiler selection. The
problem is highlighted with AHP and then the TOPSIS technique is used.

Ceylan and Giirsev (2020), it is aimed to list the general features and
criteria of the project by developing 4 different software over project
management techniques such as Scrum, Kanban and Waterfall, which are
included in the different functions of the mobile bank application
operating in Turkey. The weights of the criteria were specified with AHP,
and their successes were listed with TOPSIS.

Aytekin, Akgiin, and Aydogan (2021) used AHP and fuzzy AHP
techniques in their study to evaluate the criteria for university students'
mobile phone selection and rank the alternatives.

Bathrinath, Bhalaji and Saravanasankar (2021), in their work, is to
recognize and examine the accidents and risks in the textile industry
using AHP and TOPSIS.

Celik and Aydogan (2021), in their study, aimed to find the most
appropriate hotel among the 8 best 5-star hotels in the Taksim region of
Istanbul using the TOPSIS method.
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Ergiil and Cokyasar (2021), in their study, aimed to help people
choose cars according to the criteria that everyone considers important
while choosing cars. TOPSIS technique was used in this article.

Petroutsatou, Ladopoulos, and Nalmpantis (2021) aimed to
Hierarchize the Criteria of the Construction Equipment Procurement
Decision Using the AHP Method in their study. They conducted
scientometric analysis of the last 25 years with AHP to investigate its use
in the thematic field. A model based on AHP was developed to determine
the purchasing criteria of the equipment.

Abdulvahitoglu and Kilic (2022) used AHP to appraise the
significance of each criteria and TOPSIS to calculate alternatives for
these investigated values. They said that the analysis method they used
can be used as a pre-investment tool to reduce exhaust emissions and
dependence on fossil fuels.

Mojaver et al. (2022), it is aimed to prioritize the criteria for order
performance with AHP and to select the best raw material for
gasification, similar to the ideal solution-related method used in the
gasification of traditional biomass and plastic wastes.

Rajput, Sahu, and Agrawal (2022) used multi-criteria decision-
making techniques for material choosing in the manufacturing industry.
AHP and TOPSIS methods were used in a hybrid structure to rank the
kota stone powder filled epoxy composites.

3. Method

In this study, two different multi-criteria decision-making methods
were used together for the selection of second-hand cars. Inter-criteria
evaluation was made with the AHP method, and the alternatives were
ranked according to the criteria weights with the TOPSIS method. In the
literature, these two multi-criteria decision-making methods are
frequently used together, and it is stated that better results are obtained.
For this reason, in the method part of the study, the details of the AHP
and TOPSIS methods will be mentioned, and the problem will be solved
in practice.

3.1. AHP Method

Multi-criteria decision making provides a set of procedures and
techniques for solving complex decision-making problems in a
hierarchical manner. AHP is one of the most common MCDM methods
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used for site selection (Saaty, 1977, 1990). The process makes it possible
to combine judgments about abstract qualitative criteria as well as
concrete quantitative criteria (Amiri, 2010).

Saaty (1980), AHP deals with how to determine the relative
importance of a set of activities in a multi-criteria decision problem. The
AHP method has been used as a MCDM tool that provides a systematic
comparison of alternatives and can be applied to almost all areas of
decision making (Cruz- Cunha et al., 2016). The AHP method is based on
three principles: first, the structure of the model; second, comparative
judgment of alternatives and criteria; third, synthesis of priorities
(Dagdeviren, 2008).

AHP presents the concept of hierarchy while addressing problems
with a set of criteria and alternatives (Han et al., 2020). In addition to
individual decision making, AHP also supports group decision making by
group members in defining the problem using their knowledge,
experience, and predictions, categorizing them into hierarchies, and
solving them using the AHP steps. Aggregation of an individual priority
vector into a group vector can be accomplished using numerous methods
described in the literature (Dragin¢i¢ and Vranesevic, 2014). AHP allows
decision makers to structure complex problems hierarchically or as a
series of integrated levels with a certain number of levels from root
(target) to leaves (alternatives) (Chan and Chan, 2010). This hierarchical
structure is shown in Figure 1 below.

Goal Level O

Level 1

Choice X Choice Y Choice Z Level 2

Figure 1: Representation of the AHP Hierarchy

Saaty for pairwise comparisons and its explanation are shown in
Table 1.
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Table 1: Saaty's 1-9 point scale and explanation

Explanation Importance level
Equally Important 1
Moderately 3
Important
Quite Important 5
Very important 7
Extremely 9
Important
Intermediate 2,4,6,8
Values

Saaty (1980) are given below, respectively:

Step 1: A decision matrix is created for each decision maker with
the data received from the decision makers (1).

X110 Xin
Dk:[ : : ‘ )

Xm1 " Xmn

Step 2: The geometric mean is found for each element from the k
number of decision matrices obtained (2).

kI, 2 k
Xom = 5K« XE 0w X @

Step 3: Based on the geometric mean result, the initial decision
matrix is created (3).

D= 3)

X11 xln]
Xmi1 " Xmn

Step 4: After the decision matrix is created, the decision matrix
normalized with (4) is created.

xi]-

“)

Ty = n 2
m:lxmj

Step 5: The weight values are found by taking the average of each
row of the normalized decision matrix (5).

Xm=(X1+Xo+ -+ X)/n %)
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Step 6: A consistency test is performed to check the consistency of
the weighted values. For the consistency test, firstly, the initial decision
matrix and the weight values are multiplied (6) and the result is divided
by the weight values (7).

X114t X1 Wi Z

D=1 : Pl = . (6)
Xm1 " Xmn Wm Zm

T = Zm/Wn (7)

Step 7: The X max value is calculated (8). The CI value is calculated
(9). The RI value is found from the table, Table 1 shows the RI values.
The CR value is calculated (10). If CR < 0,1 it is considered consistent
(Saaty, 1980).

Mnaks = (Zy +Zy + -+ Z)/m 3
Cl = paks —m)/m —1 9
CR =CI/RI (10)

Table 1: RI Values

Number of Criteria RI Value
one 0

2 0

3 0.52
4 0.89
5 1.11
6 1.25
7 1.35
8 1.40
9 1.45
10 1.49

3.2. TOPSIS Method

TOPSIS is a MCDM method most frequently used by decision
makers to find a solution to a complex problem due to its simplicity and
ease, with conflicting criteria in various fields such as supplier selection,
health, transportation route selection (Tiwari and Kumar, 2021). The
Rank Preference Technique (TOPSIS) by Similarity to Ideal Solution,
developed by Hwang and Yoon (1981), is based on the concept of
positive ideal solution (PIS) and negative ideal solution (NIS). TOPSIS is
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a type of statistical analytical method. It can determine the order
preference of the evaluation objects through Ideal Solution and Negative
Ideal Solution (Wu & Yang, 2008). TOPSIS is a MCDM technique and is
based on the idea that the highest order access network should have the
longest geometric distance from the negative ideal solution and the
shortest geometric distance from the positive ideal solution. Based on the
weights assigned to each criterion, this technique normalizes them and
finds the geometric distance between each alternative access network and
the ideal alternative (Gupta, 2016). In summary, the positive-ideal
solution consists of all the best achievable values of the criteria, and the
negative-ideal solution consists of all the worst achievable values of the
criteria (Krohling and Pacheco, 2015). According to this method,
decision matrices are created by determining m number of alternatives
and n number of criteria. Then, the best positive and negative ideal
solutions are found, and the most appropriate solution is reached (Celik
and Aydogan, 2021).

Rank Preference Technique (TOPSIS) by Similarity to Ideal
Solution, developed by Hwang and Yoon (1981), are given below,
respectively:

Step 1: The alternatives are scored according to the criteria (11).

A= (11)

X11 xln]

Xm1 " Xmn

Step 2: After the alternative matrix is created, the normalization
matrix is created (12).

xij
= (12)
N /Z%:N‘%qj

Step 3: The weighted matrix is created by multiplying the
normalized matrix weight values (13).

Winn = Wi * Ny (13)

Step 4: The positive ideal solution and the negative ideal solution
are found with (14) and (15) in the weighted matrix.

A* = {(maxvy; |j€)), {(minvy |je)) (14)

A” = {(minvy |j €)), {(maxvy [j€)) (15)
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Step 5: The distance to the positive and negative ideal solutions is
found by (16) and (17)

5" - 2 (v —v))’ (16)

S = Z _1(Uij —v;)° (17)

Step 6: Alternatives are ranked by calculating the relative closeness
for each alternative (18).

G=% 0 <( <1 (18)
4. Application

4.1. Scope, Purpose and Importance of the Study

The aim of this study is to select the most suitable car among certain
criteria and alternatives in the purchase of second-hand cars. Especially
due to the Covid-19 pandemic and the crisis of new vehicle production,
the buying and selling of second-hand cars has become a very serious
business in our country. It has become very important for both sellers and
buyers to evaluate the most suitable options. This application is about the
evaluation of 8 alternatives according to 8 criteria. AHP-TOPSIS
integrated method was used to perform the decision-making application
and to rank the alternatives. In order to make comparisons, the most
frequently viewed criteria in the purchase of used cars are listed in Table
2 below.

Table 2: Criteria and explanations

CRITERIA EXPLANATION

Price Used price of the car to be purchased

Fuel consumption  Average energy consumption of the vehicle to be purchased

Security* Number of safety-related functions of the vehicle to be
purchased

KM KM counter value of the used car to be purchased

Motor power Horsepower of the engine of the vehicle to be purchased

Model year Production year of the vehicle to be purchased

Engine capacity The sum of the fuel and air mixture delivered in the engine
of the vehicle to be purchased

Design** Number of interior and exterior equipment features of the

vehicle to be purchased
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*The number of functions in the security area on the website is taken
into account.

**The number of internal and external equipment on the website is
taken into account.

Within the scope of this study, the best-selling models of the brands
determined with the help of experts in the used car market were
determined on sahibinden.com. The cars and their features, which are
determined in Table 3 below, are shown as alternatives to this study.

Table 3: Cars designated as alternatives

ALTERNATIVES Price (b) KM* Model**
Audi A3 375,000 113,000 2012
BMW 320d 437,500 195,000 2014
Fiat Egea 218,000 151,000 2016
Ford Focus 299,500 164,000 2015
Renault Clio 199,500 165,000 2017
Opel Astra 210,000 190,000 2013
Volkswagen Passat 315,000 164,000 2010
Volvo S60 330,000 162,000 2011

*Alternatives are selected from 100,000 — 200,000 KM.
** Alternatives are selected from 2010 — 2017 Model vehicles.
4.2. Data Collection

In this study, 3 decision makers who are experts in the used car
market were used. Expert decision makers have formed 8 criteria in
agreement about which features the customers give the most importance
to in the purchase of second-hand cars. The decision makers then
determined 8 different car brands to appeal to the lower, middle and
upper classes. Alternatives were created by finding the best-selling
models in the second-hand car section of the sahibinden.com website for
the specified car brands. In comparison of the alternatives according to
the criteria, the car features on this website were evaluated by the
decision makers.

4.3. Evaluation of Research Findings

Step 1: AHP management is used to compare criteria. It is defined
between 1-8 for easy display of the criteria determined by the decision
makers in the tables. C1: Price, C2: Fuel Consumption, C3: Safety, C4:
KM, C5: Engine Power, C6: Model Year, C7: Engine Displacement, C8:
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Design. The criteria determined by expert decision makers are evaluated
according to Saaty's 1-9 scale. Then, Table 5 is formed by taking the
geometric mean of the pairwise comparison value of each decision
maker.

Table 5: Comparison of Criteria

C1 C2 C3 C4 C5 Co6 Cc7 C8
C1 1,000 1,817 1,817 2,884 5,944 3,107 5,944 7,368
C2 0.550 1,000 0.437 1,817 3,634 3,107 4,481 9,283
C3 0.550 2,289 1,000 3,302 6,542 3,915 6,316 7,830
C4 0.347 0.550 0.303 1,000 3,557 0.874 4,217 4,481
Cs5 0.168 0.275 0.153 0.281 1,000 0.281 2,289 0.500
Cé6 0.322 0.322 0.255 1,145 3,557 1,000 3,557 2,884
(oy) 0.168 0.223 0.158 0.237 0.437 0.281 1,000 0.630
C8 0.136 0.108 0.128 0.223 2,000 0.347 1,587 1,000

Step 2: By normalizing the matrix of the comparison of the criteria,
the normalized criterion comparison matrix is obtained. Normalized
criteria comparisons are shown in Table 6.

Table 6: Normalized Criteria Comparisons

C1 C2 C3 C4 Cs Coé c7 C8

C1 0309 0276 0427 0265 0223 0241 0202 0.217
C2 0.170  0.152 0.103 0.167 0.136 0241  0.152  0.273
C3 0.170  0.348 0235 0303 0.245 0303 0.215 0.230
C4 0.107 0.084 0.071 0.092 0.133 0.068 0.143 0.132
Cs 0.052 0.042 0.036 0.026 0.037 0.022 0.078 0.015
Ceo 0.099 0.049 0.060 0.105 0.133 0.077 0.121  0.085
Cc7 0.052 0.034 0.037 0.022 0.016 0.022 0.034 0.019
C8 0.042 0.016 0.030 0.020 0.075 0.027 0.054 0.029

Step 3: Weight values are found from normalized criterion
comparisons. The weights of the criteria are shown in Table 7.

Table 7: Weight Values of Criteria

Criteria | C1 C2 C3 C4 Cs Ceo C7 C8
Weights | 0.270 0.174 0.256  0.104 0.038 0.091 0.029 0.037

Step 4: After the weighting, the CR value is found to test the
consistency of the model. Since there are 8 criteria in this model, the RI
value was found from the table and taken as 1.40. The CR value of the
model is consistent as 0.044 < 0.1 according to the calculations. The
consistency test of the model is shown in Table 8.
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Table 8: 3, CI, RI and CR Values

8,434

0.062

1,410

0.044

Step 5: TOPSIS method is used to evaluate the alternatives. Information
from expert decision makers and sahibinden.com data were used to create
the decision matrix. It is defined between 1-8 in order to show the
determined alternatives easily in the tables. Al: Audi A3, A2: BMW
320d, A3: Fiat Egea, A4: Ford Focus, A5: Reanult Clio, A6: Opel Astra,
A7: Volkswagen Passat, A8: Volvo S60. Each decision maker evaluated
each alternative on a scale of 1-10 for all criteria, and Table 9 was formed
by taking the geometric mean of these values.

Table 9: Decision Matrix

C1 C2 C3 c4 C5 C6 C7 C$8
Al 2,621 8243 8000 6,649 6316 4309 6,604 8,653
A2 1,587 4932 5646 1,000 8320 5944 9655 6,952
A3 6,649 4932 5646 5313 5000 6,952 3915 4,642
A4 5313 6,952 5646 3,302 6316 6,649 6,604 5944
A5 | 7652 7230 9322 3302 2621  7.652 7319 6,952
A6 | 6649 3915 3302 2,000 6316 5313 8320 5944
A7 3915 3420 6,649 3302 7319 2,884 5593 7,958
A8  |3,634 5944 7,000 4309 9322 3915 9655 9322

Step 5: Normalized decision matrix is created. After the decision
matrix was created, the matrix was normalized with the formula (12). The

normalized decision matrix is shown in Table 10.

Table 10: Normalized Decision Matrix

C1 C2 C3 C4 Cs Coé c7 C8

Al 0.180 0.493 0.427 0.586 0.332 0.269 0.452 0.518
A2 0.109 0.295 0.302 0.088 0.438 0.371 0.661 0.416
A3 0.455 0.295 0.302 0.468 0.263 0.434 0.268 0.278
A4 0.364 0.416 0.302 0.291 0.332 0.415 0.452 0.355
A5 0.524 0.432 0.498 0.291 0.138 0.477 0.501 0.416
A6 0.455 0.234 0.176 0.176 0.332 0.332 0.570 0.35

A7 0.268 0.205 0.355 0.291 0.385 0.180 0.383 0.476
A8 0.249 0.355 0.374 0.380 0.490 0.244 0.661 0.558

Step 6: Weighted decision matrix is created. The weights
determined in Table 7 for the criteria are multiplied by each element of
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the normalized decision matrix in Table 10 to form a weighted decision
matrix. The weighted decision matrix is given in Table 11.

Table 11: Weighted Decision Matrix

C1 C2 C3 C4 Cs Ceé Cc7 C8
Al 0.048 0.086 0.074 0.061 0.013 0.025 0.122 0.090
A2 0.029 0.051 0.053 0.009 0.017 0.034 0.179 0.072
A3 0.123 0.051 0.053 0.049 0.010 0.040 0.072 0.048
A4 0.098 0.072 0.053 0.030 0.013 0.038 0.122 0.062
A5 0.141 0.075 0.087 0.030 0.005 0.044 0.135 0.072
A6 0.123 0.041 0.031 0.018 0.013 0.030 0.154 0.062
A7 0.072 0.036 0.062 0.030 0.015 0.016 0.103 0.083
A8 0.067 0.062 0.065 0.039 0.019 0.022 0.179 0.097

Step 7: Constructing positive ideal (A") and negative ideal (A")
solutions. Positive ideal solutions represent the best performance values,
and negative ideal solutions represent the worst performance results.
Positive and negative ideal solutions are shown in Table 12.

Table 12: Positive and Negative Ideal Solutions

C1 C2 C3 C4 Cs Cé Cc7 C8
Positive (A*) 0.141 0.086 0.087 0.061 0.019  0.044 0.179  0.097
Negative (A") | 0.029 0.036 0.031 0.009 0.005 0.016  0.072  0.048

Step 6: The distance of the weighted values from the positive ideal
solutions (S") and the distance from the negative ideal solutions (S°) were
calculated. The results are shown in Table 13.

St S
Al 0.098 0.138
A2 0.139 0.157
A3 0.096 0.117
A4 0.072 0.130
AS 0.038 0.176
A6 0.091 0.159
A7 0.105 0.105
A8 0.095 0.175

Table 13: Discrimination Measurements



Theory and Research in Social, Human and Administrative Sciences 151

Step 8: The closeness to the ideal solution was calculated according
to the formula (18) and sorted. Ranking is shown in Table 14.

Table 14: Car Ranking

Desk Car Result (C*)
one Renault Clio 0.822
2 Volvo S60 0.648
3 Ford Focus 0.643
4 Opel Astra 0.636
5 Audi A3 0.586
6 Fiat Egea 0.550
7 BMW 320d 0.531
8 Volkswagen Passat 0.500

5. Conclusion

In this study, the second-hand car market, which has started to attract
excessive attention in recent years due to the Covid 19 pandemic and new
vehicle production problems, has been examined. It is a difficult
decision-making process for the buyer to choose the most suitable vehicle
for their needs, especially the increasing prices. Decision-making in car
selection and ordering of alternatives can be explained by multi-criteria
decision-making algorithms. For this reason, the solution of the problem
is provided by using the Analytical Hierarchy Process (AHP), which are
the most widely used methods in decision making in the literature, and
the Rank Preference Technique according to the Ideal Solution Similarity
(TOPSIS) integrated. It has been mentioned in the studies given in the
literature review that the AHP method is superior in weighting and
ranking among the criteria. It also demonstrates how valid the results are
in practice by performing a consistency analysis. As the TOPSIS method
deals with the ideal solution with a geometric structure, it reveals how
close and how far the alternatives are from the ideal solution. A stronger
and more reliable result was obtained by using the AHP method for
weighting the criteria and the TOPSIS method for ranking the
alternatives.

The data of the study were obtained from the website
sahibinden.com in March 2022 with expert decision makers. In this study,
3 decision makers determined the 8 most important criteria when buying
a used car as price, fuel consumption, safety, KM, engine power, model
year, engine volume and design. Then, they determined 8 different
automobile brands belonging to the lower, middle and upper segments
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and determined the best-selling models of these brands. These cars are
Audi A3, BMW 320d, Fiat Egea, Ford Focus, Renault Clio, Opel Astra,
Volkswagen Passat and Volvo S60. The cars used in the study were
selected from the vehicles produced between 2010 and 2017 with a range
of between 100,000 and 200,000 km. After the decision makers
determined the criteria according to the 1-9 Saaty scale with pairwise
comparison matrices among themselves, the decision matrix was formed
by taking the geometric mean. Likewise, they scored the evaluation of the
vehicles according to the criteria on a 1-10 scale and a decision matrix
was formed with the geometric mean. The weights and ranking of the
criteria by expert decision makers are shown in Figure 2 below.

CRITERIA WEIGHTS
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Figure 2: Criteria Weights

As shown in Figure 2, the most important criterion for buyers is
price, followed by safety, fuel consumption, KM, model, engine power,
design and engine volume. As a result of the application, the ranking of
the cars determined by the weights of the above criteria is shown in
Figure 3.



Theory and Research in Social, Human and Administrative Sciences

RANKING OF ALTERNATIVES
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Figure 3: Ranking of Alternatives

As shown in Figure 3, it is seen that the most suitable choice among
the alternatives determined is Renault Clio, followed by Volvo S60, Ford
Focus, Opel Astra, Audi A3, Fiat Egea , BMW 320d and Volkswagen
Passat.

While obtaining the data in this study, the digitization of all data
created limitations in certain criteria of the study. The security constraint
has been digitized by looking at how many security-related functions it
has in the section on sahibinden.com. Likewise, for the design constraint,
it has been digitized by looking at how many functions it has for interior
and exterior hardware on sahibinden.com.

To take this work further, the fuzzy method of the same method can
be used to remove the constraints. It can be observed how much decision
making in a fuzzy environment changes the results, and the differences
can be discussed by revealing them.
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Introduction

The destructive and polluting effects of wars on the environment have
been going on since the beginning of history. Environmental destruction
has even been used as a war strategy to destroy enemies in wars. For
example, the Russians, both Napoleon and In World War I, they left them
in a difficult situation by destroying their own lands, agricultural areas
and the environment in order to gain superiority against Hitler’s armies.
Although the effects of technological developments on the weapons
industry are positive, the damage to the environment caused by weapons
with high destructive power and wide range of influence has increased
(Austin 2022; Karavelioglu 2009:20-21). The environmental impact of
wars has also been found in some academic studies. For example, Rawtani
et al., (2022) and Pereira et al., (2022) examined the environmental
problems posed by the Russo-Ukrainian war. He addressed issues such
as the negative effects of damage to industrial zones on infrastructure and
ecosystems, problems in water supply, poor sanitation, air pollution due to
bombardment, nuclear risks, deforestation, and reduction of biodiversity.
On the other hand, Rawtani et al. (2022) emphasized that reforms should be
made to include environmental issues in international law, the International
Criminal Court should be included in the scope of environmental crimes,
and environmental problems should be among environmental issues.
priorities of the international community. However, these studies generally
examined the environmental effects of wars on the region. An example of
these effects is that, according to a study published in the journal Nature,
animal numbers can drop by an average of 90% during the war, while
even a year of warfare can cause long-term wildlife loss. According to
another study, after the long civil war in Mozambique, the biodiversity
in Gorongosa National Park in Mozambique has disappeared by 95%.
Likewise, more than 5 million acres of forest and 500 thousand acres of
agricultural land were destroyed in the Vietham War (McCarthy 2022).
Especially in countries such as Iraq, Afghanistan and Pakistan, the effects
of wars have caused serious damage to the natural environment. The high
consumption of petroleum-based fuels by vehicles and equipment used
in war zones causes greenhouse gases such as carbon monoxide (CO),
nitrogen oxide (NO2), hydrocarbon (HC) and sulfur dioxide (SO2) as
well as carbon dioxide (CO2) has a negative impact on the climate crisis
(Crawford et al. 2022; Weir 2020).

The fight against the climate crisis is based on limiting the global
average temperature to 1.5°C, if possible below 2°C compared to the
pre-industrial period, within the limits set by the Paris Agreement. This
agreement was ratified by 196 countries on 12 December 2015 and entered
into force on 4 November 2016 (United Nations 2021b). Although 6 years
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have passed, the COVID-19 epidemic has caused interruptions, but the
desired success in the fight against the climate crisis has not been achieved.
The main problem is that postponing the fight against the climate crisis
will have irreversible consequences. In the statement made by the United
Nations in 2018, current emissions need to be reduced by 45% by 2030 to
keep the 1.5°C target alive. However, this target was only an estimate, and
global emissions have since risen to levels not seen in human history (Hart
and Wallace-Wells 2022).

In today’s world, where the impact of the climate crisis is felt in
almost every area, governments ignore the future of all living things for
the sake of short-term interests and stay away from even implementing the
agreements they have formed by coming together to fight. Despite this, the
fight against the climate crisis was advancing, albeit slowly. However, the
Russo-Ukrainian War caused the countries to reconsider their priorities.
Policy makers’ focus on the occupation, seeing military spending as a
necessity, has forced investments to adapt to and minimize the effects
of the climate crisis. In other words, the greenhouse gas emission rates
caused by the armies in 2017 exceeded the greenhouse gas emission rates
caused by countries such as Portugal, Sweden and Denmark. Andrew
Sheng, member of the UNEP (United Nations Environment Programme)
Advisory Council on Sustainable Finance, defines the current situation as
“If war wins, climate action loses”. As a reason, the increase in defense
expenditures will accelerate the consumption of energy and non-renewable
materials, cause an increase in emissions and thus divert scarce resources
from the fight against the climate crisis (Bokat-Lindell 2022).

One of the most important effects of the war in Ukraine is the increase
in high fuel prices with the war and as a result, the re-evaluation of the
dependence of Western countries, especially Europe, on Russian oil and gas
(Grajewski 2022; Tollefson 2022). The war has prompted political leaders
to rethink their energy plans, which could have profound implications for
a range of issues, from a burgeoning food crisis to global efforts to reduce
greenhouse gas emissions (Tollefson 2022). Europe’s transition to clean
energy was accelerated by the war. In addition, in this period when global
warming and especially the climate crisis become more visible, while
the EU turns to coal and liquefied natural gas, dependence on fossil fuels
should be stopped rapidly and gradually (Niranjan 2022).

In the report “Climate Change 2022: Impacts, Adaptation and
Vulnerability” published by the IPCC in 2022, it warns that if measures
are not taken and necessary steps are not taken, plans for a sustainable
and livable future for all will be missed (IPCC 2022a). For this reason, the
study deals with the changing energy policy especially in the axis of the EU
and Germany, which are directly affected by the Russian-Ukrainian war. It
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seeks answers to the impact of this change on current and future climate
policy by asking the following questions: 1) What is the impact of the
Russian-Ukrainian war on the current and future climate policies of the EU
— positive or negative? 2) Will the targets set by the Paris Agreement and
its implementations be completely moved away from or will a step towards
the determined targets be taken? 3) Will the fight against the climate crisis
be lost under the heat of coal? Although the study differs from other studies
in terms of evaluating the political-climate policy-consequences of wars
rather than its environmental effects, it will contribute to the studies to
be conducted in terms of evaluating the climate crisis, which is generally
considered in environmental sciences, within the framework of social
sciences, that is, international relations.

Methodology

This study focuses on the effect of the energy problem caused by
the Russian-Ukrainian war on the climate policy of the European Union.
The consequences of the energy crisis caused by the climate crisis and
the Russian-Ukrainian war are examined in depth and with examples.
In order to better understand the practices carried out in this context, the
climate crisis and climate crisis policies, the Russian-Ukrainian war and
the impact of this war on EU climate policies are discussed under separate
headings. All these data are discussed separately in the discussion part, and
the existing results and forward-looking projections are evaluated on the
axis of the climate crisis. In the study, rather than the direct environmental
effects caused by wars, the effects of the Russian-Ukrainian War on the EU
climate crisis policy and its future are discussed more broadly.

Development of the Russia-Ukraine War

Armed conflicts that started in the eastern part of Ukraine due to
Russia’s annexation of Crimea in 2014 ignited the road to the occupation
of Ukraine, which is taking place today (Jones et al. 2021). Given the
background of this annexation, the rejection of the agreement, which
envisages greater economic integration with the European Union, by the
President of Ukraine Viktor Yanukovych in 2013, caused protests that began
in the capital, Kiev. The harsh intervention of the security forces in the
protests caused conflict and the conflicts spread over a wide area (Snyder
2015). This situation caused President Viktor Yanukovych to leave the
country in February 2014. One month after these events, Russia officially
annexed the Crimea region of Ukraine by Russian President Vladimir Putin
after the referendum on the annexation of Crimea to Russia, citing the
protection of the rights of Russian citizens and Russian speakers in Crimea
and southeast Ukraine. Although this crisis increased the ethnic division, a
referendum was held by the Russian separatists in the Ukrainian cities of
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Donetsk and Luhansk, as in the Crimea, to declare independence. After a
short time, armed clashes started between Russian and Ukrainian forces in
the region (Beauchamp 2022; Council on Foreign Relations 2022).

In 2015, an agreement was reached on negotiations between Germany,
France, Russia and Ukraine to stop the ongoing violence between Russia
and Ukraine. Within the scope of the agreement, articles were found that
included the withdrawal of heavy weapons, the declaration of a ceasefire
and the full control of Ukraine in conflict areas. However, the steps taken
have drawn an image that is far from solving the problem diplomatically
and the desired success has not been achieved. In 2016, the North Atlantic
Treaty Organization (NATO) announced that it would deploy troops in
various parts of Europe, especially in Eastern Europe, and that it would
send these troops through Estonia, Latvia, Lithuania and Poland, with the
thought of creating a deterrent effect on Russia. In 2017, NATO deployed
two tank brigades of the United States (US) to Poland to strengthen its
presence in the region. In 2018, 9 companies and some Russian officials
related to the conflicts in Ukraine were sanctioned by the USA. On the
same date, the USA approved the sale of anti-tank weapons to Ukraine.
However, right after the extensive military exercise carried out by Russia in
2018, Ukraine organized an exercise with the participation of the USA and
some NATO countries (Beauchamp, 2022; Council on Foreign Relations,
2022).

In a statement issued by the Russian Foreign Ministry in 2021, NATO
and the United States are requested to cease their military activities in Eastern
Europe and Central Asia, to promise no further NATO enlargement, and to
prevent Ukraine from joining NATO. However, although this statement
was not accepted by the USA and NATO, they warned that Russia would
be subject to heavy economic sanctions in case of an invasion attempt
against Ukraine. In addition, military aid, including military equipment,
ammunition and small arms, was provided to Ukraine by the United States
(Council on Foreign Relations 2022).

The actions taken by Ukraine — pro-Western — are perceived as a
constant threat by Vladimir Putin and this situation puts Russia in a
situation where it cannot feel safe, World War II. It started the biggest war
(Kirby 2022) in Europe since World War II on February 24, 2022 (Council
on Foreign Relations 2022). The first purpose of Putin to start this war;
It is to overthrow the government by capturing Ukraine, to hinder these
aims and to end the desire of Ukraine, which pursues Western goals, to
join NATO. In terms of his own people, the reason why he started a war
against Ukraine; By preventing the violence and genocide that has been
going on for 8§ years in Ukraine, he explained it as clearing Ukraine from
the soldiers and Nazis that he saw as a threat to his country. At the same
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time, the Russian leader described this entry as a noble cause (Kirby 2022).
However, this occupation ceased to be a war between two states and caused
a global energy and climate policy problem that affected the whole world
and its future.

General Development of Climate Crisis Policies

With the industrial use of coal and the invention of the steam engine
in the 18th century, a new era in human history opened (Fernihough and
O’Rourke 2014; Galloway 2015; Kerker 1961; Scherer 1965). In order
to better understand the increase in greenhouse gases causing the climate
crisis in the following paragraphs, the greenhouse gas rate in the atmosphere
was approximately 290 ppm (particles per million) in the 1800s, while the
global temperature was measured as an average of 13.6°C (Gervet 2007:7;
Hashimoto 2019; Moron 2013; Murray 1994). In the second half of the
19th century, scientist John Tyndall discovered the separate heat-retention
properties of gases (water vapor, “carbonic acid” (now known as carbon
dioxide), ozone and hydrocarbons) and water vapor (Gray 2004; Hulme
2009; Jackson 2020:105). In this period, the development of the industry
increased the use of hard coal, railways and land reclamation, and therefore
the increased level of welfare had a positive effect on population growth.

Since the first half of the 1900s, drilling oil wells in Texas and the
Basra region started the cheap energy era and accelerated greenhouse gas
emissions (Giirgam 2021:113). In the measurements made in 1938 by the
British engineer Guy Callendar based on the data of 147 weather stations,
it was determined that the global average temperatures increased compared
to the previous century and the CO2 rates increased in this period. He
also suggested that this situation causes an increase in temperature
(Anderson, Hawkins, and Jones 2016:182; Uprety, Reddy, and Mura 2019).
Investigations were made on various gases with a device developed by the
US scientist Gilbert Plass in 1955. As a result of this examination, it was
determined that the increase in CO2 emissions was related to the increase in
temperature in direct proportion to the view put forward by Guy Callendar
(Plass 1956). In support of this thesis, in 1958, US scientist Charles David
(Dave) Keeling presented the first evidence that CO2 emissions increased
(313 ppm) as a result of measurements of atmospheric CO2 emissions in
Hawaii’s Mauna Loa and Antarctica (American Chemical Society 2022;
Peterman 2017:7).

The United Nations Conference on the Human Environment (UNCHE)
was held from 5 to 16 June 1972 in Stockholm, Sweden. At this conference,
for the first time, world leaders and scientists came together to discuss
growing international environmental issues such as cross-border. As a
result of the conference, the United Nations Environment Program (UNEP)
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was established (Andler and Behrle 2009; Handl 2012). The first serious
step against the negative effects of carbon dioxide concentrations was the
First World Climate Conference in 1979, led by the World Meteorological
Organization (WMO). At this conference, the importance of the subject
was brought to the attention of the countries of the world. Another
international initiative is the meeting held in Villach, Austria by the World
Climate Program (WCP) in 1985 (Tiirkes 2001:1). The issues mentioned in
the Villach conference on “Our Common Future or the Brundtland Report”
presented by the World Commission on Environment and Development
in 1987 were re-addressed and renewable energy was emphasized by
mentioning the energy issue (Holden, Linnerud, and Banister 2014:131;
Keeble 1988). In 1988, the Changing Atmosphere Toronto Conference
called for strict and special restrictions to reduce greenhouse gas emissions
(Giircam 2021:114; Paterson 2013).

The Intergovernmental Panel on Climate Change (IPCC) was
established in 1988 by the WMO and UNEP. After this date, the IPCC
contributes to drawing a scientifically based path in the fight against the
climate crisis with the data it provides to the whole world. The main purpose
of the IPCC is to evaluate the available information about the climate crisis
and to enlighten policy makers and the public about the climate crisis
(Agrawala 1998; Asayama and Ishii 2014). In the first evaluation report
published by the IPCC in 1990, it was stated that the world is warming
and this warming will probably continue in the future. He stated that
temperatures have increased between 0.3-0.6°C in the last century and that
humanity can contribute to the increase of greenhouse gases, which are a
component of the atmosphere (IPCC 1990:80).

Held between 29 October-7 November 1990, the II. While great
efforts were made to raise awareness about the climate crisis with the
World Climate Conference, the global dimension of the climate crisis
was mentioned with the Ministerial Conference. However, since it was
necessary to work on a text for the struggle against the climate crisis to
gain more validity, the General Assembly decided to convene the United
Nations Environment and Development Conference in Rio de Janeiro in
1992. In 1992, the UN Framework Convention on Climate Change was
adopted, which includes the issues that will stabilize or reduce the impact of
anthropogenic greenhouse gases on the climate crisis (Kuyper, Schroeder,
and Linnér 2018; Schipper 2006; WMO 2009).

The 2nd Assessment Report, published by the IPCC in 1995, concluded
that there is now a noticeable human impact on the earth’s temperature.
This report was the first definitive statement that humanity was responsible
for the greenhouse effect and thus global warming. At the same time,
the publication of reports on the breaking up of existing glaciers on the
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Antarctic continent drew public attention to global warming (Edwards and
Stephen 2001; IPCC 1995).

Since the UNFCCC does not have a result-oriented application
obligation in the fight against the climate crisis, the Kyoto Protocol, which
includes clearer steps, was adopted at the Third Parties Conference in 1997
(Bohringer 2003). The most important feature that distinguishes the Kyoto
Protocol, which entered into force in 2005, from the UNFCCC:; It has set
binding targets for reducing greenhouse gas emissions in 37 industrialized
countries and the European Union. This target is defined as reducing the
greenhouse gas emissions of the countries that have accepted the protocol
between 2008 and 2012 by 5% below the 1990 level on average (Barrett
1998; United Nations 2021c). However, the protocol did not meet the
expectations in terms of combating the climate crisis, due to the USA’s
withdrawal from the protocol in 2001 and its entry into force 8 years after
the protocol was signed in 1997.

The IPCC’s findings on the climate crisis were also shared with policy
makers and the public in the 3rd Assessment Report, published at the
beginning of the 21st century (in 2001). This report provides compelling
evidence that the temperature rise experienced in the late 20th century
was due to greenhouse gas emissions from humanity. It is stated that the
deadly heat waves, huge hurricanes and other extreme weather events
that are already occurring will be exacerbated in the future (IPCC 2001).
While the average global carbon dioxide concentration was 280 ppm in
the pre-industrial period, it was measured as 379 ppm in 2005 (Ahmed
et al. 2013:320; Furuya and Kobayashi 2009:71). This increase was also
highlighted in the IPCC’s 4th Assessment Report published in 2007. In
this report, as in other reports, it was emphasized that the human impact
on the climate crisis (carbon dioxide, methane, and nitrous oxide levels)
increased compared to the previous year (IPCC 2007). Arctic sea ice,
which was started to be measured in 1979, was found at its lowest level
with 3.41 million km2 in 2012 (Liu et al. 2013:12571; Zhang and Knutson
2013). The CO2 concentration of 400 ppm, measured at the Mauna Loa
Observatory in Hawaii in 2013, was the highest level measured since 1958
(Blunden 2014).

The 5th Assessment Report of the IPCC, which states that the human
impact on the climate crisis is at the level of 95%, was published in 2013
(IPCC 2013). In 2015, following the Kyoto Protocol (United Nations
2021c), the Paris Agreement was signed, which will determine the fate of
the fight against the climate crisis. In the agreement, which was accepted
by 196 countries, it was stated that emission reduction targets should be
determined regardless of the country (United Nations 2021d). It was also
stated that despite all this, the parties could not agree on taking more result-



Theory and Research in Social, Human and Administrative Sciences

oriented steps that require a solution within the framework of the Paris
Agreement (IPCC 2018).

In 2019, UN Secretary General Antonio Guterres called on the world
states before the COP/25 and stated that this conference had a chance to
exchange ideas on the revision and presentation of the declarations of
contribution to be submitted in 2020. The parties will present a plan to reduce
greenhouse gas emissions by 45% by 2030 and achieve carbon neutrality
by 2050. However, most countries, including China and the USA, which
have the largest share in world greenhouse gas emissions, do not agree
with this call (United Nations 2019). Described as a missed opportunity by
Secretary General Guterres, CO2 concentrations rose to 415 ppm during
the COP/25 period, reaching the highest level in millions of years (Dockrill
2019). In the statement published as a result of the conference, there is
no call for countries to update their contribution declarations under the
Paris Agreement and to increase their emission reduction rates. In addition,
despite the terrible warnings of scientists and all the protests in the world, it
is clearly seen that the lack of progress in the fight against climate change
is due to the attitude of the countries (Council on Foreign Relations 2021).

Due to the COVID-19 pandemic in 2020, the 26th meeting of the
Conference of the Parties (COP/26) planned in November 2020 was
postponed to 2021 by the UN (Council on Foreign Relations 2021).
However, a year later, it took place in Glasgow, Scotland, between 31
October and 13 November 2021 (Rust 2022). As a result of this meeting,
it was stated that the world is far from the 1.5°C targets set by the Paris
Agreement, and therefore, possible global temperatures will be above 3°C
until 2100. If world countries do not change their current positions, they
will have to face more disasters such as temperature increases, extreme
climate events, severe floods, forest fires and extinction of other living
species (United Nations 2022). With COP/26, the reduction of fossil fuel
use was included in the final declaration of a climate summit for the first
time. A just transition to clean energy and coal exit was at the center of the
COP/26 talks to ensure that global average temperatures are minimized
within the framework of the Paris Agreement. The Glasgow summit
signaled the world’s progress towards renewable energy. At the summit, at
least 23 countries, including five of the world’s top 20 coal-using countries,
committed to phase out coal for energy purposes (United Nations 2021a).

On November 5, 2021, a total of 47 countries ratified the clean energy
transition and coal exit agreement. Canada, Belgium, Chile, Denmark,
Egypt, Germany and France are the leading signatories. The articles
committed by the agreement are as follows: a) Measures for clean energy
production and dissemination of energy efficiency should be provided
with the support of the Energy Conversion Council. b) By 2030 for major
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economies and by 2040 for other economies, develop technologies and
policies for coal exit with support from the Coal Alliance Strengthening
History (PPCA). ¢) The prevention of new coal projects and new
construction and the support of governments to such initiatives should be
stopped. d) Necessary financial, technical and social support should be
provided to the sectors and workers that will be affected by the coal output
through local and international efforts (Moazzem 2021).

In the 6th report published by the IPCC in April 2022, the following
points briefly draw attention: a) If the world really wants to meet the 1.5°C
targets set by the Paris Agreement, the use of coal must be clearly stopped.
However, current continued use of fossil fuels will cause the world to
exceed the 1.5°C target. b) Emissions of methane emissions should be
reduced by one third. ¢) Expansion of forest areas and protection of soils
is essential, but planting trees is not sufficient to prevent emissions of
greenhouse gas emissions. d) Steps towards a lower carbon world are
about six times lower than they should be. e) Existing sectors such as
energy, transportation, food production, and construction must undergo
rapid change, and technologies such as hydrogen fuel, carbon capture, and
storage are needed to reduce emissions. f) In addition, it was emphasized
in the report that renewable energy production can be produced cheaper
than in the past (IPCC 2022b). The IPCC stated that global warming
is increasing rapidly and adaptation may become impossible in the
near future (IPCC 2022a). Similarly, United Nations Secretary General
Antonio Guterres made a statement regarding global warming as “Delay
means death” (Spring, Januta, and Dickie 2022).

Results

This section has been analyzed under 5 headings. While the current
results of the Russia-Ukraine war were included in the first title, the current
climate policies of the EU and especially Germany, which were directly
affected by the Russia-Ukraine war in energy, and the changing climate
policies with the war were included in the second title.

Current Consequences of the Russo-Ukrainian War

Russian leader Putin probably did not anticipate that the war he started
would cause such big problems. Heavy sanctions against the Russian
economy have been one of the biggest problems caused by the war for
Russia. In fact, these sanctions threaten to shrink the Russian economy
by 10%. The details of the EU, USA, UK, and other Western countries’
sanctions against the Russian economy are as follows (Kirby 2022;
Maksym Chepeliev and Mensbrugghe 2022):

a) Russia’s major banks were removed from the international SWIFT
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payment transfer network, while the assets of the Central Bank of Russia
were frozen (Kirby 2022).

b) While the import of Russian oil and natural gas was banned by the
USA, the EU aimed to reduce it by two thirds within a year. The UK, on
the other hand, aims to gradually end its dependence on Russian oil by the
end of 2022.

¢) EU, Canada, USA, and UK closed their airspaces to the passage of
Russian planes.

d) Personal sanctions were imposed on Russian leader Putin and
her family, Foreign Minister Sergey Lavrov, and many Russian citizens
(Council on Foreign Relations 2022; Kirby 2022).

e) 31 countries around the world have agreed to extract oil from their
strategic reserves.

f) This occupation by Russia caused extraordinary activity both in
the energy markets and in the current energy geopolitics. Especially oil
and natural gas prices have started to hover above the last ten years. This
situation has forced many countries, especially European countries, to
reevaluate their energy resources (Tollefson 2022).

The biggest problem that occupied the world after the Russia-Ukraine
War is the energy problem. Especially how to cut the dependence on
Russia in energy. Countries with low dependence on oil, such as the USA
and the UK, were the first to ban Russian oil. For Russia, this is not a big
problem as resources can be diverted in different directions. However, the
main issue that poses a problem for Russia is the EU’s participation in
these sanctions. In other words, it is not possible for Russia to find new
customers to which it can quickly direct the oil and natural gas it transfers
to the EU (Reuters 2022; Tollefson 2022).

According to the Center for Strategic and International Studies (CSIS),
the Russian-Ukrainian war will affect Europe’s shift away from fossil fuels
and accelerate its transition to renewable energy, but in other regions it
may be the other way around. That is, Southeast Asia in particular may
focus on coal as it dominates the global liquefied natural gas market to
meet European gas supplies (Tollefson 2022).

European Union General Climate Policy

The EU has rolled up its sleeves to create its own climate policy,
accompanied by the guide to combating the climate crisis (UNFCCC),
which was finalized in a written text in 1992. In particular, within the scope
of the Kyoto Protocol, which took more decisive steps after the UNFCCC,
it has committed to reduce greenhouse gas emissions by 8% for the first
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emission reduction period (2008-2012) (Bayer and Aklin 2020:8805;
Rayner and Jordan 2016).

The EU has decided to take more inclusive steps to create a climate-
friendly economy. In 2015, within the framework of the Paris Agreement,
the EU committed to reduce its emissions by at least 40% on the basis
of 1990 by 2030 with the Nationally Determined Contribution statement,
while with the European Green Agreement, it committed to reduce its
emissions by 55% compared to 1990 emission levels by 2030 and to
neutralize its emissions by 2050 has continued its leadership attitude in
the fight against the climate crisis from the very beginning. In order for the
EU to reach this target, it should stay away from all initiatives that cause
greenhouse gas emissions as much as possible. The main tools of the EU in
achieving these goals are the Emissions Trading System (EU ETS) and the
Effort Sharing Regulation (ESR). While ETS is geared towards reducing
emissions from energy and industry, ESR is geared towards non-ETS
sectors (such as the transport, buildings and agriculture sectors, and small
industrial facilities) (BMUYV 2020; Maksym Chepeliev and Mensbrugghe
2022; Nummelin 2022).

In addition to the efforts towards its own climate targets, the EU is
the largest public financer contributing to the fight against the climate
crisis outside its borders with 23.3 billion Euros worth of funds (European
Counsil 2022).

The Changing Climate Policy of the European Union After the
Russia-Ukraine War

Today, no country is in a position where its borders are covered with
walls and unaffected by the outside world. We live in the age of industry
and mass production, where one country or region meets the needs of
another country or region. The steps taken by the USA to the EU to ban
Russian fossil fuels, although aimed at cutting the financing of the Russian
army, are steps that both sides have to pay for (Giussani 2022; Khan 2022).
While the USA decided to impose sanctions against Russian fossil fuels,
the UK announced that it would stop purchasing oil from Russia. The
European Union has decided to reduce natural gas imports from Russia by
80% until the end of the year and to phase out coal and oil purchases from
Russia until 2027 (Niranjan 2022).

The fossil fuel war has created an energy crisis that can cause high
inflation in the US and European markets. Namely, it should not be forgotten
that 40% of European gas comes from Russia and its cost is 180 million
dollars per day. This situation is a sign of how much European countries,
especially Germany, are dependent on Russian fossil fuels and that they
may turn to coal to close the possible energy gap (Giussani 2022; Khan
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2022). Namely, the Greek government has announced that coal extraction
will continue and the use of coal-fired power plants (approximately 10% of
electrical energy) planned to be closed will be extended to 2028. In Italy,
which meets 45% of its natural gas need from Russia, after the Russian
occupation, Italian Prime Minister Mario Draghi announced that coal-
fired power plants could be reactivated in order to eliminate the energy
deficiencies. Although Poland has planned to end coal use in 2049, even
this distant target is open to the discussion today. Czechia, on the other
hand, was planning to end the use of coal in 2033, but the government
said that this plan should be reviewed on the axis of benefit-harm under
current conditions. In Romania, Minister of Environment Barna Tanczos
announced that inactive coal-fired power plants will be reactivated.
However, this situation is seen as the most impossible step in terms of the
targets set in the fight against the climate crisis (Wanat 2022).

The European Commission has launched the REPowerEU Plan in
order to get rid of the negative impact of Russia’s occupation of Ukraine on
the global energy market and for a cleaner future. This plan offers a way to
get rid of dependence on Russian fossil fuels, transform energy systems and
fight the climate crisis. Namely, saving energy, diversifying energy sources
and replacing fossil fuels with renewable energy sources, increasing the
share of renewable energy in homes, industry and energy production are
the main elements of the plan (European Commission 2022). In addition,
the plan includes diversifying gas sources through the production and
import of higher Liquefied Natural Gas (LNG) and larger volumes of
biomethane and renewable hydrogen from non-Russian suppliers (Morrow
2022). In this direction: a) The construction of LNG import facilities in the
EU, mainly in Germany, Italy, Greece, and the Netherlands, is planned. b)
An agreement was signed between the USA and the EU to export LNG. c)
Likewise, agreements for LNG export were signed with Qatar and Egypt.
d) Algeria signed an additional agreement to export natural gas to Italy
via pipeline. e) It is planned to revive the old pipeline projects (such as
Nigeria) that existed in the past in Africa. Even countries that do not export
fossil fuels (such as Senegal) are encouraged to supply gas to Europe. f)
While fossil fuel production has increased in countries such as the USA,
Canada, Norway, [taly, and Japan, countries such as the UK, EU, Germany,
Poland, and Italy have signed or extended long-term fossil fuel contracts
(CAT 2022).

Germany’s General Climate Policy

Germany adopted the German Federal Climate Change Act, the
first climate law adopted in 2019 and amended in 2021, in line with EU
emission reduction plans (Appunn, Eriksen, and Wettengel 2021). This law
aims to be carbon neutral by 2045 in the fight against the climate crisis. It
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plans to reduce CO2 reductions in individual sectors, including the energy,
transport, and construction sectors, by 65% by 2030 and by 88% by 2040,
based on emission levels for 1990 (Bundesregierung 2021; Library of
Congress 2022) . The law states that Germany’s national climate targets
can be raised but not lowered. Germany is also one of the few countries that
aim to be carbon neutral by 2050. Compared to 1990, German emissions
were reduced by 40.8%. This reduction shows that it meets the set targets.
Greenhouse gas reduction targets set for 2020 have been achieved in all
sectors except the construction sector. By 2050, the electricity produced in
Germany must be carbon neutral as per the Renewable Energy Act (EEG)
law. However, it has been determined that the share of renewable energy
consumption in total energy consumption will be 65% by 2030. In 2020,
the share of renewable energy consumption in total energy consumption
was 46%. It is seen that among the renewable energy sources produced in
Germany, hydroelectricity production is low compared to other countries,
and it concentrates more on energy sources such as wind and solar (Appunn
etal. 2021).

Coal is one of the fossil fuels that causes the most CO2 emissions
in terms of the climate crisis. In this respect, Germany is one of the few
countries that aims to exit from coal energy production in line with its
climate crisis targets. In line with its climate targets, Germany initially
aimed to phase out coal by 2038. However, this target was pushed back
to 2030 in 2021 in line with government decisions made up of the Social
Democratic Party of Germany (SDP), the Green Party and the Free
Democratic Party (FDP). German Government Chancellor Olaf Scholz
announced that they plan to increase the share of renewable energy and
even meet 80% of its energy needs from solar and wind energy by 2030
(Fazit Communication 2022).

Germany’s Changing Climate Policy After the Russia-Ukraine
War

Russia’s invasion of Ukraine caused some of the world’s largest fossil
fuel companies to decide to withdraw from Russia, giving up nearly $20
billion in annual revenue. Germany — Russia’s largest natural gas customer
— has decided to stop the construction of the Nord Stream 2 gas pipeline
(Niranjan 2022; Tollefson 2022). Since Germany is dependent on Russia
for half of natural gas and coal and more than one third of oil, difficult times
await, especially in terms of the energy crisis (Tollefson 2022). Because,
together with the exit from nuclear energy, the last three power plants will
be closed this year (Deutsche Welle 2022), and Germany needs to change
its plan in order to save the electricity sector from dependence on natural
gas (Tollefson 2022).
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After the Russian occupation, Germany announced that it plans to
accelerate its investments in clean energy — such as wind turbines and solar
panels. In fact, Germany has announced that it has committed 200 billion
Euros to decarbonize electricity generation by 2035. However, Russia has
promised to build two liquefied natural gas terminals to avoid dependence
on fossil fuels. However, the short-term energy crisis and rising prices, and
the lack of reliability of Russian natural gas — the possibility of Russian
leader Putin’s interruption of natural gas flow - led to talk of a return to
coal, which poses a risk in terms of climate crisis in the European Union,
including Germany (Niranjan 2022). With the global energy crisis, the
government announced that the termination of the activities of coal-fired
power plants was suspended until further notice (Meredith 2022; Storbeck
and Sheppard 2022; Wanat 2022). However, German Economy and
Climate Minister Robert Habeck made a statement that if you want to harm
Russian leader Putin due to the Russian invasion, save energy. Similarly,
Ursula von der Leyen, President of the European Commission, said that
by saving energy all together, they will get rid of the dependency on fossil
fuels, especially Russian natural gas (Niranjan 2022).

Between 2022 and 2026, the money allocated by Germany for
renewable energy investments is 200 billion Euros. According to Thijs Van
De Graaf, Professor of International Politics at Ghent University, every
step taken to get rid of energy dependence on International Policy Russia
is the same as the policies used to reduce emissions in the fight against the
climate crisis. In fact, this war can be seen as a super opportunity for the
energy transition in terms of climate crisis (Bokat-Lindell 2022).

Discussion

Although investments in renewable energy and green hydrogen
accelerated after the Russian occupation, this is not sufficient. In other
words, it will be clear in the coming years whether the steps taken towards
an emission-free economy or renewable energy production will achieve
the 1.5°C targets set by the Paris Agreement. However, the steps taken by
the EU to meet its short-term energy needs seem to endanger its climate
policies. Efforts to build new natural gas infrastructure in order to end
dependence on Russian gas are very close to putting the world on an
irreversible path. Because there is a tendency towards fossil fuels rather
than decarbonizing economies (CAT 2022). UN Secretary General Antonio
Guterres states that the energy crisis caused by the Russian-Ukrainian War
and the tendency of fossil fuels to meet energy needs threaten the goals of
the global climate crisis. Namely, due to the occupation of Ukraine, the
sanctions of countries against Russia and the plans to move away from
Russian fossil fuels caused rapid increases in energy prices. Guterres
emphasizes that the search for alternative fossil fuels by countries will
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undermine the Paris Climate Agreement targets and this chapter may be
closed. Because the needs of countries to reduce dependence on Russian
fossil fuels lead countries to coal and liquefied natural gas. However, this
situation worsens the situation, while the desired level of struggle has not
been achieved in terms of the climate crisis. Because countries may tend
to consume too much fossil fuel due to the energy supply deficit, and this
may upset the climate crisis policies and plans (Harvey 2022; McGrath
2022). According to Climate Analytics CEO Bill Hare, the international
community has missed post-pandemic opportunities to decarbonize
the economy. The current crisis shows the same opportunities again but
indicates that the experiences will be repeated. The point he especially
emphasizes is that, be it a pandemic, conflict, or short-term shocks, none of
them should ignore the climate crisis and allow steps to be taken that will
lead the world to disaster (CAT 2022).

The outbreak of the Russian-Ukrainian war adversely affects global
cooperation in the fight against the climate crisis - the cooperation that is
not at the desired level - and the functioning of climate policies. As can be
seen especially in the latest report published by the IPCC; If environmental
degradation is increasing more than ever, the current struggle is not sufficient
to combat the climate crisis, and unless action is taken now, many parts of
the world will become uninhabitable in the next few decades. But to be
realistic, who takes into account the grave situation in the report published
by the IPCC, or in which organizations and news channels it is expressed?
The answer to the questions asked is obvious: Of course, our answer is
not expressed by any channel or organization, because of the focus of
the global community: the Russian-Ukrainian conflict. In other words,
the future of the world is in the shadow of the current Russian-Ukrainian
conflict. Now the following question comes to mind: Is the climate crisis
over? Or does it not matter now? We certainly know the answer (of course,
it continues without slowing down) but today we see how conflicts and
wars can change our priorities and how countries can put wars at the center
of focus, no matter how important environmental problems such as the
climate crisis are (Khan 2022).

Another problem caused by the war apart from the energy crisis is
the disruption of renewable energy investments. Because both Russia and
Ukraine are the main suppliers of metal parts — copper, nickel, platinum,
palladium, aluminum, and lithium — used in the production of renewable
energy types such as solar panels, wind turbines, and electric vehicle
batteries. This conflict threatens this transition or material supply (Sharma
2022). Another problem is that the environment created by the occupation
of Russia poses perhaps the greatest challenge for the climate crisis: Global
distancing. Because the basic solution to the climate crisis is real and
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determined cooperation. In the last few years, the fight against the climate
crisis, especially the intense pressure of youth movements, the occurrence
of forest fires, floods, droughts, heat waves, and extreme weather events
in various parts of the world have increased the existing concerns. At
this point, the fight against the climate crisis needs a global cooperation.
Russia’s invasion of Ukraine and the economic sanctions imposed in
response to the West’s reaction to this situation make cooperation more
and more difficult, if not an absolute obstacle (Giussani 2022).

At a time when the effects of the climate crisis are being felt, the main
reason why climate policies are pushed into the background and the energy
crisis that the EU is going through is a major problem; lies in wrong and
unsustainable climate policies. If the EU had followed a path based on
renewable energy sources in its climate policies and energy production, it
would not have been able to experience the current energy problem since
the negotiations and climate policies to combat the global climate crisis
that started in the 1990s. could have been more effective. Sustainable for
the future of the world However, not paying enough attention to climate
policies, following wrong policies or hiding behind greenwashing lies at
the root of the EU’s energy crisis. In the 1990s, instead of increasing its
dependence on Russian gas, it could have accelerated its investments in
renewable energy and fulfilled its climate commitments both to solve the
energy problem and to fulfill its climate leadership position in essence, not
in words.

Conclusion and Recommendations

As in the past, environmental problems have always been ignored,
except for a small group of people who are conscious and growing. This
has been even more brutal in terms of the climate crisis, which has truly
devastating effects and is increasing these effects. Against a global problem
with visible effects, the orientation toward the elements that completely
affect it -fossil fuels- is destructive steps that are not sustainable today as
it was in the past.

The Russian-Ukrainian war has had an impact on both energy
balances and climate policies at the global and EU level. In order to get
rid of this devastating effect, the EU took refuge in fossil fuels, which are
the executioners of the world. It may even obtain and use more fossil fuels
than it did in the past in order to secure itself in the future.

We can say that the Russian-Ukrainian war is the biggest visible and
regrettable proof of this chain of negligence for the EU. The EU should
especially learn from this war and not prefer renewable energy to cheap
and destructive fossil fuels. There is no longer any room for wasted time or
steps to be wasted. The short-term steps taken in energy production should
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not be permanent, their place should be filled with more sustainable energy
investments and energy savings as soon as possible. The increase in the
prices of fossil fuels and vehicles used in renewable energy production,
especially with the war, may cause the EU’s short-term coal investments to
prolong. This situation, on the other hand, may further increase the distance
between Europe and the world from the 1.50C target, which was insistently
emphasized by the Paris Agreement. In fact, for the EU, the only factor
that will increase its orientation towards renewable energy in terms of both
getting rid of dependency on fossil fuels and meeting the climate crisis
targets is; the use of nuclear energy. Rather than turning to coal or other
fossil fuels, the use of nuclear energy will both facilitate compliance with
the Paris Agreement and the European Green Deal targets and will ensure
that investment in fossil fuels is allocated to renewable energy sources.
Thus, both targets will be achieved and there will be a cleaner development.
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1. Introduction

In recent years, PPP(Public Private Partnership) has been utilized in
various sectors, ranging from the development of infrastructure investments
to the production and delivery of social services in many countries. The
argument that the PPP model is an efficient way to use resources effectively
and efficiently, improve the quality of services provided, and ensure
development has played a significant role in this inclination. While PPP
models are becoming increasingly prevalent in delivering public services
such as education and healthcare, the boundaries between the public and
private sectors have become uncertain. This uncertainty, which is closely
related to the change in the roles and responsibilities assigned to the state, also
serves as a tool for removing barriers to capital accumulation, privatizing
public and communal spaces, and legitimizing their incorporation into the
cycle of capital accumulation. Based on the thesis that the state has failed
to provide services, shifting away from the approach government should
stop providing public services and leave these areas to the private sector to
the one that highlights the state’s regulatory role and enables intervention
when necessary has gained importance in recent years. The main factor
driving this shift is the need for new areas of appreciation in order to ensure
the expansion and reproduction of capital, as well as the development
of conditions that will allow this process to be carried out with the least
amount of risk (Buyruk, 2018).

Utilizing private capital and expertise in procuring public infrastructure
and services is not a novel practice. Throughout the years, the collaboration
between the public and private sectors in fields such as housing, economic
development and revitalization, transportation, and municipal initiatives
has yielded significant successes. Many governments are willing to build
upon this success by expanding successful methods and developing new
ones, all the way to providing good value for the money (Nisar, 2007).

Utilizing PPP effectively will increase the model’s projected success
and effectiveness.

2. Common characteristics of developing countries

In the past, a country’s level of development was measured by the
amount of steel and energy it produced; now, with the advancements in
microelectronics, telecommunications, and computer technology that
constitute the information technology sector, it is measured by the amount
of information a country can obtain, process, transmit, and store (Cafti,
2018).

Services are crucial both domestically and internationally for the
growing number of developing countries. As the economy improves, the
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domestic supply of services varies in composition. Services fulfill a part
of the basic needs of the population, contribute to the creation of jobs, and
constitute part of the infrastructure. The significance of services utilized
as inputs by other producer sectors increases as the level of development
increases. The establishment of a services infrastructure increases the
country’s appeal and ability to absorb advanced technology; it also
improves the potential to introduce innovation and competitiveness in the
sector that produces goods.

Inequality gets worse, not better. While poor countries increase their
population, rich countries increase their wealth. In the past year alone, the
United States’ growth in wealth was equivalent to the whole GDP of the
African continent, excluding South Africa. Last year, the average British
local’s wealth increased by £27, which is more than half the average
income in India (Pearse, 1970).

In a world economy that is not yet fully globalized, developing
and underdeveloped governments, who are attempting to attract foreign
investors and hot money to their countries and therefore care the most
about information infrastructures, face a number of issues that require far
more radical solutions in this field. The most important of these issues
are structural problems related to these countries’ economies. For these
countries, the cost of new technologies is still quite high, which is the main
cause of infrastructure problems. However, the results of public policies in
developed countries that have created a universal service foundation with
the public policies they have implemented over a long period and which
are suggested to developing and underdeveloped countries with the claim
of being successful also prevent these countries from fully benefiting from
the advantages of information and communication technologies. The most
important of these are the problems related to the fact that the regulation
process itself and national and societal objectives which include the issues
in the regulation process itself cannot be reflected in telecommunication
policies.

When the characteristics of developing countries in recent history are
reviewed, it is seen that structural problems are still prevalent.

3. R&D Expenditures

Today, developed countries are prioritizing the production and
application of information and technology in order to sustain economic
growth. Labor, capital, and natural resources, which are conventional
production elements, have become more effective, and their economic
implications have grown with technological advancements. Moreover,
the development in information and technology has gained importance
not only to the economy but also to social life. Consequently, technology
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policies are one of the primary areas of global competition. Research and
development (R&D) activities are one of the most significant sources of
technological and informational advancements. According to the OECD,
research and development (R&D) activities are productive studies
comprised of the knowledge and experience of the individual and society,
conducted systematically to expand the accumulation of knowledge
and to utilize the knowledge in the design of new applications. In this
context, R&D expenditures continuously increase production capacity by
developing new technologies and production methods (Saridogan, 2019).

Recently, there has been a significant degree of interest in commercial
research and development R&D, which is a type of intangible asset. The
interest partially reflects the most recent widespread technological change,
particularly the unexpected growth of science- and knowledge-based industries
engaged in R&D. For instance, the value of the S&P 500 index at the end of
1999 was accounted for by the combined contributions of the pharmaceutical
and technology sectors, which totaled roughly 40%. More equally astonishing
is that the R&D expenditures of some of the largest technological industries
exceed their profits. Finally,unlike several other types of intangible asset
expenditure, U.S. (United States) accounting standards demand disclosure of
R&D expenditures in financial statements (Chan et al., 2001).

According to calculations based on data from the central administration
budget, 20 billion 249 million Turkish Lira were spent on R&D operations
in 2021. This result indicates that the ratio of R&D expenditures made
from the central government budget to GDP(Gross Domestic Product)
was 0.28%, which was 7 trillion 209 billion TL. Moreover, 26 billion 307
million Turkish Lira were allocated from the central administration budget
for R&D operations in 2022, according to expected results based on budget
starting allocations (TURKSTAT, 2022).

As per GDP, EU research and development expenditure remained at
2.32 % in 2020, which was 2.23% in 2019. In 2020, the EU spent €311
billion on research and development, and the ratio of R&D to GDP was
1.97% in 2010. The business venture sector accounted for most research
and development expenditure between 2010 and 2020, which climbed from
1.22% of GDP in 2010 to 1.53% in 2020, indicating an overall increase of
1.53%. (Eurostat, 2022).

R&D expenditures is one of the primary growth drivers in developed
economies.

4. The promotion of R&D Expenditures

In Turkey, R&D activities have been incentivized in different years
using a variety of incentive instruments or by increasing the ratio or
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scope of current incentive instruments. A tax deferral application for
R&D expenditure was introduced on January 1, 1986. The tax deferral
incentive under Law No. 3239 began with the method of deferring the tax
corresponding to this rate without interest for three years by foregoing the
collection 0f 20% of the annual corporate tax that the taxpayers are required
to pay in the relevant period, up to the number of their R&D expenditures
during the year. While this opportunity was initially only available to
corporate taxpayers, it was made possible for income taxpayers to take
advantage of it as well owing to provisions in Article 89 of the Income
Tax Law (Income Tax Law) No. 4369. In this application, the fact that it
is indexed to the amount of corporate tax to be paid drives companies to
engage in R&D. (that is, the corporate tax rate). It is clear that this practice
will not have an incentive for the companies since there is no tax to be
deferred within the legal period in years where there is no corporate tax
base because the balance sheet of the period in the relevant year results
in losses or exemption requests, or because there is no corporate tax to be
paid by deducting the taxes previously paid from the calculated corporate
tax for various reasons.

In light of the findings of the model’s long-term analysis, where R&D
expenditures are estimated to be the independent variable and GDP is the
dependent variable, the GDP variable and the R&D expenditures variable
in Turkey have a linear and significant association. It has been revealed that
a 1% change in R&D expenditures results in a 0.85% increase in economic
growth. This conclusion reinforces the general belief that technological
advancements are the source of long-term growth and indicates that
increasing R&D expenditure will have a favorable effect on economic
growth. According to the results of the short-term analysis, the sign of the
term coefficient for error correction is negative, statistically significant, and
interpretable. In this scenario, it is possible to forecast that the differences
between the series will disappear in three periods (Erdogan, 2020).

The present study, which is focused on promoting R&D expenditures,
revealed that there are long-term structural correlations between variables
under structural breaks. The primary finding of long-term coefficient
estimates is that technological innovation increases income inequality. The
findings confirm the validity of the FKC (Financial Kuznets Curve) for
the Turkish economy in the long term. In addition, the findings indicate
that economic growth can reduce long-term income inequality. Causality
analysis shows a twofold causality between financial development and
income inequality in the long run. It also demonstrates that technological
innovation and income inequality are mutually causative in the long run.
Furthermore, long-term causality works from economic growth to income
inequality (Cetin et al., 2021).
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One of the components of economic progress is technological
innovation or “innovation”. Innovation, brought by the entrepreneur to
make a profit or reduce costs, implies a change in the existing production
system and is a concept related to the main theme in Schumpeter’s theory
of economic development. Economic development is a process of shifting
economic equilibrium from lower points to higher points, and in the
Schumpeter-style discourse of economic development, is a reason for such
shifts. In cases of successful development, growth was combined with
innovations such as developing production techniques and adopting new
technologies in the brand state. Changes that are externally brought in or
internally initiated lead to industrial restructuring by increasing productivity
or growth. For this reason, economic development is a process of ongoing
innovation (Lee, 2020).

Promotion of R&D expenditures also means the promotion of
economic productivity.

5. Market Failure in R&D Studies

The phenomenon known as market failure is the underlying reason for
performing R&D at the required level. Moreover, market failure becomes
the grounds for state intervention in the economy. In many nations, various
incentives are provided for R&D investments in order to promote R&D
activities. Tax incentives are the most important of these incentives.
Indeed, tax incentives are the instruments frequently utilized by many
nations, including our own (Can, 2021).

The high economic return of (R&D) and innovation activities, as well as
their favorable contribution to accomplishing long-term growth objectives,
these activities have become even more significant. In order to benefit
from all these positive contributions of R&D and innovation activities, it
is necessary to minimize the negative aspects that R&D activities face,
such as high cost and excessive risk and uncertainty. Consequently, the
state should establish incentive policies to overcome the private sector’s
resistance to R&D activities caused by the mentioned limitations, and
resources for R&D should be increased (Yiicel, 2020).

The subject of the government’s proper involvement in the market is
old and important. Public officials around the globe deal with this issue
by determining which public services to provide or how to streamline the
activities of individuals or businesses, as well as a more urgent task to
privatize public obligations and recent efforts to “rediscover the state.”
Increasingly, public officials have turned to the concept of market failure
in pursuing objective goals through such decisions. The concept of market
failure is frequently addressed in educational curricula and applied to state
domains (Zerbe and McCurdy, 1999).
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When examining the impact of governmental incentives on the
degree and composition of R&D activities in the context of the Korean
pharmaceutical industry, the following findings can be drawn: In general,
the R&D incentive program promoted biotechnology start-ups and the
overall private R&D of KPIA (Korean Research-based Pharmaceutical
Industry Association) member firms. Moreover, the R&D incentive
program encouraged biotechnology startups to broaden their R&D
operations for new products. Consequently, it can be claimed that the
Korean state R&D incentive program partially supports the below-optimal
level of R&D investment by encouraging small startup companies to invest
(Choi and Lee, 2017).

In R&D studies, it is evident that market failure must be completely
eliminated.

6. Public-Private Partnership to Cover R&D Expenditures

In 2002, the OECD Science and Technology Policy Committee
defined PPP in the field of innovation as “any official relationship or
agreement in which public and private actors work together in the decision-
making process for a certain or indefinite period and invest together in
limited resources such as money, personnel, devices, and information
to achieve the objectives set in a particular field of science, technology,
and innovation.” The objective of the PPP in the innovation sector is to
enhance scientific and technological potential and establish a competitive
sector for the functioning of local and international markets. As part of
this collaboration, the state plays a key role in determining the “rules of
the game” by constructing an institutional environment for the activities
of all stakeholders. In addition, it fosters the generation of fundamental
knowledge in research centres (public research centres, academies,
universities) and offers the required database for the developed technology.
On the other hand, the private sector concretes scientific concepts and
develops its own R&D-based technologies. From this aspect, the PPP
model, which increases R&D efficiency, constitutes a critical element of a
country’s innovation strategy. While the conventional PPP model is based
on the principle of fixing public failures using private sector resources, the
public-private innovation network symbolizes interaction and cooperation
between public and private organizations in the production and distribution
of information and innovation. This form of cooperation is also known
as “innovation-oriented PPP,” “R&D partnerships,” and “public-private
technology platforms” (Kiigiik, 2019).

There has been an exchange between public and higher education
R&D expenditures in OECD countries during the 2000s, when private
sector R&D expenditures increased. This can be explained by the fact

‘191



192 - Ozcan Erdogan

that the public develops research institutions as regulating and directing
actors, private sectors and universities stimulate R&D activities with R&D
supports, and the responsibility of commercialization of research outputs
is assigned to the private sector. Indeed, as a result of market-oriented
planning of investments through public R&D expenditures, the private
sector has conducted more R&D; patenting trend and innovative activities
have accelerated. In OECD member countries capable of achieving high
innovation performance and efficiency, investments in information and
communication technologies have been integrated with new business
strategies, processes, and organizational structures, and the export share
of advanced technology products has increased due to labor increases in
productivity (Elik, 2020).

Worldwide, the most affected countries are, to a certain extent, Southern
European countries and Ireland, and in particular, the new member states
of Eastern Europe: they aimed for pre-crisis convergence based on S&T
(Science and Technology) expenses. In this respect, the crisis is less likely
to impact countries with strong state support for innovation activities
prior to the crisis. In light of this, it would be intriguing to investigate
further interconnections between the public and private sectors. Preferably,
sustained government S&T budgets are more suitable to address the
negative consequences of economic crises (Makkonen, 2013).

The relationship between technology transfer mechanisms utilized by
federal laboratories and one of the government’s scientific and technology
objectives is a similar subject to the spread of technology in industries. The
research question is the extent to which technology transfer mechanisms
contribute to the spread of the technology of interest in society caused by
the requested innovation. How companies with diverse characteristics, such
as volume, industry, and stage of maturity, determine which technology
transfer mechanisms to implement in order to collaborate with federal
laboratories is a another issue. These research questions are just a few
examples of future work that is needed to adress the gaps in this field (Tran
and Kocaoglu, 2009).

Today, investing in R&D expenditures has become the top priority of
the public sector.

7. Establishing the R&D Technological Infrastructure through
PPP

After the phenomenal success of this first technology development
center, which was established in the United States in 1951 under the name
“Stanford Industrial Park™ and is known as “Silicon Valley” in our country,
every country in the world attempted to implement this application
by employing it as a model. Some countries have achieved their goals
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by achieving successful results in these applications. This application,
which emerged as a result of the commercialization of knowledge in the
university world by transforming it into innovation and production, has
evolved into R&D-based technology centers that produce innovation under
different names but for the same purpose in both developed and developing
countries worldwide (Eren, 2011).

The majority of our country’s SMEs lack direct contact with research
institutions. However, they can conduct their own R&D at universities
across the country or at TUBITAK’s research institutes. Given that R&D is
expensive and necessitates a significant financial investment, it is evident
that this approach is rational. It will not be possible to establish university-
industry cooperation until our SMEs abandon their traditional practices
and take advantage of the potential offered by science and technology in
their own activities. In developed countries, however, this relationship
is highly valued. In these countries, SMEs do their own R&D through
universities and allocate a significant portion of their budgets to this effort
(Gortir, 2006).

In light of this, one may argue that STI PPPs are complementary
measures in the overall STI(Science Technology Innovation) policy mix.
Clearly, STI PPP has distinctive advantages for all partners to which
it relates. However, STI PPPs should be viewed as horizontal policy
instruments that necessitate preparation efforts, such as a systematic review
and multiple players, because they combine a large number of embedded
CSR policy tools. In the end, STIs are suited for both fundamental and
applied research because to the diverse research cultures of their partners
(Meissner, 2019).

Although the concept of public interest is uncontroversial, a realistic
estimate of the cost of pharmaceutical R&D and, consequently, new
drugs to determine the extent of the global health gap for the poor is still
possible. Findings from the United States and other developed countries
indicate that pharmaceutical R&D interests support favoritism the most.
In order to arrive at a realistic cost of R&D, they fail to take into account a
number of factors, such as changes in the new scientific research network
and landscape, various mergers and industry gains, advancements in
biotechnology, and the exploitation of local knowledge according to their
biopharmaceutical content. In truth, pharmaceutical companies’ R&D
expenditures require serious questioning (Oguamanam, 2010).

Through PPPs, it appears probable to construct the technological
infrastructure of R&D in both developed and developing countries.
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8. Privatization of the Public Share in the Partnership Made
with the PPP Method

Inacomparison ofthe concepts of PPP (Public Private Cooperation) and
privatization, despite variations in ownership, transfer of responsibilities,
and risk sharing, it is revealed that the two concepts essentially oppose one
another in terms of the “cooperation” relationship. In PPP initiatives, there
is no assumption that the state will withdraw from the market or fully limit
its economic activities; rather, a long-term agreement process is established
in which the state is the final accountable agent in the provision of public
goods and services. With public-private partnership (PPP) projects, a
synergistic environment is formed in which risks, responsibilities, and
resources are shared, and mutual solidarity serves the objective of the
efficient delivery of public goods and services. In privatization, since the
public sector aims to withdraw fully from the market, it emerges as a result
of the contraction of the state and the marketization of public services, and
there is no concern for establishing a cooperative relationship (Palas Dagls,
2020).

The dispersion of the legal infrastructure of PPP investments in Turkey,
the expansion of its scope to include all investments requiring advanced
technology or high financial resources, the lack of transparency of the
contractual conditions that determine the risk and liability assumed by the
public, the fact that contracts are subject to the provisions of private law,
and the use of the BRT (Build Rent Transfer) method in health services in a
manner that is not prevalent in the rest of the world are all issues that need
to be addressed.(Batirel, 2017)

Certain stages of Public/private partnership attract attention. If a
company could provide services at a lower cost and with a more efficient
business model than universities usually do, it would seem reasonable
to explore the possibility of forming partnerships with that company. In
many campuses already, food services, car parking and even dormitories
are supplied from outside, so why is this method not considered for the
academic programs themselves? (Baines and Chiarelott, 2010).

In fulfilling the key role of local government, from the management’s
point of view, exchange relations(treatments) between the public and
private sectors occur on the following dimensions: the public sector
regulates the transactions of the private sector; the public sector produces
public goods with the help of the private sector; the public sector provides
goods to the private sector for a fee; the public sector purchases goods
produced in the private sector; the public and private sectors jointly produce
goods; the private sector provides public goods; the private sector affects
public regulations. All identified relationships result in the occurrence
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of special treatment costs for the local government unit, and these costs
should be accounted for at least when managing local government funding.
(Poniatowicz, 2017).

If the form of the service allows, the privatization of public sector
shares in PPPs is a process that should be accomplished without delay.

9. Discussion and Conclusion

PPPs have become an indispensable institution for R&D studies
that will bring advanced technology production. Advanced technology
researches to be carried out by the private sector today require high R&D
costs. These high R&D expenses limit the private sector’s profitability
and surpass its financing opportunities. However, the public sector also
needs the dynamism of the private sector. Involvement of the public sector
at this stage will expedite the completion of R&D studies that will result
in improved technology for the private sector. Incorporating the public
sector as a PPP partner will also increase the industry’s scale size and scale
efficiency. Consequently, once this procedure is completed, the price of
products containing advanced technology will reduce. In this industry
sector, PPPs will result in the successful execution of the “win-win”
concept.

After applying the principles of “scale size” and “increasing return
proportionate to scale” to the private sector using PPPs, it is now time to
privatize this PPP or public share in the private sector. The public sector will
no longer be involved in the private sector’s R&D studies until a large-scale
R&D study that will result in another advanced technology is conducted.
With the PPPs model, the public sector will continue to contribute to the
private sector, particularly in R&D studies related to advanced military
projects, R&D studies related to space research, and R&D studies on a
large scale related to the pharmaceutical industry.

During the stages of establishment, development, and privatization,
PPPs will also assist in ensuring fair income distribution. Through PPPs, it is
possible to achieve a rapid improvement in income distribution, particularly
by increasing the current wage level in the economy. The participation
of PPPs in R&D activities will contribute to the increase of GNP(Gross
National Product) by increasing the production and export of high value-
added products in the economy. The fact that PPPs also invest in education
and technical education will contribute favorably to the improvement of
the country’s technological level and production quality and quantity. As
we indicated in our article, it is crucial for our country to benefit from
PPPs not only in the implementation of infrastructure investments, but also
in the fields of R&D studies that lead to the development of advanced
technology and manufacturing.
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1. Introduction

In both developed and developing countries, it is observed that
most economic activities are not uniformly distributed in space, but
tend to cluster in certain locations. This observation brings into question
the reasons and effects of agglomeration phenomenon which has
been an issue of considerable interest both from policy and academic
perspective. In this respect, understanding the major reasons behind
uneven distribution of economic activity in different geographies has
long been in the research agenda of social scientists.

Although agglomeration and industrial clustering phenomena
have emerged as interesting research topics in the last three decades,
discussion regarding the location of economic activity has a long
history which dates back to 19th century starting with von Thiinen,
considered as the “founding God” (Samuelson, 1983, p. 1468) of
economic geography and location theory, whose work has inspired
urban and regional economics later on. Having had such an old
history, it is not that straightforward to embed and present the location
asa focus of analysis in a distinct and single theoretical framework.
Indeed, the theoretical background of location choice phenomenon
is related to a number of varied frameworks. Location theorists,
economic geographers, regional scientists, urban economists, shortly
researchers from several disciplines with different research traditions
have employed a diverse set of theoretical frameworks and analytical
approaches in examining agglomeration of economic activity. However,
Krugman (1991a) has been the researcher clarifying the microeconomic
underpinnings of both spatial economic agglomerations and regional
imbalances at national and international levels within a full-fledged
general equilibrium framework. The seminal work of Krugman (1991a)
has brought forth the field called New Economic Geography (NEG)
and stimulated a new way of theorizing. The contribution of NEG is
crucial in bringing back the notion of location to the core of economics
by using the tools of mainstream economics.

This study provides a short and non-technical overview of the
locational analysis in order to enlighten the path to the emergence
of NEG which has brought back the location to the core of economics.
This perspective presents one a comprehension on how origins and the
historical discussions of the location theory combined with the
developments in economic theory and interactions with urban and
regional economics evolves into the emergence of New Economic
Geography. First, section 2 presents a pretty brief overview of the
treatment of location in economic analysis historically from von Thiinen
to new trade theory from which the NEG gets off the ground. Then,
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section 3 shifts the interest from theoretical discussions to potential sources
of agglomeration that are agreed upon in the literature by introducing
reasons behind the tendency of economic activities to concentrate. Finally,
section 4 concludes.

2. Overview: The Path to New Economic Geography

In order to understand how analysis of location has been integrated
into economic theory by 1990’s, it is essential to shed light on the
relationship between economic geography and other disciplines such
as international economics, urban and regional economics and location
theory. The way how it is related lies behind the definition of economic
agglomeration or concentration in geographical space.Agglomeration
of economic activities may arise at many geographical levels, as Fujita
and Krugman (2004, p. 140) puts:

“For example, one type of agglomeration arises when small shops and
restaurantsare clustered in a neighborhood. Other types of agglomeration can
be found in the formation of cities, all having different sizes, ranging from New
York to Little Rock; in the emergence of a variety of industrial districts, or in
the existence of strong regional disparities within the same country. At the
other extreme of the spectrum lies the core-periphery structure of the global
economy corresponding tothe North-South dualism”

Spatial unit of reference or spatial scale distinguishes those various
types of agglomerations, nonetheless whichever scale is executed, “the
emergence of economic agglomeration is naturally associated with the
emergence of inequalities across locations, regions or nations” (Fujita
and Thisse, 2009, p. 109). From this point of view, it is not so hard to
establish a link between economic geography and urban, regional and
international economics.

The following section outlines the development of analysis of
location or spacewithin different but related disciplines in a historical
context. Section 2.2 points to the essential links between international
economics, more precisely international trade and economic geography.

2.1. Locational Analysis in Retrospect

The location, as a non-negligible factor of economic activity,
has long remained outside the economic analysis. Certainly, it is not
because economists find economic geography, which studies where
economic activity takes place and why, uninteresting or unimportant.
In fact, it has always been important, but due to the fact that they
have regarded it as technically intractable, it has been neglected until
the emergence of NEG in early 1990’s. NEG, by exploiting the new
tools developed in the field of industrial organization in mid4970’s and
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been captivated by the increasing returns revolution, has succeeded to
explain why, how and when the economic activity may be concentrated
only in a few locations in a full-fledged general equilibrium framework
(Fujita, Krugman, and Venables, 2001).

Without doubt, NEG did not discover space as an integral part of
economic analysis out of nothing. The history of spatial analysis
is very deep and rich such that its roots go back to the beginning of
19th century. Within the framework of general location theory', von
Thiinen is regarded as the “founding God”(Samuelson, 1983, p. 1468)
of economic geography and location theory. Followinghis monumental
work, “avariety of pioneering ideas have been developed periodically by
great location theorists, geographers and economists such as Launhardt
(1885), Marshall (1890), Weber (1909), Hotelling (1929), Ohlin (1933),
Christaller (1933), Palander (1935), Kaldor (1935), Hoover (1936,
1937), Losch (1940) and Isard (1949)” (as cited in Fujita (2010, p. 2)).
And, in the second half of the 20th century, interest of researchers in the
subject increased giving way to the development of regional science
in 1950’s, urban economics in 1960°s and NEG in 1990’s (Fujita and
Krugman, 2004).

Given the enormous magnitude of literature on spatial economics
accumulated within two hundred years and being addressed by different
fields, it is quite a hard task to survey the bulk of the literature here.
But, since “the historic book The Isolated State (1826), by von Thiinen,
signified the birth of spatial economics” Fujita (2010, p. 3) and the
question of “how the economy organizes its use of space” redirects one
to consider models pioneered by von Thiinen in the early 19th century,
it’s worth mentioning its keystones in a nutshell.

von Thiinen (1826) presumed an “isolated state” where a very large
town is located at the center supplied by farmers in the surrounding
countryside. It is assumed that crops differ in terms of yield and
transportation costs and allowed for the possibility that each crop could
be produced with different intensities of cultivation. Based on this,
he asks two main questions: how to allocate land around the town to
minimize the combined cost of transportation and production and how
will the land be allocated in case of competition between self-interested
farmers and landowners. Then, he showed that land rents declines from

1 Fujita (2010) considers general location theory as the most fundamental theory of spatial
economics and denotes NEG as representing the newest wave in the development of
general location theory. What he refers as spatial economy is a broad term which should
encompass all branches of economics dealing with the analysis of economic processes and
developments in geographical space. In this respect, any field of economics dealing with
space, for instance urban economics, regional economics, international trade, are counted
within the realm of spatial economics.
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a maximum at the town to zero at the outermost limit of cultivation
due to competition among the farmers. There is a trade-off between
land rents and transport costs faced by each farmer. Since transport
costs and yield differ among crops, a pattern of concentric rings of
production emerges (Fujita, 2010).

Fujita, Krugman, and Venables (2001) and Fujita (2010) appraise
von Thiinen’s model as ingenious and quite deep analysis of spatial
economy despite it seems simple and obvious. According to Samuelson
(1983, p. 1468) von Thiinen “not only created marginalism and
managerial economics, but also elaborated one of the first models
of general equilibrium and did so in terms of realistic econometric
parameters”. He adds that “Modern geographers claim Thiinen. That
is their right. But economists like me, who are not all that taken with
location theory, hail Thiinen as more than a location theorist. His theory
is a theory of general equilibrium” (Samuelson, 1983, p. 1482). And as
a spatial economist (Fujita, 2010, p. 3) claims that “Thiinen’s theory
is a theory of general equilibrium in space, or for short, a general
location theory™.

With the increasing economic importance of manufacturing over the
second half of the 19th century, location of industry gained a renewed
interest from economists. Following the seminal work of von Thiinen,
industrial location theory has advanced significantly in the first half of
the 20th century, especially with the contributions of German scholars.
Preliminary formal analysis of industrial location in late 19th and early
20th century were presented in a partial equilibrium framework where
location of plants, markets, producers and prices were taken as given.
Launhardt’s (1885) analysis is considered among the first of these where
market area analysis and spatial price policy is studied. Another important
work which later influenced development of industrial location theory is
Weber’s (1909) analysis which considers optimal location of the plant
that minimizes the total transport cost per unit output. Besides being a
pioneering theory of industrial location, his theory was deprived of price
analysis and market structure which means that prices of inputs and outputs
were not determined endogenously, and due to this fact, his industrial
location theory was not sufficiently appreciated by economists (as cited in
Fujita (2010)). It is also possible to evaluate this as an historical constraint
on economic modelling in the sense that at that time neither the non-
competitive theory of markets nor game theoretic approach to interactive
behavior was well-developed. Therewithal, there has been an important
contribution to the field outside the continental Europe in late 19th century.

2 For further discussion on von Thiinen’s model, the reader may refer to the
mentioned articles.
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In England, Marshall (1890) presented his famous study Principles of
Economics in which he devoted a chapter on industrial agglomeration
where he examined systematically the reasons behind the concentration
of specialized industries in particular locations. Marshall stressed the
importance of externalities, in the formation of economic agglomerations
which have been revisited by urban economics and NEG almost a hundred
years later. Marshallian externalities will be discussed more in detail in the
next section.

Meanwhile, during 1920°s and 1930°s non-competitive theory of
firms had been developed by leading scholars such as Hotelling (1929),
Chamberlin (1933), Robinson (1933) (as cited in Fujita (2010)) and Kaldor
(1935), which have been the precursors of new industrial organization
theory based on non- competitive behavior of firms in 1970’s. But before
that, non-competitive models have been applied to industrial location
theory by German scholars, notably Christaller (1933) and Losch (1940)
which have been very influential thoughts in location theory®. The main
question considered was how economies of scale and transport costs
interact to produce a spatial economy. However, Fujita, Krugman, and
Venables (2001) argue that these models are rather a description at best
than an explanation of the economy’s spatial structure due to the fact that
they lack a sound economic modelling in which one finds an explanation
on how a phenomenon emerges from the interaction of decisions by
individuals. In their own words, “Losch showed that a hexagonal lattice is
efficient; he did not describe a decentralized process from which it might
emerge. Christaller suggested the plausibility of a hierarchical structure; he
gave no account of how individual actions would produce such a hierarchy
(or even sustain one once it had been somehow created)” (Fujita, Krugman,
and Venables, 2001, p. 27).

In the meantime, although spatial dimension of economic activity has
been neglected by mainstream economics, some of the scholars have started
to discuss the role of space on the distribution of economic activities from
an alternative standpoint. The necessity for a general theory of location and
space-economy that is fundamentally different from neoclassical general
equilibrium framework based on perfect competition has been supported
by Kaldor, Losch, Isard, Koopmans and several others (Fujita, 2010). In the
first place, Isard (1949) has offered powerful insights to why competitive
equilibrium paradigm could not be the right foundation for the space-
economy and proposed general theory of monopolistic competition as the
alternative. This insight has first been presented in a theoretical framework
by Koopmans and Beckmann (1957) suggesting that competitive pricing

3 For a detailed discussion on central place theory the reader may refer to Fujita,
Krugman,and Venables (2001) and Fujita (2010).



Theory and Research in Social, Human and Administrative Sciences <205

and positive transport costs are incompatible in a homogeneous spatial
economy. Then, a definitive answer has been given by Starrett (1978) to
competitive paradigm by extending it to a general equilibrium framework®.
The work of Starrett has clearly shown the inability of competitive models
to explain the endogenous formation of economic agglomeration®. Thus,
Fujita (2010, p. 19) states that if one wants to get insights “about the
spatial distribution of economic activities, in particular the formation of
major economic agglomerations as well as regional specialization and
trade, we must make at least one of the following three assumptions: (i)
space is heterogeneous, (ii) externalities in production and consumption
exist, or (iii) markets are imperfectly competitive”. Based on these three
assumptions, he classifies three modelling strategies which represent
different agglomerative forces shaping economic space:

A. Comparative advantage models: These models focus on the
economic outcomes of heterogeneity of space that introduces uneven
distribution of immobile resources (mineral deposits, natural harbors,
some production factors), amenities (climate) as well as the existence
of transport nodes (transshipment points, ports). Under constant
returns to scale and perfect competition, these heterogeneities generate
comparative advantages among locations which in turn give rise to
interregional or intercity specialization and trade (Fujita, 2010). Class
A encompasses models such as monocentric city models of urban
economics where central business districts arise and the Heckscher-
Ohlin theory in which different endowments of production factors lead
to international trade and specialization (Fujita and Thisse, 2009).

B. Externality models: Basic forces for spatial agglomeration
and trade are generated endogenously through non-market interactions
among firms in these models, unlike comparative advantage models.
Non-market interactions yield increasing returns external to a firm,
such as knowledge spillovers, business communications, social
interactions etc. However, this approach still allows one to appeal
to constant returns/perfect competition paradigm (Fujita, 2010).
Moreover, “traditionally externalities have been treated in a “black
box” manner that tends to hide the actual micro-interactions giving rise
to such externalities” (Fujita and Thisse, 2009, p. 111). These models
are mainly developed within the realm of urban economics.

4 For an extensive theoretical modelling and discussion of competitive paradigm debate
see chapter 2 in Fujita and Thisse (2002)

5 Fujita and Thisse (2002) entitle this result Spatial Impossibility Theorem. It “implies
that when space is homogeneous and transportation is costly, the only possible competitive
equilibrium is the so-called backyard capitalism in which every location operates as an autarky.
In turn, this is possible only when production activities are perfectly divisible. This clearly
shows the limits of the competitive paradigm for studying the main features of actual spatial
economies” (Fujita, 2010, p. 19).
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C. Imperfect competition models: In these models, firms are no
longer treated as price takers, rather their pricing policies depend on the
spatial distribution of consumers and firms. Then, in turn some form of
interdependencies arises between the location choices made by firms
and households. Fujita (2010) further distinguishes these models by their
approach to market competition as:

- (C1) Monopolistic competition models: Firms are able to set
their own prices and produce differentiated products under increasing
returns to scale condition, unlike in competitive models. However,
although they are price setters, strategic interaction among firms is not
allowed since there are many. The models in this class are extensively
developed in NEG framework.

- (C2) Oligopolistic competition models: These models assume
existence of a few large agents (firms, land developers, etc.) that
strategically interact with each other by considering their market power.
They take place within the realm of game theory and exemplified by
spatial competition models in which a small number of firms compete
for dispersed consumers (Fujita and Thisse, 2009). “Due to technical
difficulties, most of the class C2 models developed so far are partial
equilibrium models, leaving the advancement of class C2 general location
models mostly for the future”(Fujita, 2010, p. 20).

It is interesting to note that the classification made by Fujita (2010)
also follows a chronological order as well as reflecting the developments
in modelling strategies. Group A models comprise traditional models of
international trade in which location of economic activity is exogenously
determined by differences in factor endowments and early urban economics
models in 1960°s where monocentricity of a city is a priori assumed. Due to
the need for more general theory of urban locations, general local models
of urban morphology have started to develop in early 1970’s which sought
to explain the geographical distribution of all agents in a given urban area
without making a priori assumption about any center. And in line with the
developments in industrial organization theory in late 1970, monopolistic
competition models of class C1 has arisen beginning in late 1980’s in urban
economics and early 1990’s in NEG (Fujita, 2010).

2.2. International Trade and Economic Geography

International economics might be expected to be treated as a
special case of economic geography in which borders and the actions of
governments play a crucial role in shaping the location of production.
However, the analysis of international trade has not made use of insights
from neither economic geography nor location theory. Traditional trade
theory has treated countries as dimensionless points within which factors
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of production move instantly and without any cost from one activity to
another, and moreover trade among countries takes place in a space- less
platform where transportation costs are zero for all traded goods (Krugman,
1991Db).

By the mid 1970’s, trade theory was based on the notion of comparative
advantage which would result either due to technological differences
(Ricardian models) or differences in factor endowments (Hecksher-Ohlin
models). Countries were assumed to trade with each other over the goods in
which they have comparative advantage. With this notion, it makes vague
predictions for the location of economic activity in the sense that allowing
for each location to specialize in the production of goods with comparative
advantage. This would also hint on the idea that trade would take place
between dissimilar countries in dissimilar goods. In fact, comparative
advantage has explained clearly what was going on until that time. After
World War 11, especially after the major trade agreements of the 1950s and
1960s, the more puzzling trade patterns emerged, which Krugman (2009)
calls this new phenomenon similar-similar trade. He shows evidence on
the change in trade patterns by displaying the composition of British trade
circa 1910 and in the 1990°s. Britain, as a capital abundant country with
scare land, used to export manufactured goods and import raw materials
on the eve of World War I, and “the pattern of trade made perfect sense
in terms of classical comparative advantage” (Krugman, 2009, p. 562).
However, the situation in terms of trade patterns was not as easy as has
been to explain by traditional trade theories where Britain exported and
imported mainly manufactured goods in 1990°s. Moreover, trade that has
been restructured after World War 11, has started to place between similar
countries.

In fact, the case of similar-similar trade was not so incomprehensible
as Balassa (1966) has given the directions of intra-industry trade in Europe
as follows: each country would produce only some part of the potential
products it could produce within each industry importing those goods it
did not produce because specialization in narrower ranges of machinery
and intermediate products will permit the exploitation of economies of
scale through the lengthening of pro- duction runs” (as cited in Krugman
(2009, p. 562)). Even though these ideas were not unrealized or rejected
on the ground of being incomprehensible, they had been ignored because
they were associated with unexhausted economies of scale at the firm level
which had a direct implication of imperfect competition. And at that time,
there were not readily available general equilibrium models of imperfect
competition where “trade theory, perhaps more than any other applied field
of economics, is built around general equilibrium analysis”(Krugman,
2009, p. 563).
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So, from Ricardo until the 1980s, the question of why there was
a special emphasis on comparative advantage rather than increasing
returns in explaining trade clarifies with the fact that comparative
advantage could be modelled using models that assumed constant
returns and competition, which were the tools at hand (Krugman,
1991b). In the meantime, mid-1970’s witnessed a “new wave of theory
in industrial organization which provided the economics profession
with a menu of models of imperfect competition” (Krugman, 1991b, p.
6). The monopolistic competition models in the presence of increasing
returns developed in the field of industrial organization, in particular
the model developed by Dixit and Stiglitz (1977), has been applied to
many fields in economics. The so-called increasing returns revolution
first has been influential in international trade theory by the end of
1970’s, and a few years later growth theorists applied the tool-box
to economic growth theory where sustained growth arose from the
presence of increasing returns. These two fields are widely known as
“new trade theory” and “new growth theory” which Krugman (1998)
calls the second and third wave of increasing returns revolution, and
later the “new economic geography” will be named as the fourth®.

Monopolistic competition models explored within the line of new
trade theory provided a context for international trade that completely
bypassed the conventional arguments based on comparative advantage.
This context has been able to give way to trade between countries that
were identical in resources and technology where they specialize in
producing different products due to consumers’ love of variety. Moreover,
they were able to provide explanation for similar-similar trade where
“similar countries had little comparative advantage with respect to each
other, so their trade was dominated by intra-industry trade caused by
economies of scale” (Krugman, 2009, p. 564).

The main purpose here is far from surveying the existing literature
on new trade theory, nor present its theoretical background which
definitely is another research topic. Yet, it is important to bring into
view what new trade theory came along with. Krugman (1979) with his
path-breaking work not only clearly articulated this new revolutionary
approach for international trade theory, but also planted the seeds of
new economic geography where location of economic activity can
be analyzed within the framework of a general-equilibrium model
(Committee, 2008).

In Krugman’s (1979) approach, economies of scale that are internal
to the firm lies in the core which amounts to that firms are able to

6 The seminal and major articles related to new trade theory and new growth theory may be
referred as Krugman (1979, 1980, 1981) and Romer (1986, 1987, 1990), respectively.
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reduce their average costs by expanding production. The simple model
in a closed economy setting produces a result such that the larger the
economy the more variety of goods are produced which is the channel
through which increasing returns operate. Due to consumers’ taste
for variety in the model, the consumers benefit from higher production
in terms of increasing variety where firms exploit economies of scale
by producing more. Then, one is able to compare “autarky” situation
where there is no trade with the case of trade taking place between
two countries. Assuming that countries have identical tastes and
technologies (and factor endowment differences are ruled out by one-
factor model), when trade takes place between two economies at zero
transportation cost, both the scale of production and the range of goods
available for consumption will increase’. So, welfare in both countries
will increase, both due to higher real wages and increased choice. With
this analysis he shows that economies of scale may give rise to trade
and gains from trade even in the absence of differences in tastes,
technology, or factor endowments. However, the direction of trade is
indeterminate in this model, that’s to say which country exports which
goods is not known, it can only be said that each good will be produced
in only one country (Krugman, 1979).

Building on Krugman’s approach, an extensive literature has
developed in this field exploring the implications of increasing returns
and monopolistic competition on international trade. However, one
of the important contributions has come from Krugman (1980) where
he extended his 1979 model by incorporating transportation costs
and home market effect into it. There has been a significant decline in
transportation costs during 19th century which contributed largely to
the growth of trade and it was not accounted for in trade models till then.
Including transportation costs, then allowed for adapting home market
effect into trade models analytically. Home market effect basically arises
when transport costs are explicitly considered, imperfectly competitive
industries tend to concentrate their production in their larger markets
and to export to smaller ones (Ottaviano and Thisse, 2004). Krugman
(2009, p. 565) explains the basic intuition behind transportation costs
and home market effect as follows:

“Increasing returns provide an incentive to concentrate production of any
one product in a single location; given this incentive to concentrate, transport
costs are minimized by choosing a location close to the largest market, and this
locationthen exports to other markets”.

7 Due to the symmetry in two economies, wage rates will be equal and the price of any good
produced in either country will be the same
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While the work of Krugman (1979, 1980) had an immediate impact
on the trade literature and provoked further research, it would take more
than ten years for his approach to have an important influence on the
economic geography literature which will be mentioned in the following
sections®. He explains in his own words how his interest evolved from
international economics to economic geography as follows:

“As I explained in Krugman (1991), I initially thought that some interesting
things about the increasing factor mobility might be said from my own perspective
on international trade. As I worked on the subject, however, I found that my
analysis was drifting further and further away from international economics
as I knew it. In international economics, we take as our base case a world in
which resources are completely immobile but in which goods can be costlessly
traded. What I found myself gravitating towards was a style of model in
which factorsof production were perfectly mobile but in which there were costs
to tramsporting goods. In other words, I found myself doing something closer
to classical location theory than to international trade theory.”(Fujita and
Krugman, 2004, p. 151).

3. Sources of Agglomeration

As mentioned in the previous section, agglomeration phenomenon
has been in the research agenda of many scholars from different
disciplines for a long time. The common purpose of these disciplines
may be stated as the effort they pay to understand the reasons behind the
tendency of economic activities to agglomerate. Although they differ in
terms of their theoretical frameworks and the way they approach to
the subject, clustering phenomenon eventually derives from internal
or external economies of scale (Karlsson, 2008). From this point view,
one may present generally accepted sources of agglomeration as natural
advantages, externalities, internal increasing returns and transportation
costs.

3.1. Natural Advantages

Natural advantages refer to exogenously given characteristics of
different locations, such as climatic conditions, availability of raw
materials, proximity to natural harbors, etc. Prior to industrialization
process, the distribution of economic activity has been determined
by the distribution of land available for agricultural production (Kim,
1999). Besides emphasizing the importance of externalities, Marshall
(1890) has also identified natural advantages as one of the main causes
of geographic concentration of production.

8 The final section of Krugman (1979) on migration and agglomeration and incorporation of
transportation costs and home market effect in Krugman (1980) basically form the nucleus of,
which later will be called, NEG.
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“Many various causes have led to the localization of industries, but the chief
causes have been physical conditions, such as the character of the climate and
the soil, the existence of mines and quarries in the neighborhood, or within
easy access by land or water. Thus, metallic industries have generally been
either near mines or in places where fuel was cheap. The iron industries
in England first sought those districts in which charcoal was plentiful, and
afterwards they went to neighborhood of collieries. Staffordshire makes many
kinds of pottery, all the materials of which are imported from a long distance;
but she has cheap coal and excellent clay for making the heavy saggars or
boxes in which the pottery is placed while being fired. Straw plaiting has its
chief home in Bedfordshire, wherestraw has just the right proportion of silex to
give strength without brittleness, and Buckinghamshire beeches have afforded
the material for the Wycombe chair making. The Sheffield cutlery trade is due
chiefly to the excellent grit of whichits grindstones are made”(Marshall,
1890, p. 268-269)

Also known as ‘first nature’, as dubbed by Krugman (1993), is
certainly “important to explain the location of heavy industries during
the Industrial Revolution, because the proximity of raw materials was a
critical factor” (Ottaviano and Thisse, 2004, p. 2565). However, it fails
to provide reasonable explanation for other forms of agglomeration,
for instance Silicon Valley type, which have nothing to do with natural
advantages. Nevertheless, Ellison and Glaeser (1997) state that even if
natural advantages as a reason for geographic concentration may not
seem exciting, still it explains some of the observed agglomerations,
for instance importance of climate for wine industry, proximity to
coasts for shipbuilding industry etc. Although they don’t differentiate
between natural advantages and spillovers in their 1997 model, they
consider only natural cost advantages as a reason for agglomeration in
Ellison and Glaeser (1999) and conclude that 20 per cent of measured
geographic concentration in U.S. can be attributed to a few observable
natural advantages. Kim (1999) also attempts to differentiate between
natural advantages and spillovers causing geographic concentration by
controllingfor factor endowments and shows that factor endowments
explain alarge amount of the geographic variation in U.S. manufacturing
over time. These studies show that, although natural advantages are not
solely capable of capturing the incentives behind agglomeration, they
do account for some clustering behavior and better not to neglect them
by deeming as obsolete.

3.2. Externalities

Theories of agglomeration have extensively utilized the notion
of scale economies as principal factors explaining the spatial
agglomeration of firms. Internal economies of scale are associated with
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production conditions of a single firm, while external economies are
independent of a single firm but accrue to all firms located in the
same area. Internal increasing returns are placed at the core of
NEG which will be discussed in the next section. On the other
hand, external economies generally have been used in modelling
agglomeration by urban economists, regional scientists, geographers
and even by management scholars. Before going deeper, it is important
to remark that external economies, or shortly externalities, are pure
in the sense that which are external to an individual firm but internal
to the industry. Externalities handled by this manner allows one to
work within the realm of perfect competition providing a convenient
framework for modelling. Furthermore, external economy models, if
appropriately designed, are able to yield same agglomeration outcomes
as monopolistic competition models. However, the shortcoming of
these models arises as the vague description of the sources of external
economies which in turn leads the spatial extent to be determined
exogenously in an ad hoc manner (Fujita and Krugman, 2004).

Setting theoretical modelling discussion aside, the contribution of
the conceptof external economies in the form of localization economies
is attributed to Marshall (1890) where identified three distinct reasons
for localization: labor market pooling, input sharing and knowledge
spillovers.

Labor market pooling: First, concentration of a number of firms
in an industry in same location allows workers a pooled market with
specialized skills which benefits both workers and firms:

“When an industry has thus chosen a location for itself, it is likely to stay
therelong: so great are the advantages which people following the same skilled
trade get from near neighborhood to one another...A localized industry gains
a great advantage from the fact that it offers a constant market for skill...
Employers are apt to resort to any place where they are likely to find a good
choice of workers with the special skill which they require; while men seeking
employment naturally go to places where there are many employers who need
such skill as theirs and where therefore it is likely to find a good market. The
owner of an isolated factory, even if he has good access to a plentiful supply of
general labor, is often put to great shifts for want of some special skilled labor,
and a skilled workman, when thrown out of employment in it, has no easy
refuge.”(Marshall, 1890, p. 270)

This agglomerative force defined by Marshall (1890) is known as labor
market pooling. Krugman (1991Db) clarifies the nature of the gains from
labor market pooling with a trivial example. Assume that there are two
locations and only two firms in an industry, each of which can produce
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in either of only two locations. They use the same distinctive kind of
skilled labor in their production, however their demands for labor are
not perfectly correlated for some reason, may be due to producing
differentiated products that face uncertain demand or being subject to
firm specific production shocks. In the end firms’ demand for labor
is imperfectly correlated and uncertain. For the sake of concreteness,
now think that each firm face both good and bad economic conditions
during their production where in the former case they employ more
and, in the latter, less of specialized workers. Suppose that it employs
125 workers in good and 75 workers in bad conditions, also assume that
there 200 workers with these specialized skills thus average demand
for labor equals supply. At this point, the crucial question arises as:
Will both firms and workers be better off if two firms choose different
locations each forming a company town with a local labor force of 100
workers or if they choose the same location with a pooled labor force of
200 workers that can work in either firm? When we consider the case
from firms’ point of view, they will be better off by locating in the
same location, such that they will beable to hire more during good
conditions taking advantage of the pooled labor. Otherwise, if they had
located separately, they would have had to content with the existing
local labor force which does not suffice to meet labor demand in good
times resulting in an excess demand for labor. If both firms located in
the same location, however, then at least occasionally one firm’s good
conditions would coincide with other’s bad conditions and additional
workers would be available. Considering the case from workers’ side
gives the same result as in good times they have more opportunity to be
employed especially when one firm’s bad conditions will be offset by
the other firm’s good conditions.

Krugman (1991b) argues that uncertainty alone would not suffice
to generate localization. In the previous example it was a necessary
condition for each firm to locate in only one location to take advantage
of labor market pooling. However, if divisibility is assumed in
production, such that each firm would split into two identical firms,
then the same pattern would be replicated in both locations and the
motivation for localization would be gone. So, in order to make the
assumption that both firms choose the same location, at least some
form of indivisibilitiesshould exist in production. If there are sufficient
economies of scale in production, a single production site emerges. In
this sense, he fills the gap in Marshall’s labor pooling argument by
emphasizing the role of increasing returns. Yet, he claims that this is
not a description of the process that might bring about concentration,
rather only an argument for the advantage of concentrated production.
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Following that, he formalizes the labor market pooling argument with
the help of a phase diagram in which horizontal axis shows the West’s
share of workers, vertical axis shows West’s share of firms and two
curves depicting which distributions of firms and workers will leave
the typical firm and worker respectively indifferent between the two
locations’. With this rough formalization he shows that three equilibria
emerge, one of which is knife-edge unstable. Depending on the initial
conditions there arise a converge towards concentration of both firms
and workers either in East or West.

Input sharing: The second Marshallian force for agglomeration is the
provision of non-traded inputs specific to an industry in greater variety
and at lower cost. As Marshall (1890) verbalizes:

“Subsidiary trades grow up in the neighborhood, supplying it with implements and
materials, organizing its traffic, and in many ways conducing to the economy of
its material...the economic use of expensive machinery can sometimes be attained
in a very high degree in a district in which there is a large aggregate production

of the same kind, even though no individual capital employed in the trade be very
large. For subsidiary industries devoting themselves each to one small branch of
the process of production, and working it for a great many of their neighbors, are
able to keep in constant use machinery of the most highly specialized character,

and to make it pay its expenses...”(Marshall, 1890, p. 270)

The advantage of input sharing is straightforward such that “a
localized industry can support more specialized local suppliers, which
in turn makes that industry more efficientand reinforces the localization”
Krugman (1991b, p. 49). The notion of input sharing also crucially
depends on the existence of scale economies in input production. In
the absence of scale economies in input production even a small scale
of production would be as efficient as a large one. A large center of
production is able to have more efficient and more diverse suppliers
than a small one only in the presence of increasing returns (Krugman,
1991Db).

Similar to the example in labor pooling argument, Krugman (1991b)
provides a trivial example to illustrate how input sharing stimulates
agglomeration. Assume that there is a variety of products each of which
is demanded as a final good and as an input in the production of other
goods. For the sake of simplicity, it is supposed that intermediate goods
and final goods are the same. In order to concretize assume that the
typical product within these varieties has total sales of 10 units, but

9 For details about the phase diagram analysis and further thoughts on labor pooling regarding
discussions about labor market clearing conditions and monopsony power for firms, the reader
may refer to Krugman (1991b, p. 41-48).
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that of 4 are sold to manufacturers of other varieties and accordingly it
requires 4 units of intermediate inputs which are drawn from the same
industry producing other varieties in order to produce that 10 units.
Further assume that there are two locations possible for production,
East and West, and each own these locations also include half of the
final demand, that is 3 units of each variety of product. So, given these
conditions where would a firm choose to locate? The answer depends
on the location choice of other firms. If all other firms are located in
the West, then 7 (3 final plus 4 intermediate) of the 10 units of total
demand for a particular product that the firm produces will come from
the West. This will stimulate a firm to locate its production in West as
well because all of the firm’s supplies of intermediate goods will come
from West and locating there will provide a firm transportation cost
advantage. Thus, both forward and backward linkages will create an
incentive to concentrate production.

Based on the Marshall’s insight on input sharing, Venables (1996)
presents a formal general equilibrium model where agglomeration is
generated by interaction between the location decisions of vertically
integrated firms in industries that are linked through input-output
structure. Downstream industry forms the market for upstream industry.
Upstream industry considering market access are then attracted to areas
where there are many downstream firms, which is a demand linkage.
Apart from this, there is also a cost linkage such that firms in the
downstream industry will face lower costs if they locate where there
are many upstream firms since they will be saving in transportation
costs in intermediate goods. So, both cost and demand linkages
together will act as centripetal forces for the agglomeration of activity.
On the other hand, location of immobile factors of production and
final consumer demand will act as centrifugal forces working against
agglomeration. Characteristics of the industry, especially the strength
of vertical linkages between industries and the cost of transportation
between locations will determine the balance centripetal and centrifugal
forces which will in turn determine the extent of agglomeration. As a
result, unique or multiple equilibria may arise which comprises either
dispersed production or the concentration of production at a single
location'. It is important to highlight that linkages derive their effect
from the interaction of trade cost with increasing returns to scale and
imperfect competition.

10 Krugman and Venables (1995) assume that the upstream and downstream industries are
really the same to simplify the basic insight of input-output structure between firms. That means
the same goods are consumed and used as inputs to production of other goods. In international
economics framework they present a formal of industry concentration where the world is divided
into two parts North and East and show that gradual process of expanding world trade as a result
of falling transportation costs cause the world to divide into a high-wage, industrialized North
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Knowledge spillovers: Third and most compelling Marshallian
externality explaining agglomeration is knowledge spillovers. He
asserts the benefits of knowledge spillovers as follows:

“The mysteries of the trade become no mystery, but are as it were in the air...
Good work is rightly appreciated, inventions and improvements in machinery,
in processes and the general organization of the business have their merits
promptly discussed. if one man starts a new idea, it is taken up by others and
combined with suggestions of their own, and thus, it becomes the source of
further new ideas”(Marshall, 1890, p. 270)

Knowledge spillovers emanates from non-market interactions
such as imitation, business interactions, face to face communication,
inter-firm circulation of skilled labor without involving any monetary
transaction. These type of interactions paves the way for transmission
and exchange of knowledge, ideas, information, products and
processes. Since the firm that creates the new knowledge cannot fully
appropriate it, this knowledge spills over to other firms affecting their
innovativeness positively. Also, it contributes to the stock of knowledge
available for each firm in the industry. Knowledge that spills over
is tacit by definition, it is uncodified and can only be acquired via
social interactions, hence distance matters. As they are geographically
bounded to regions in which the new knowledge is created, geographic
proximity becomes essential and creates an incentive for firms to locate
in these regions (Beaudry and Schiffauerova, 2009). Urban economics
literature widely explores knowledge spillovers as a source of urban
agglomerations'' which is commonly known as MAR (Marshall-
Arrow-Romer) externalities as later formalized by Glaeser, Kallal,
Scheinkman, and Shleifer (1992).

At this point it would be useful to make a distinction between
three types of externalities asserted by Marshall. First two types of
externalities discussed above (labor pooling and input sharing) as
a source of agglomeration are pecuniary externalities which refer to
“the benefits of economic interactions which take place through usual
market mechanisms via the mediation of prices” (Fujita and Thisse,
1996, p. 345). On the other hand, technological externalities arise
through non-market interactions via processes affecting the utility

and a low-wage, primary-producing South. Later, as transportation costs continue falling South
rises again at the expense of North

11 For a theoretical survey on the micro-foundations of urban agglomeration economies the
reader may refer to Rosenthal and Strange (2004). Contrary to taxonomy made previously in
Marshallian externalities, they distinguish theories by the mechanism driving them and identify
three types of micro-foundations, based on sharing, matching, and learning mechanisms. First
presenting a core urban model under each category, they discuss the literature in relation to
those models.
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function of individuals or production function of firms'?. Generally,
a wide range of theoretical models in urban economics are based
on technological externalities in the form of knowledge spillovers,
business communications, face-to-face communication, and other
spatial externalities. Treating externalities arising from non-market
interactions as external to the firm but internal to the industry allows
these models to work under constant returns to scale and perfect
competition, which is likely to explain why these models appeared long
before the development of NEG (Fujita and Thisse, 2009).

However, new economic geographers, who perceive technological
externalitiesas knowledge spillovers or pure Marshallian externalities,
have been rather shy on this topic. Theoretical NEG models are solidly
based on pecuniary externalities where forward and backward
linkages (through input-output structureas in Krugman and Venables
(1995) or between firms and workers/customers as in Krugman
(1991a)) in conjunction with increasing returns and transportation
costs are able to generate agglomeration endogenously without making
further a priori assumptions about location of economic activity. Fujita
and Thisse (2009) describe technological externalities as “black box”
that hide the actual micro- interactions causing such externalities to
arise. In Fuyjita and Krugman (2004, p. 160) Krugman notes that:
“This is not because I do not agree with the potential importance of
such agglomeration forces, but because I could not find any solid
micro-model of knowledge spillovers or communications”. And they
summarize the disadvantages of pure externality models as follows:

“In particular, the sources of external economies are vague, at best. When
normative or policy questions are addressed, we need to know more precisely
the natureof external economies. Furthermore, since the underlying mechanisms
of external economies are not clear, their spatial extent can be specified only
exogenously in an ad hoc manner. Even when the spatial process of external
economies is well-specified, the essential details regarding the information/
knowledge externalities are often missing. For example, in communication
externality models of urban morphology (Fujita and Thisse 2002, Chapter 6),
although the communication process is well specified, it is not clear what
information is exchanged and how it is utilised by firms. Furthermore, the
nature of information/knowledge externalities is essentially dynamic, and
hence their full-fledged treatment requires a dynamic framework “(Fujita and
Krugman, 2004, p. 160).

Now, the fundamental pillars of NEG and its remarks on the
agglomeration phenomenon may be considered.

12 The original discussion about the nature of externalities has been provided by Scitovsky
(1954) where he distinguished externalities as pecuniary and technological.
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3.3. Increasing Returns and Transportation Costs

As discussed in previous section agglomerations occur through
both technologicaland pecuniary externalities. Even though Marshall
has not provided the channels through which agglomeration arises, the
urban economics literature put a special emphasis on external increasing
returns as a requisite for agglomeration. However, on the one hand
working within the framework of external scale economies enables one
to deal with constant returns to scale and competitive markets, on the
other hand it requires the location of economic activity to be specified
exogenously since it cannot be derived from the model. The main line
of NEG is “how to explain the formation of a large variety of economic
agglomeration in geographical space” (Fujita and Krugman, 2004, p. 140).
Geographic concentration of economic activities is the outcome of two
opposing forces, centripetal forces that tend to pull economic activity
together and the centrifugal forces that tend to push it apart. NEG
demonstrates how the geographical structure of the economy is shaped
by the tension between these forces by providing them micro founded
explanations in a full-fledged general equilibrium setting.

Centripetal forces listed in the first column of Table 1 are in fact
three Marshallian sources of external economies discussed in the
previous section. A large local market creates both backward linkages
(i.e., locations with better access to large markets are preferred for
production subject to scale economies) and forward linkages (i.e.,
a large local market promotes the local production of intermediate
goods by lowering the costs of downstream firms). A thick labor
market, especially for specialized skills, allows firms to access workers
easier and vice versa. And an industrial concentration may create pure
external economies via knowledge spillovers. Centrifugal forces are
listed on the second column. Immobile factors, which involve land,
natural resources and, in an international context, workers, preclude
concentration of production both from supply side (some production
locates in where the workers are) and demand side (some production
locates close to consumers due to dispersed markets). Land rents tend
to increase due to the concentration of economic activity since demand
for local land increases, and accordingly this creates a disincentive
for further concentration. Also, concentration of production is likely
to create pure external diseconomies such as congestion (Krugman,
1998).
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Table 1: Forces Affecting Geographical Concentration

Centripetal forces Centrifugal forces
Market-size effects (linkages) Immobile factors

Thick labor markets Land rents

Pure external economies Pure external dis-economies

Source: Krugman (1998)

Without doubt, real world agglomeration phenomenon arises out
of interactions between all these forces but NEG focuses on the first
item of each column in Table 1 to conduct analytical work on economic
geography. The choice of centripetal and centrifugal forces, namely
linkages and immobile factors, definitely reflects concrete modelling
concerns'®. The modelling strategy of NEG allows for an “approach
that concentrates on the role of market-size effects in generating
linkages that foster geographical concentration, on one side, and the
opposing force of immobile factors working against such concentration
on the other” (Krugman, 1998, p. 9).

The seminal work of Krugman (1991a) introduces a framework
that demonstrates the interactions among increasing returns at the firm
level, transport costs and factor mobility give rise to spatial economic
structure to emerge and change. The existence of increasing returns
at the firm level is a crucial factor in explaining agglomeration which
assures economy not to give way to so called ‘backyard capitalism’'*.
The indivisibilities existent in production motive firms to concentrate
production in a small number of plants. It is more profitable for firms to
produce on a large scale in a few places and trade its goods to dispersed
consumers which allows them to avoid fixed costs that would arise in
the case of dispersed production. So, increasing returns constitute the
centripetal force for agglomeration. However, it is important to note that
geographic extension of markets prevents production to concentrate
only in a single place because transportation is costly. Hence, spatial
dispersion of demand acts as a centrifugal force. Therefore, a trade-off
arises between increasing returns and transportation costs for the firms
to consider whether to concentrate production or not (Fujita and Thisse,

13 For an elaborative discussion on modelling strategy and principles of NEG the reader may
refer to Krugman (1998, 1999).

14 The assumption of non-increasing returns has dramatic implications for economic
geographers. Under this assumption, coupled with the uniform distribution of resources, the
economy reduces into Robinson Crusoe economy where each individual produces for herself/
himself which is called backyard capitalism. Without recognizing indivisibilities, each location
operates as an autarky where goods are produced on a small scale sufficient to meet local demand.
Trade possibly occurs between locations if the distribution of resources is not uniform (as in
traditional trade theory). It is obvious that unequal distribution of resources is an insufficient
explanation for understanding geographic concentration phenomenon (Fujita and Thisse, 1996).

219
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1996). Furthermore, factor mobility will have a reinforcing effect on
the concentration of production. To gain the basic insight about how
agglomeration emerges out of the interaction among these factors,
the core-periphery model of Krugman (1991a) will be mentioned in
general terms'.

The basic framework of the model introduced by Krugman
(1991a) can be described as follows. There are two regions, two sectors
(agriculture and manufacturing) and two types of labor (farmers
and workers). The manufacturing sector produces a continuum of
horizontally differentiated products where each firm produces a different
variety of product under increasing returns to scale using workers as
the only input'®. On the other side, agricultural sector produces a
homogenous product under constant returns with farmers used as the
only input for production. Workers are freely mobile between two
regions while farmers are immobile and equally distributed between
two regions. Finally, the agricultural good is traded costless between
two regions whereas the inter-regional trade of manufacturing goods
involves a positive transport cost in the form of iceberg’’(Fujita and
Krugman, 2004).

15 For a formal presentation of the model the reader may refer to the original paper.

16 This feature derives due to employing monopolistic competition model introduced by Dixit
and Stiglitz (1977) which assumes a continuum of goods that allows the modeler to “respect
the integer nature of many location decisions - no fractional plants allowed - yet analyse their
models in terms of the behaviour of continuous variables such as the share of manufacturing in
a particular region” (Krugman, 1999, p. 146).

17 Iceberg transport costs are first introduced by Samuelson (1954) which asserts that “a
fraction of any good shipped simply ‘melts away’ in transit, so that transport costs are in effect
incurred in the good shipped”(Krugman, 1999, p. 146). Modelling transportation costs this way
allows one to avoid modelling transportation sector as a separate one in a general equilibrium
framework.
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Figure 1: Circular Causation Created by Centripetal Forces

Attract alarger
number of firms

Crete a larger Provide alarger
demand for the number of
differentiate good differentiate goods

Attract more Lower price index
workers move to of manufactured
this region good, hence higher
real income

Backward linkages <= == Forward linkages

Source: Author’s illustration based on Krugman (1991a)

In this model, centrifugal forces are created by immobility of
farmers as they consume both goods and firms may choose to
locate closer to them to meet the demand for manufactured goods.
Centripetal forces are more complex and involves a circular causation
as shown in Figure 1. First, if a large number of firms are located
in region 1, a greater number of varieties are produced. Workers (who
are also consumers) will have a better access to a greater number of
varieties compared to workers in region 2. In addition to this love of
variety, there is also price index effect at work. The equilibrium price
index of manufactured goods faced by consumers will be lower in
region 1 because firms do not undertake price discrimination between
regions. Thus, lower price index will generate a real income effect
for workers in region 1 which will induce more workers to migrate
there from region 2. An increase in the number of workers in region 1,
who are also consumers, triggers the concentration process as follows.
The resulting increase in the number of workers (consumers) creates a
larger demand for manufactured goods in region 1 which lead more firms
to locate there via home market effect. Because of scale economies
there is an incentive to concentrate production of each variety in only
one region and because of transportation costs it is more profitable to
produce in the region offering a larger market and ship to the other.
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This implies the production and availability of even more varieties
of differentiated product in region 1, where the cycle starts again.
Briefly, a circular causation for agglomeration of firms and workers
is generated through forward linkages (workers’ motive to be close to
the producers of consumer goods) and backward linkages (producers’
motive to concentrate where the market is larger) (Fujita and Thisse
(1996), Fujita and Krugman (2004)).

Krugman (1991a) shows that, if forward and backward linkages
are strong enough to surpass centrifugal forces generated by immobile
farmers, the economy will end up with core-periphery pattern in which
all manufacturing is concentrated in only one region. The emergence
of core-periphery pattern is more likely (i) when transportation costs
for manufacturing is low enough, (ii) when varieties of products are
sufficiently differentiated and (iii) when the share of manufacturing
sector in the economy is large enough. Agglomeration may or not
occur due to the parameter values of the model. However, a small
change in critical parameters may move the economy from one in
which two regions are symmetric to the one in which initial advantages
cumulate and transform one region into an industrial core and the other
into de-industrialized periphery. That means the dynamics of the model
are subject to catastrophic bifurcations which refers to points at which
their qualitative character suddenly changes (Fujita and Krugman,
2004).

4. Concluding remarks

Originating from the early discussions of von Thiinen, localization of
economic activity has attracted attention from many scholars related to
different disciplines. 1950’s witnessed the rise of regional science which is
followed by urban economics in 1960’s. However, it had to await for almost
thirty years for location to be considered as an important integral part of
economics. With the rise of new economic geography in early 1990’s, the
attention of scientists has shifted on the role of space and geography in
understanding the distribution of economic activity.

Without doubt, an extensive review of the locational analysis within
the vast body of theoretical literature has been beyond the scope of this
study and is the interest of another research per se. Instead, this study
presented a brief overview of the locational analysis enlightening the
path to the emergence of new economic geography. It is clearly seen that
NEG models have opened up a new way of theorizing agglomeration
phenomenon. Based on the same modelling architecture and modelling
tricks, this framework also contributed to the development of regional
models, urban system models and international models (discussed in
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detail in Fujita, Krugman, and Venables (2001)) in which agglomeration
emerges without making a priori assumptions in a general equilibrium
setting. This new field have been respected by other disciplines such
as urban economics and regional science despite employing different
approaches and the search for a unifying mechanism between NEG
and these disciplines began'®. Yet, it is still open to developments and
experiencing advances progressively.

18 Behrens and Thisse (2007) show that concepts and tools developed in NEG may be used to
revisit several problems in regional economics.
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1. Introduction

We are in the 21st century which includes threats, challenges and as
well as opportunities. The exponentially increasing speed of technological
developments, constantly changing needs and trends of customers are
also changing the way of businesses interaction of companies with their
customers.

Companies are trying to gain competitive advantage by using
marketing and sales organizations together. Especially, while customer-
oriented approaches support CRM initiatives, an integrated CRM will
support the strengthening of customer relations, increase of customer
satisfaction and loyalty and sales performance positively.

Many companies have perceived CRM that accompanied by numerous
uncoordinated initiatives as a technological solution for problems in
individual areas. However, CRM should be considered as a strategy when
a company decides to implement it due to its humanitarian, technological
and process-related effects (Mendoza et al.,, 2007, p. 913). CRM is
evolving today as it should be seen as a strategy for maintaining a long-
term relationship with customers.

A CRM business strategy includes the internet with the marketing,
sales, operations, customer services, human resources, R&D, finance, and
information technology departments to achieve the company’s purpose and
maximize the profitability of customer interactions (Chen and Popovich,
2003, p. 673).

After Corona Virus Disease-2019/Covid-19 (Coronavirus) first
appeared in Wuhan, China towards the end of 2019, its effects began to
be felt clearly all over the world. If the Coronavirus crisis is not managed
properly in Dbusiness-to-business (B2B) and business-to-consumer
(B2C) sectors, it can have serious negative consequences. In this crisis,
companies can typically face significant losses in their sales performance,
existing customers and customer satisfaction, interruptions in operations
and accordingly bankruptcy.

2. Problem

Intoday’s world where the changing dynamism of business life and the
competition brought by globalization is felt more and more each day, it has
become very important to develop and maintain long-term relationships
with customers.

Thanks to the rapidly advancing technology in the recent past and
today, production techniques are developed, products and services are
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easily imitated, becoming abundant and competition is much more
effective. In this sense, one of the most important factors affecting
companies that dominate business life and use the latest technologies
is competition. According to Demir and Kirdar (2013), competition has
never tired the manufacturers, marketing, and sales teams this much in
any previous period. For companies that have to sell more every day and
compete fiercely, it is a serious necessity to gain customers and not lose
what they have gained (Kirdar and Demir, 2013, p.294). For companies
that providing the best customer satisfaction, as well as managing the
sales team effectively and in line with the targeted results, is increasingly
important for middle and senior management.

Today, companies should be able to collect, evaluate and use customer
information in the best way in order to increase and keep their market
shares, profitability, customer satisfaction high, and to keep their customers
in the long-term. It is great importance where and how the data collected
from customers will be used in the most accurate way (Demirbag, 2004,

p.7).

Considering the evolving and changing customer expectations,
competition, and market structures, it can be said that traditional sales
organizations and processes are and will be under pressure (Piercy, 2010,
p.349). In this sense, CRM is directly related to customer satisfaction,
marketing and sales goals and concerns (Demirbag, 2004, p.35).

3. Goal

It is to investigate and evaluate the impact of CRM on the customer
satisfaction and as well as the sales performance of sales professionals
of companies in the B2B and B2C business areas in Turkey’s largest 500
companies (Fortune 500).

Hypothesis

= HI1: The usage of CRM provides increased performance with
customers.

» H2: The usage of CRM provides increased of sales process
effectiveness.

= H3: The usage of CRM positively affects customer satisfaction.

= H4: Customer satisfaction positively affects the increase in
performance with customers.

= HS5: Customer satisfaction positively affects the increase of sales
process effectiveness.
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Customer Satisfaction

4. Importance

CRM in Turkey is still an established and developing concept, and it is
seen that the rate of usage and success is low, especially compared to CRM
applications in the USA where is the place of origin. Large companies in
Turkey are convinced of CRM, but for small and medium-sized enterprises
(SMEs), CRM is seen as a costly system which large companies can use
(Demirbag, 2004, p.47,48).

In this study, as companies in the B2B and B2C business areas within
the scope of Turkey’s 500 largest companies determined according to
company turnover in 2019, the effect of CRM on customer satisfaction and
the performance of sales professionals will be discussed, and also the CRM
information about the level of application of the concept in companies in
Turkey today will also be obtained.

When the studies in the field are examined, it is stated that CRM is
not only technological infrastructure and software platform, but also
a customer-oriented business, competition, and management strategy.
Although CRM emerges from a technology-centered idea, the main issue
that needs to be emphasized is the fact that customer relations arise from a
human-centered and human relations-intensive understanding. Therefore,
while evaluating the subject, technology should be evaluated as integrated
with human (Ozdagoglu, Ozdagoglu and Oz, 2008, p.368).
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CRM has the purpose of acquiring and maintaining loyal customers,
as well as managing long-term profitable relationships with customers.

Strong customer relationships are associated with behavioral outcomes
such as customers recommending others about the business and its
products, customer retention, share of wallet, cross selling. This situation
can also reduce the costs of the business to find new customers (Giiltekin
and Kement, 2018, p.42).

The strategic use of CRM helps reduce the resources, effort, and time
wasted in sales professionals’ interactions with B2B buyers, because B2C
purchases are less complex and relationship-based than B2B. (Saini et al.,
2010, p.368).

The use of CRM helps to go deeper into pre-sales and post-sales
support based on a historical analysis of the buyer’s needs. It is easier
to cross-sell or incrementally up-sell in B2B purchases, because CRM
realizes relational state dependency in B2B purchases and makes it more
useful than B2C purchases.

5. Definitions

5.1 Customer Relationship Management - CRM

The effect of globalization, technological developments, the decreasing
in demands in today’s markets, the increasing demands and needs of
customers with the emerging intense competition have brought CRM to an
important and critical position.

On the other hand, the understanding of marketing has become
obligatory from the product to the customer-centered approach, and
according to this approach, the power is no longer with the producer, but
with the customer.

Research by Mishra (2009) has shown that more and more companies
are realizing the importance of being customer-centric in today’s
competitive era, adopting CRM as a core business strategy, concluded that
CRM can help companies manage their interactions with customers more
effectively to remain competitive (Mishra and Mishra, 2009, p.83).

It is much more important than past for companies to be closer to
customers, manage relationships and understand them in order to achieve
their goals. In this sense, CRM is successful and effective in managing
such an important change.

CRM has also increased the opportunity for companies to understand
what their customers have done in the past, their current needs and
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their plans to reach their future goals. On the other hand, in addition to
increasing customer loyalty, it also improves the communication between
the company and its customers (Xu, Yen, Lin and Chou, 2002, p.445).

While CRM is generally designed to help companies to organize their
sales activities, but not all CRM systems are suitable for companies. In this
sense, CRM differs in terms of features and use cases for B2B and B2C
sectors.

CRM is a long-term investment and company management should
know that this investment is long-term and the economic return will be also
long-term (Xuetal., 2002, p.446, 448). For this reason, CRM should be seen
as a management strategy of the company, planned, and implemented with
very detailed and supported by employees at all levels within the company.
Because, one of the most important problems in CRM applications is the
resistance of company employees. (Xu et al., 2002, p.447).

If we look at the definitions of CRM made within the scope of studies;

* CRM is not only an information technology, but also a comprehensive
business strategy (Crosby, 2002, p.271).

* CRM is all the tools, techniques and methods that enable the company
to manage and improve its relations with existing and prospective customers
and business partners, sales, and support units (Zeng et al., 2003, p.39).

* CRM is a concept that aims to establish a strategy and long-term
customer relations, which places the concept of customer throughout the
business, adopting the culture of being customer-oriented, and accordingly
profitability (Ersoy, 2002, p.5).

* CRM is an integrated information system used to plan, implement,
and control an organization’s pre-sales and after-sales activities. This
communication strategy, which is based on understanding the individual
needs of customers and establishing a deeper and long-term relationship
with them, is not a technology (Drummond, 2001, p.16).

* As a holistic approach, CRM best integrates sales, marketing,
customer service, field support and other units that are in relationship with
customers. It is also a concept that provides how companies can retain
their valuable customers, maintain long-term relationships with them and
at the same time reduce costs. Because, technological developments and
other applications can be imitated in a very short time and this situation can
not maintain its competitive advantage in the long-term. The “customer
relations” created by the company as a result of long and laborious efforts
can be difficult and costly to imitate (Odabasi, 2015, p.1).
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The purposes of CRM;

» Adapting the strategies of the customers and the processes of the
company in order to create customer loyalty and long-term profitability
(Rigby, Reichheld and Schefter, 2002, p.103).

* To improve customer relations by producing products and services
in line with customer needs in sales, marketing, and customer services
with the integration of all channels with which the customer is contacted
(Demirbag, 2004, p.6).

* Making customer relations profitable, providing differentiation,
minimizing costs, increasing the efficiency of the business, providing
harmonious activities and meeting customer demands (Kirim, 2001, p.104).

CRM database can have huge potential data, details of previous
purchases, contact details, hobbies and details of supports requested in the
past, etc. However, using CRM programs as expected can be complicated
and difficult. For this reason, it is important that the employees who will
use the CRM program have received the necessary training and that their
training is maintained according to current information. This approach
is necessary and important especially for sales professionals, because a
sales professional is in contact with customers after the first sale. If the
information obtained from customers is not correct and up-to-date, clues to
understanding customers’ needs and demands may be missed.

5.2 Business-to-Business — B2B

B2B sales, in short, is commercial transactions between companies.

It is possible to talk about two types of sales in B2B sales. First, selling
products such as office supplies, consumables, and computer equipment
that meet the needs of a business. This sales approach is similar to the B2C
process, but includes extra steps such as getting approval from a department
or purchasing manager. In general, for expensive or complex products and
solutions, the sales cycle on the buying side is longer and more people
are involved. Second, it is the sale of components to companies that they
will use to manufacture their own products. For example, when a tire
manufacturer sells tires to a car manufacturer.

B2B transactions are more applicable to manufacturing firms.
Wholesalers sell their products to retailers, who in turn sell these products
to end-consumers. Supermarkets are a great example of this, another
example being that Samsung is one of the largest suppliers of Apple
display products for iPhone manufacturing. Apple also maintains B2B
relationships with companies such as Intel, Panasonic, and semiconductor
manufacturer Micron Technology.
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The Coronavirus crisis is affecting B2B companies, particularly
marketing and sales operations.

In this sense, it appears to have heavy implications for most B2B
firms in the world. The decrease in sales triggers intra-organizational and
inter-organizational tension, revealing the necessity of new approaches to
manage the business operations of companies.

The Coronavirus crisis has shown that most B2B companies and
societies in general are unprepared to deal with a crisis of such magnitude
and nature.

According to Cortez and Johnston (2020), lock-down in the context of
implementation decisions taken during the Coronavirus crisis has proven

its weakness regarding the digital transformation of B2B companies
(Cortez and Johnston, 2020, p.126).

5.3 Business-to-Consumer — B2C

B2C sales, in short, is business transactions between companies and
consumers, that is end-users.

For many years, as a result of the efforts of individuals, consumer
movements, lawmakers, and the media, but with the help of today’s
technologies, more development of the role of the customer has been
achieved from one-way approach such as CRM to two-way interaction
(Gummesson and Polese, 2009, p.343). B2C CRM has been developed
specifically to meet the business needs of customer-facing companies.
Sales cycles are often shorter and customer potential is high. The CRM
must be dynamic enough to identify where sales are and which source
generates the highest revenue, in addition the internal search engine must
be very efficient and the segmentation of data well-structured as B2C
CRMs need to handle large volumes of data.

The adoption of electronic commerce (e-commerce) by customers in
B2C is attractive due to the distinguishing features of e-commerce such
as speed, time, location, cost and availability of alternatives (Shareef et
al., 2008, p.166,168). With e-commerce from B2C, a new structure has
emerged with direct sales by companies to individuals. This type of trade
between businesses and consumers can be defined as the sale of products
and services to the consumer via the internet in a way that can not be resold
or exchanged, for example; Amazon, Hepsiburada and Trendyol, etc. as
the rate of internet usage increases, B2C e-commerce, which is expected to
grow rapidly, creates new opportunities for SMEs are seen as backbone of
the economy (Sahbaz, Sokmen & Aytacg, 2014, p.2).
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5.4 Customer Satisfaction

Today’s modern, visionary, and customer-oriented companies try to
be customer-oriented in all their activities and are aware that they can only
have an advantage over their competitors in a competitive environment to
the extent that they achieve high customer satisfaction.

Customer satisfaction is an important value for companies that
strive to survive in the dynamic conditions of increasingly competitive
and changing business life, so companies that aim for absolute customer
satisfaction by understanding the current and future expectations and
needs of the customer can survive. Because satisfied customers gain new
customers with their positive speeches, but otherwise, dissatisfied customers
cause loss of customers with their negative speeches. Naturally, different
customers may have different expectations, and customer satisfaction
also depends on expectations, so the fact that a product or service meets
different demands and expectations of customers has a significant impact
on customer satisfaction.

The most important condition for maintaining a continuous advantage
in the competition is to ensure customer satisfaction. All initiatives and
results, such as improving operational processes of companies, reducing
costs, increasing profitability, improving existing investments or making
new investments, depend on customers and their satisfaction. According
to Fornell (1992), customer satisfaction can also reduce costs related
to warranty services, complaints, defective products, and field service
(Fornell, 1992, p.6,21).

According to Oliver (1997), satisfaction is the response to the
fulfillment of the consumer’s demands. It is a judgment that a product/
service feature, or the product or service itself, is (or is not) provided at a
happy level of satisfaction with consumption, including levels of under- or
over-fulfillment (Oliver, 1997, p.8). Studies indicate that repeat purchases
are high when products or services exceed customer expectations.
Customers who trust a company will continue to buy products or services
that satisfy them (Verma and Chaudhuri, 2009, p.57). According to Kotler
(1997), customer satisfaction expresses product performance as meeting
expectations, and dissatisfaction as falling behind expectations (Kotler,
1997, p.187).

Although there are some differences in the definition of satisfaction in
the literature, all definitions share some common elements. When viewed
as a whole, three general components can be identified: 1) Consumer
satisfaction is a response (emotional or cognitive), 2) Response relates to a
particular focus (expectations, product, consumption experience, etc.), and
3) The reaction occurs at a certain time (after choice and after consumption
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based on accumulated experience etc.) (Giese and Cote, 2002, p.4).

Anderson et al. (1994) investigated the effects of customer satisfaction
on the economic benefit and return of companies’ sales, and the findings
in the study showed that high customer satisfaction quality has a positive
effect on the sales and profitability of the company (Anderson, Fornell and
Lehmann, 1994, p.53).

In some cases, rewards are psychological management belief that if
employees know that customers are satisfied, then employees will be more
satisfied and work more effectively. In some cases, the rewards are hidden.
Management believes that in the long-term, a satisfied customer is an asset
of the firm, and this asset makes the firm more profitable. The measures of
the customer satisfaction are indicator of future profit potential, because
more satisfied customers will buy more, buy more often, buy at a higher
price, and share their satisfaction with others (Hauser, Duncan and
Simester, 1994, p.328,330).

Customer satisfaction to be obtained as a result of creating value for
the customer can bring the following benefits to companies; 1-) Increase
in repeated purchases at a higher rate, 2-) Increase in profit margins as a
result of more conscious management of costs and expenses, 3-) Increase
in motivation of employees and decrease in leaving the company, as
creativity will be supported (Odabasi, 2015, p.57).

The study by Hassan et al. (2014) showed that CRM has a significant
effect on customer satisfaction. This research concluded that CRM plays
an important role in increasing market share, increases productivity, raises
employee morale, as well as increases in-depth customer knowledge and
customer satisfaction (Hassan et al., 2014, p.563).

5.5 Sales and Sales Performance

Marketing covers all stages as designing a product, producing it,
delivering it to the end- consumer, and subsequent consumer support. Sales
is the target stage that gives meaning to marketing activities.

According to the American Marketing Association (AMA), sales; “the
function of helping and persuading a potential customer, either personally
or impersonally, to buy a product/service or to welcome an idea that has
commercial significance for its sale.” (Once, 2015, p.31).

If we consider the design, production, advertisement, pricing,
marketization, and presentation of a product to the consumer as marketing,
we can call it a sale after this stage is presented to the consumer and bartered
for an acceptable price. Marketing is a process and selling is a part of this
process and therefore marketing cover selling.
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When we evaluate it in terms of the past, we can see that sales and
salespeople have different approaches in their sales activities and customer
perspectives today. Once (2015) compares traditional and modern ways of
approaching sales and customers in Table 2 (data is not provided) below.

Today, markets are extremely competitive, and at the same time,
the squeeze between revenue and profit targets and the cost of serving
customers puts great pressure on salespeople to be productive in an
intensely competitive environment. This brought a new responsibility to
the sales personnel, helping to establish customer relations and increasing
the cooperation between customers and companies (Hunter and Perreault,
2007, p.16).

The world of sales and sales management has changed dramatically in
recent years. Sales organizations are also faced with increasing customer
expectations, frequent and significant changes, increasingly complex
purchasing situations, greater diversity on the customer side, and complex
work environments. Due to these changes, sales managers and sales
personnel are responsible for performance results more than ever before.

In addition, sales personnel are responsible for advising the customer
and strengthening the buyer-seller relationship by helping to improve the
customer’s business and ensure customer satisfaction (Liu and Leach,
2001, p.147,149). It also plays a critical role in developing and maintaining
customer relations and ensuring customer satisfaction (Cannon and
Perreault, 1999, p.439).

No matter how well-organized and honest the company is, the person
representing the company to the customer is always the salesperson, and
for this reason, the customer’s opinions, attitudes, and thoughts about
the company change according to the impression left by the salesman.
Otherwise, it is inevitable to fail in the end (Once, 2015, p.29).

The highest performance in sales can be achieved, if companies have
dynamic management systems to support their sales force (Ingram, 2004,

p.18).

On the other hand, it can be difficult to control the activities and
performance of sales personnel, because sales personnel often spend most
of their time outside the company in the field. In particular, managers spend
a significant amount of time collaborating with sales personnel in the field
and observing the performance of sales personnel.

One of the most important issues in personal selling and sales
management is the measurement of sales performance, in this sense, the
most obvious measurement is the resulting sales amount. However, with
the increasing importance of the role of customer satisfaction, customer
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loyalty, long-term relationship management and customer information
management in an organization’s strategic success, companies look beyond
unit sales transaction-based concepts and measured immediate revenue
when evaluating and measuring sales performance (Zallocco et al., 2009,
p.598).

According to Tirker (1998), performance, in general terms, is a
concept that determines the point reached in line with the plans made for
a certain purpose. In other words, performance is the quantitative and
qualitative definition of what an individual, group or enterprise can achieve
and achieve in line with the goals aimed at that job (Akalin, 2005, p.2).
Johnston and Marshall (2006) define sales performance as the behavior
evaluated in terms of its contribution to the company’s goals (Johnston and
Marshall, 2006, p. 412).

Sales performance is an integrative component of a company’s strategy.
Sales performance measures should be consistent with organizational tasks
and goals that support desired results and encourage salesperson behavior
(Zallocco et al., 2009, p.604).

Hunter and Perreault (2006) investigated two important aspects
of sales performance, performance with customers and internal role
performance. Accordingly, performance with customers is the extent
to which the salesperson establishes and develops relationships with
the customer organization. They define performance with customers as
understanding and developing a customer’s unique problems and concerns
(marketing, technology, operations) or otherwise proposing solutions to
address those concerns. Internal performance, on the other hand, refers
to the salesperson’s contributions predominantly to the company’s
internal problems. This includes things like suggesting improvements in
company operations and procedures, working as a dedicated resource in
the cross-functional organization, getting to know the company’s products,
and keeping a close eye on the company’s production schedules and
technological developments (Hunter and Perreault, 2006, p.99).

According to Once (2015), the specific reasons for evaluating sales
force performance are as follows;

* To determine how and in which areas each sales personnel needs
improvement and thus to allow individual development.

* Checking and evaluating sales force performance standards, poor
performance can be indicative of inappropriate standards.

» Recognizing personnel deserving of a pay increase or reassignment
to new districts or assignments.
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* To maintain sales job descriptions according to changing market
conditions.

* Cross-checking sales plans, training, supervision, assignment,
regional assignments, and transaction processes (Once, 2015, p.213).

As a precautionary measure during the Coronavirus pandemic
period, many companies have turned to working either completely in the
virtual environment or hybrid, that is, part-time office and homework,
depending on the organizational structure and operational requirements.
Accordingly, in order to remain competitive and achieve the desired levels
in sales performance, it has become necessary to equip sales professionals
with tools that enable them to access customer information and be more
productive in today’s virtual sales environment.

The study results of Avlonitis and Panagopoulos (2005) also show that
a salesperson’s beliefs about ease of use and use of CRM have a catalytic
effect on sales performance. In addition, a CRM system that is perceived
as a performance enhancer and has more functional capabilities can help
sales personnel improve their work results (Avlonitis and Panagopoulos,
2005, p.364).

It is not only the result, but also the sales process has become visible
to the management by CRM.

The processes incorporated into CRM provided a more structured
approach to selling by guiding and making the work of sales staff more
effective. In CRM effective control, the performance of sales personnel is
not only measured by signed contracts, but also divided into intermediate
results at each stage throughout the sales process, such as the number of
sales generated and sales opportunities. The results have been adopted as
criteria to evaluate the performance of employees, so the use of CRM has
significantly strengthened performance management by improving the
quality and level of detail of performance data (Li and Mao, 2012, p.269-
273).

Technology will not replace a salesperson when products become more
complex, relationships become more valuable, or the art of persuasion is
required. Both can work independently of each other, but the greatest gains
will be achieved through cooperation (Ahearne and Rapp, 2010, p.119).

6. Method

6.1 Research Model

In the scientific research, 5-point Likert question type approach was
used by making phone interviews with the survey method, which is one
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of the data collection techniques. In order to test the defined hypotheses,
companies in the B2B and B2C business areas in Turkey’s Fortune 500
which is determined as the 500 largest companies according to 2019
turnovers.

Companies in Fortune 500 were added to the framework system, and
random sampling was searched randomly. Within the scope of the survey
study, the interviews with the companies which do not use the CRM
system were terminated. In addition, in the companies which using CRM,
the employee contacted to the survey was first asked whether he/she used
CRM or not, and those who answered “no” were excluded from the survey.

6.2 Population and Sample

The research population is the companies using CRM in the B2B and
B2C business areas in Turkey, the sample in Turkey’s largest 500 companies
that officially declared their turnover for 2019 and determined as Fortune
500 who works in sales, marketing and related fields using CRM.

Of the Fortune 500 companies called by phone, 120 (24%) declared
that they did not use CRM.

Accordingly, these 120 companies were excluded from the study.

Of the Fortune 500 companies called by phone, 380 (76%) declared
that they used CRM. 103 people from those 380 companies that declared
to use CRM agreed to be interviewed and 55 people refused. The majority
of the people who did not want to be interviewed by refusing the interview,
because they did not have time or did not use CRM effectively.

Due to Covid-19 pandemic conditions affecting business life, a list of
500 companies was called 1874 times in order to reach the number of 103
surveys answered.

Table 5 (data is not provided) shows the distribution of the study
sample according to socio-demographic and working life-related variables.

The study sample consisted of 97 employees, 44 of whom were female
(45.4%) and 53 were male (54.6%). In terms of education level, 5.2%
of the employees are high school graduates, 72.2% are college+faculty
graduates and 22.7% are graduate+doctoral graduates. The age range of
the employees is 24-49 years and the average age is 35.2945.78 years.

The average working life of the employees is 12.47+6.25 years (range
2-45), his active service period is 6.55+4.51 years (range 1-19), total sales
experience period of 4.02+5.21 years (range 0-19), and the total duration
of CRM use in professional life is 7.45+4.53 years (range 1-20). In terms
of working type; 59.8% of the employees actively sell in their current
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professional life, while 40.2% do not actively sell.

Table 6 (data is not provided) presents the distribution of the
participating companies in the study sample according to their fields of
activity.

A total of 97 volunteer employees from 64 companies using CRM
participated in the study.

Manufacturing (41.2%), automotive (16.5%), energy (8.2%) and IT/
telecommunications (8.2%) are among the top 3 sectors with the highest
participation; travel and transportation (6.2%) ranked 4th; retail (4.1%),
healthcare (4.1%) and textile (4.1%) ranked 5th; wholesale (3.1%) is in the
6th place. The companies that took the last place with the least participation
in the study were determined as durable consumer goods (1%), foreign
trade (1%), construction (1%) and tourism sector (1%).

6.3 Data and Collection

The study data was collected by Perlego Research Consultancy
Marketing Services Limited Company by an experienced interviewer
using the telephone survey method.

The questionnaire consists of two parts;

e Part One: It includes the variables of “Socio Demographic and
Working Life”.

e Part Two: It includes the scales of “CRM System Usage
Effectiveness”, “Customer Performance”, “CRM System Usage Sales
Process Effectiveness” and “Customer Satisfaction”.

In the first part; the socio-demographic (gender, age, education level)
and working life characteristics of the participants (the field in which the
company operates, the position in the company, the length of service in
the current position, the total sales experience, the total working time,
the CRM usage time) are questioned. The gender of the participants
was measured as the classifier (Nominal) variable (Female/Male), the
age as the continuous variable (Year), and the education level as the
ordinal variable (Primary/Middle School, High School, High School/
Faculty, Master/PhD). The field of activity of the company where the
participants work (IT&Telecommunications, Energy, Food, Construction,
Metal Casting Processing, Automotive, Retail, Petroleum Derivatives,
Production&Distribution, Travel& Transport, Healthcare, Textile, Tourism
and Other) and their role in the company (General Manager, Sales
Director, Sales Manager, Sales Specialist/Representative, Key Account
Manager, Business Development, Sales Operation, Marketing and Other)
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were determined by multiple choice questions. Service time in his current
position, total sales experience time, total working time, CRM usage time
are measured as continuous variables (Years).

In the second part; there are scales that evaluate the participants’
perceptions and attitudes towards the effectiveness of CRM system
usage, customer satisfaction, customer performance, and sales process
effectiveness of CRM usage.

6.4 Data Analysis and Interpretation

IBM SPSS version 25.0 statistical package program was used in the
analysis of the data and the significance level was accepted as 0.05.

In data analysis, the study was evaluated and interpreted by using
descriptive, bivariate and multivariate statistical methods. In the item
analysis performed according to the classical test theory; the criteria for
the item-total score correlation coefficient to be positive and at least 0.20,
the item-total score correlation coefficient not exceeding 0.90, the alpha
coefficient not increasing when the item is deleted, and the item-total score
correlation coefficients not being negative were taken into consideration.

Cronbach’s alpha coefficient and test-retest reliability coefficient
were used for scale reliability analysis, which is defined as “the ability
of the measurement tool to give similar and stable results in separate
measurements, and the degree to which similar findings are obtained when
the research is repeated”. Cronbach’s alpha coefficient was used to test
the internal consistency and homogeneity of the scale (Fitzpatrick et al.,
1998, p.23). Test-retest reliability coefficient (ICC) was used to evaluate its
reproducibility (Cicchetti, 1994, p.286). A Cronbach’s alpha value between
0.70-0.90 (Tavakol & Dennick, 2011, p.54), and an ICC value of > 0.75
were interpreted as acceptable for scale reliability (Cicchetti, 1994, p.286).

Whether the data fit the normal distribution or not; the decision was
made considering the Kolmogorov-Smirnov and Shapiro-Wilk test results
Table 13 (data is not provided), the kurtosis-skewness values being in
the range of -1 to +1, the Q-Q and P-P Plot graphs being on the normal
distribution axis, the Histogram graph being on the normal distribution
curve.

When the test results and the kurtosis-skewness Table 12 (data is not
provided), normal distribution curves in the P-P Plot and Histogram are
taken into account, “CRM System Usage Efficiency Scale” and “CRM
System Usage Sales Process Efficiency Scale” show normal distribution,
“Customer Performance Scale” and “Customer Satisfaction Scale” scores,
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on the other hand, did not follow the normal distribution Graph 1-4 (data
is not provided).

7. Findings and Comments
7.1 Findings

7.1.1 Distribution of Study Sample by Socio-
Demographic and Working Life Variables

Table 5 in the “research model” subheading of the method section
of the thesis shows that the study sample consisted of 97 employees, 44
of whom were female (45.4%) and 53 were male (54.6%). In terms of
education level, 5.2% of the employees are high school graduates, 72.2%
are collegetfaculty graduates, and 22.7% are postgraduatet+doctoral
graduates. The age range of the employees is 24-49 years and the average
age is 35.29+5.78 years.

The average working life of the employees is 12.47+6.25 years (range
2-45), his active service period is 6.55+4.51 years (range 1-19); total
sales experience period is 4.02+5.21 years (range 0-19) and total CRM
usage period in professional life is 7.45+4.53 years (range 1-20). In terms
of working type, 59.8% of the employees actively sell in their current
professional life, while 40.2% do not actively sell.

In the Table 6, which is located in the “research model” sub-title of
the method section of the thesis, among the first 3 sectors that participated
in the study the most among 64 companies using CRM, manufacturing
(41.2%), automotive (16.5%), energy (8,2%) and IT/telecommunications
(8.2%); travel and transportation (6.2%) ranked 4th; retail (4.1%),
healthcare (4.1%) and textile (4.1%) ranked 5th; it is seen that wholesale
(3.1%) takes the 6th place. The fields of companies that are in the last place
with the least participation in the study are listed as durable consumer
goods (1%), foreign trade (1%), construction (1%) and tourism sector
(1%). Respondents to the survey interview were sales, marketing, customer
relations and other relevant employees using CRM.

7.1.2 Descriptive Statistics and Reliability Analysis of
the Scales Used in the Study

Table 14 (data is not provided) shows the descriptive statistics of the
scales used in the study and the scale scores. The average score of the
8-item “CRM System Use Efficiency Scale” with a score range of 17-40
was 31,43+4,83, with a median value of 32; 3-item “Customer Performance
Scale” with a score range of 6-15, average score of 13,35+1,88, median
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value of 14; the average score of the 7-item “CRM System Usage Sales
Process Efficiency Scale” with a score range of 15-35 was 20,2344,01, the
median value was 26; and the 5-item “Customer Satisfaction Scale” with a
score range of 6-25, average score was 20,2344,01, and the median value
was 20.

The reliability coefficients (Cronbach’s alpha), which are the indicators
of the internal consistency of the scales; it is seen that it is 0,772 for the
“CRM System Usage Effectiveness Scale”, 0,812 for the “Customer
Performance Scale”, 0,807 for the “CRM System Usage Sales Process
Efficiency Scale”, and 0,906 for the “Customer Satisfaction Scale”. These
values prove that the internal consistency and homogeneity of the scales
used in the study show an acceptable value and that the scales are reliable
Table 14.

Table 15 (data is not provided) shows that the item total-score
correlation values of the “CRM System Use Efficiency Scale” vary
between 0,268 and 0,653. The Cronbach’s alpha values were examined
when the item was removed, it was found that the removal of any of the
scale items did not exceed the scale Cronbach’s alpha value of 0,772 and
there was no need to remove the item from the scale.

“Customer Performance Scale” item total-score correlation values
ranged between 0.648 and 0.679. When the Cronbach’s alpha values were
examined as the item was removed, it was found that the removal of any of
the scale items did not exceed the scale’s Cronbach’s alpha value of 0.812
and there was no need to remove the item from the scale Table 16 (data is
not provided).

Sales Process Effectiveness Scale” item total-score correlation values
ranged between 0.417 and 0.591. When the Cronbach’s alpha values were
examined when the item was removed, it was found that the removal of
any of the scale items did not exceed the scale’s Cronbach’s alpha value
of 0.807 and there was no need to remove the item from the scale Table 17
(data is not provided).

The item-total-score correlation values of the “Customer Satisfaction
Scale” ranged from 0.631 to 0.826. When the Cronbach’s alpha values
were examined when the item was removed, it was found that the removal
of any of the scale items did not exceed the scale’s Cronbach’s alpha value
0f 0.906 and there was no need to remove the item from the scale Table 18
(data is not provided).

95% confidence interval ICC values and test-retest reliability
coefficients of the scales:

ICC=0.904 (95% confidence interval 0.755-0.964) for the “CRM
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System Usage Efficiency Scale”; ICC=0.835 (95% confidence interval
0.601-0.937) for the “Customer Performance Scale”; for “CRM System
Usage Sales Process Efficiency Scale”, ICC=0.927 (95% confidence
interval 0.810-0.973); and ICC=0.873 (95% confidence interval 0.684-
0.952) for the “Customer Satisfaction Scale” were found. These values
are above the acceptable value >0.75 and show that the repeatability of the
scales is excellent.

In Table 19 (data is not provided), it is seen that there is a moderately
significant positive correlation between the scales and the correlation
coefficients vary between 0.371 and 0.441. Significant correlation values
between the scales in the conceptual model show the construct validity of
the scales (Ercan & Kan, 2004, p.215).

When the relationship between “CRM System Usage Efficiency Scale”
and socio-demographic variables were examined, a low level of significant
negative correlation was found only with age (rs=-0.243; p<0.05). Young
employees scored higher on the “CRM System Usage Effectiveness Scale”.
No statistically significant relationship was found between the other scales
used in the study and socio-demographic variables (p>0.05). When the
relations between the scales used in the study and the variables of working
life are examined; a low level of significant positive correlation (rs=0.243;
p<0.05) was found between the “CRM System Usage Efficiency Scale”
and the duration of CRM usage. As the duration of CRM usage increases,
the scores obtained from the “CRM System Usage Effectiveness Scale”
increase. Significant statistical relationships were found between “CRM
System Usage Sales Process Efficiency Scale” scores and working type
(p=0.002) and total sales experience in business life (rs=0.302; p<0.01).
Those who make active sales and those who have a longer total sales
time in business life received higher points in the “CRM System Usage
Sales Process Effectiveness Scale” than those who do not make sales and
those who have less total sales time in business life Table 20 (data is not
provided).

In Table 21 (data is not provided), “CRM System Usage Effectiveness
Scale™; it is seen that there is a significant gender difference in the item
scores of “I see myself as an intensive user of my company’s CRM system”
(p=0.040) and “I convert new company products into sales very quickly”
(p=0.022). Compared to men, women scored higher on the item “I see
myself as an intensive user of my company’s CRM system”, and men
scored higher on the item “I convert new company products into sales very
quickly” compared to women. A significant difference was found in terms
of education level (p=0.035) in the scores of the item “I fully integrated
the CRM application into my sales process”. College/Faculty Graduates
reported that they “integrated the CRM application into their sales
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processes” more than those with Masters/Doctorate graduates. With age,
the items “I fully integrated the CRM application into my sales process”
(r=-0.226; p<0.05) and “CRM helps me shorten my sales process” (r=-
0.221; p<0.05) were at low levels, significant negative correlation was
found. Employees in the older age group integrate the CRM application
into the sales process less and think that CRM does not shorten the sales
process.

In the “CRM System Usage Effectiveness Scale”; A significant
difference was found in terms of working type in the item score of “I
convert new company products into sales very quickly” (p=0.004). Active
sellers reported that they “Converts new company products into sales
very quickly” compared to not making sales. Those who have more total
sales experience in business life consider themselves less “intensive CRM
system users” (r=-0.215; p<0.05) compared to those who do not, those
who have more total sales experience in business life more “CRM helps
to shorten the sales process” than those who do not (r=0.202; p<0.05),
and “Converts new company products into quick sales” (r=0.419; p<0.01).
Employees with more CRM usage time compared to employees who
use less CRM more “Use the CRM system extensively to do their job”
(r=0.210; p<0.05), “The use of CRM enables them to better understand the
needs of their customers” (r=0.205; p<0.05) and reported that “The use of
CRM enables to manage complex customer relations” (r=0.257; p<0.05)
Table 22 (data is not provided).

Table 23 (data is not provided) shows that there is no significant
difference in the item scores of the “Customer Performance Scale” in terms
of socio-demographic variables (p>0.05).

Table 24 (data is not provided) shows that there is no significant
difference in the item scores of the “Customer Performance Scale” in terms
of factors related to working life (p>0.05).

Table 25 (data is not provided) shows that there is no significant
difference in the item scores of the “CRM System Usage Sales Process
Effectiveness Scale” in terms of socio-demographic variables (p>0.05).

In the “CRM System Usage Sales Process Effectiveness Scale”;
“My usage of the CRM system allows me to analyze the expectation of
the order amount on a monthly, quarterly and annual basis” (p=0.003),
“My usage of the CRM system helps me convert potential customers into
real customers” (p=0.017), “My usage of the CRM system provides the
opportunity to analyze the reasons why opportunities are won and lost.”
(p<0.001) and “Using the CRM system allows me to know my competitors”
(p=0.036), a significant difference was found in terms of work type. Active
sellers scored significantly higher on these items than those without sales
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experience (p<0.05). With the total sales experience period in business life,
“My usage of the CRM system allows me to analyze the expectation of the
order amount on a monthly, quarterly and annual basis” (r=0.313; p<0.01),
“My usage of the CRM system increases my sales process closing rates”
(r=0.248; p<0.05), “My usage of CRM system helps me convert potential
customers into real customers” (r=0.243; p<0.05) and “My usage of CRM
system provides the opportunity to analyze the reasons for winning and
losing opportunities” “(r=0.247; p<0.05), there was a significant positive
correlation among the items, varying between low and moderate levels.
A low level of significant positive correlation was found between the
duration of CRM usage and the item score “Helps increase profitability
while reducing customer service cost” (1=0.258; p<0.05) Table 26 (data is
not provided).

No significant difference was found in the item scores of the “Scale
of the Contribution of the Usage of the CRM System to Customer
Satisfaction” in terms of socio-demographic variables (p>0.05) Table 27
(data is not provided).

There was no significant difference in terms of work type in the items
of the “Customer Satisfaction Scale” (p>0.05). A low level of significant
positive correlation was found between the duration of using the CRM
system and the item scores of “Helps to retain customers” (r=0.202;
p<0.05) and “Increases customer loyalty” (r=0.221; p<0.05) Table 28 (data
is not provided).

Table 29 (data is not provided) shows that the linear regression model
in which the relationship between CRM system usage and customer
satisfaction is tested is significant (F=19.067; p<0.001). The use of the
CRM system alone explains 15.8% (Adjusted R2=0.158) of the total
variance in customer satisfaction. The usage of CRM system significantly
increases customer satisfaction ($=0.409; p<0.001). With these findings,
hypothesis H3 was accepted.

In the hierarchical linear regression analysis in which the relationships
between CRM system usage efficiency, customer satisfaction and customer
performance were tested in Table 30, Model 1 (F=10.967; p=0.001),
Model 2 (F=28.428; p<0.001) and Model 3 (F=15.603; p<0.001) it is
seen that is statistically significant. In Model 1; CRM system usage
efficiency alone explains 9.4% (Adjusted R2=0.094) of the total variance
in customer performance. The efficiency of using the CRM system
significantly increases customer performance (=0.322; p=0.001). In
Model 2; customer satisfaction alone was a positive predictor explaining
22.2% (Adjusted R2=0.222) of the total variance of customer performance
(B=0.480; p<0.001). In Model 3; CRM system usage efficiency and
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customer satisfaction together explain 23.3% (Adjusted R2=0.233) of
the total variance of customer performance. In Model 3, the effect of
CRM system usage efficiency on customer performance was found to
be statistically insignificant (=1.539; p=0.127). The Sobel test shows
that customer satisfaction is an intermediate variable in the relationship
between CRM usage efficiency and customer performance (Sobel test
statistics=3.37512178; p=0.00073783). With these findings, the H1 and H4
hypotheses were confirmed.

In the hierarchical linear regression analysis in which the relationship
among CRM system usage efficiency, customer satisfaction and sales
process efficiency were tested in Table 31, Model 1 (F=22,946; p<0.001)
and Model 2 (F=23.405; p<0.001) and Model 3 (F=18.133; p<0.001)
are statistically significant. In Model 1; the efficiency of using the CRM
system alone explains 18.6% (Adjusted R2=0.186) of the total variance
of sales process efficiency. The efficiency of using the CRM system
significantly increases the efficiency of the sales process (p=0.441;
p<0.001). In Model 2; customer satisfaction alone was a positive predictor
explaining 18.9% (Adjusted R2=0.189) of the total variance of sales
process effectiveness (=0.445; p<0.001). In Model 3; CRM system usage
and customer satisfaction together explain 26.3% (Adjusted R2=0.263) of
the total variance of customer performance. In the model, it is seen that
the independent variables of CRM system usage efficiency ($=3.243;
p=0.002) and customer satisfaction (f=3.305; p=0.001) together have a
statistically significant positive effect on sales process efficiency. In the
context of these findings, the H2 and H5 hypotheses were confirmed.

In the hierarchical linear regression analysis seen in Table 32 (data
is not provided); at the first stage, among the research model concepts
entered into the model, only sales process efficiency was found to be an
important positive determinant (f=0.335; p=0.001), which explained 25.4%
(Adjusted R2=0.254) of the total variance of CRM usage efficiency. In
the second stage, when the scales measuring research model concepts and
socio-demographic variables were entered into the model together, sales
process effectiveness (B=0.331; p=0.001) and age (p=-0.182; p=0.041)
together, it was determined that was significant determinants explaining
of CRM usage efficiency total variances was 28.9% (Adjusted R2=0.289).
Increasing sales process efficiency and decreasing age were found to be
important determinants of CRM usage effectiveness. At this stage, it is
seen that age alone, one of the socio-demographic variables, explains 5.6%
(R2 change=0.056) of the total variance of CRM usage effectiveness. In
the third stage, when the scales measuring research model concepts, socio-
demographic and all independent variables related to working life were
entered into the model, sales process efficiency (f=0.310; p=0.005), age
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(B=-0.266; p=0.044) and duration of CRM usage (=0.227; p=0.034)
were found the most important determinants of CRM system usage
efficiency. These three determinants explain 31% (Adjusted R2=0.310) of
the total variance of CRM system usage efficiency. The CRM usage time
independent variable, which is related to working life, alone explains 5.6%
(R2 change=0.056) of the total variance of CRM system usage efficiency.

7.2 Comments

Within the scope of the effects of the usage of CRM on company
performance in companies in the B2B area, the impact on customer satisfaction
(Ata, 2008, p.146) and on the other hand, on the performance of sales
professionals and cooperation with other units (Rodriguez and Honeycutt,
2011, p.354) is a conceptual study investigated using the working model.

In this study, the research population was consisted of Turkey’s 500
largest companies in a wider and different industrial context, both in B2B
and B2C business areas. For this reason, after carefully reviewing the scales
called “CRM Usage Scale”, “Customer Satisfaction Scale”, “Performance
Scale with Customer” and “Sales Process Efficiency Scale”, which are
used in studies conducted in companies in the B2B sector in line with
expert group opinions, and appropriate scales were developed in line with
expert group recommendations using deductive and inductive methods.
Psychometric reliability analyzes were performed. At this stage, the study
“Good Practices for Scale Development and Reliability in Health, Social
and Behavioral Fields” published by Boateng et al. (Boateng et al., 2018,
p.2) was taken into account.

Cronbach’salphareliability coefficients (Cronbach alpha=0.772-0.906)
(Fitzpatrick et al., 1998, p.23), which are indicators of the internal
consistency of the scales used in the study, and test-retest reliability
coefficients (ICC=0.835-0.927), which is an indicator of repeatability
(Cicchetti, 1994, p.286) is above the acceptable values. These values
show that the scales used in the study are a reliable psychometric tool in
measuring related areas.

When the scales used while developing the item pool were compared
with the scale reliability numbers we developed for this study; the Cronbach
alpha (Cronbach alpha = 0.906) of the “Customer Satisfaction Scale” is
higher than the “Customer Satisfaction Scale” (Cronbach alpha = 0.856)
developed by Ata (Ata, 2008, p.159); the reliability coefficients of “CRM
System Usage Efficiency Scale”, “Customer Performance Scale”, and
“CRM System Usage Sales Process Efficiency Scale” used in our study
were found slightly lower than the original scales used in Rodriguez and
Honeycutt’s (Rodriguez and Honeycutt, 2011, p.353) study.
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Only the Cronbach’s alpha values, which are the internal consistency
coefficients, of these scales used in the studies of Ata (Ata, 2008, p.159)
and Rodriguez and Honeycutt (Rodriguez and Honeycutt, 2011, p.353)
were examined, and test-retest reliability was not examined. The fact that
a measurement tool gives the same measurement results when applied at
certain time intervals is an important indicator of its repeatability.

In the study, linear and hierarchical regression analysis were used to test
the conceptual model and to examine the effects of working life and socio-
demographic factors on the effectiveness of CRM use. These statistical
analysis methods were also used in pioneering studies on the usage of
CRM in demonstrating the mediating effect and testing hypotheses (Ata,
2008, p.159; Rodriguez & Honeycutt, 2011, p.353). Our study is the first
to investigate the effects of socio-demographic and work-related factors
on both the item level and the scale total score and examine whether these
factors are an indicator of the effectiveness of CRM use.

According to the results of the bivariate analysis used in our study,
significant differences were found on the total scores and item scores of
the scales other than the “Customer Performance Scale” in terms of socio-
demographic and working life-related factors.

It is seen that there is a significant difference in terms of gender in
the effectiveness of the usage of the CRM system. While women see
themselves as an intensive user of the company’s CRM system compared
to men, men state that they are more active in converting the company’s
new products into sales very quickly compared to women.

It is seen that there is a significant difference in terms of education
level and age regarding the full integration of the usage of the CRM system
into sales processes. College/Faculty graduates seem to use their sales
processes more integrated with the CRM system than Master/Doctorate
graduates. It has been determined that employees in the older age group
less integrate the CRM application into the sales process.

It is seen that the total sales experience period in business life has a
positive effect on the “Effectiveness of using the CRM system” in terms of
shortening the sales processes of the usage of the CRM system and quickly
converting the company’s new products into sales.

Total sales experience in business life has a positive effect on analyzing
periodic order planning in sales, increasing sales process closing rates,
helping to convert potential customers into real customers, and enabling
the analysis of the reasons for gaining or losing opportunities with the
usage of the CRM system.
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As the efficiency of the sales process increases, so does the efficiency
of using the CRM system.

The efficiency of using the CRM system was found to be higher
among the employees who are younger and have a longer CRM usage
period. Employees with a high CRM usage period report that they use a
more comprehensive CRM system than employees with less CRM usage
time, that the usage of CRM enables them to better be understanding the
needs of their customers and enables them to manage complex customer
relations. Those who have long CRM usage period than short usage period
report that at higher level “the usage of CRM reduces the cost of customer
service and helps increase profitability”.

In terms of customer satisfaction, the longer the CRM system usage
time, employees report that higher level “the usage of the CRM system
helps customer retention and increases customer loyalty.”

Significant statistical relationships were found between the usage of
CRM system and sales process effectiveness scale scores, and type of work
and total sales experience in business life.

CRM system sales process activities of those who make active sales
and those who have a longer total sales time in business life were also found
to be higher. Employees with more total sales experience in their business
life state that “CRM helps shorten the sales process” and “converts new
company products into sales very quickly”, although they see themselves
as less “intensive CRM system users”. Active salespeople report that “the
use of a CRM system enables them to analyze monthly, quarterly and
annual order amount expectation, convert potential customers into real
customers, analyze the reasons for gaining and losing opportunities, and
getting to know their competitors” at a higher level than those without
sales experience. Employees who have more total sales experience in
business life are more likely to “analyze the monthly, quarterly and annual
order amount expectation of the use of CRM system, increase sales process
closing rates, convert potential customers into real customers, and analyze
the reasons for gaining and losing opportunities. provides the opportunity”.

According to the results of the multivariate analyzes used in the
study; when all independent variables are taken into account, sales process
efficiency, CRM usage period and age factors, which are components of
sales performance, were found to be the most important indicators of CRM
system usage efficiency.

When we interpret the relationships between CRM usage efficiency
and the two components of sales performance, it is seen that customer
satisfaction has a mediating effect on the relationship between CRM
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usage and customer performance; it has been determined that customer
satisfaction has a direct effect on the relationship between the usage of
CRM and the effectiveness of the sales process.

It is seen that the efficiency of using the CRM system is an indicator
of customer satisfaction and customer performance. In addition, it has
been determined that customer satisfaction is an important predictor of
customer performance. At the same time, it has been found that customer
satisfaction plays a full mediating role in the relationship between CRM
usage efficiency and customer performance.

It is seen that CRM system usage efficiency and customer satisfaction
are important predictors of sales process efficiency together, but it does not
support the assumption that customer satisfaction plays a mediating role
between CRM usage and sales process effectiveness.

It has been observed that the usage of the CRM system significantly
increases customer satisfaction, as in the studies of Ata (2008) and
Giltekin and Kemet (2018). The effectiveness of usage of the CRM
system significantly increases customer performance, as in the studies of
Rodriguez and Honeycutt (2011). It shows that customer satisfaction is
the perfect intermediate variable in the relationship between CRM usage
efficiency and customer performance.

The efficiency of using the CRM system significantly increases the
efficiency of the sales process. It is seen that the effectiveness of the usage of
the CRM system and customer satisfaction, together with the independent
variables, have a statistically significant positive effect on the efficiency of
the sales process.

When the scales evaluating the concepts in the research model, socio-
demographic, and all independent variables related to working life were
entered into the model, sales process effectiveness, age and CRM usage
period were found to be the most important determinants of CRM system
usage efficiency. Detection of age and period of CRM usage as an important
indicator in multiple analyzes, among the socio-demographic and working
life-related factors determined in dual analyzes; it will be beneficial to take
these factors into account and integrate them into the conceptual model of
the study in new studies to be planned.

9. Conclusion
9.1 Summary

In this study, the effect of the usage of CRM in B2B and B2C business
areas on the customer satisfaction of companies and the sales performance
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of sales professionals were researched and evaluated within the scope of
companies defined as Turkey’s largest 500 companies (Fortune 500).

Face-to-face meetings could not be held due to the fact that most of
the companies work from home and restrictions on access to the working
environment during the Coronavirus pandemic conditions. In our country,
Fortune 500 companies were accepted as the research population and
those using CRM from these companies were determined by random
sampling. During the Coronavirus pandemic period, support was received
from a professional research company during sample determination, data
collection and analysis. In the study, an experienced and trained practitioner
working in a survey research company that includes the variables of
“Socio-Demographic and Work Life” and the scales of “CRM System
Usage Efficiency”, “Customer Performance”, “CRM System Usage Sales
Process Efficiency” and “Customer Satisfaction” collected by telephone
survey method.

In this study, which is a conceptual model, “CRM System Usage
Efficiency Scale”, “Customer Satisfaction Scale”, “Customer Performance
Scale” to measure the infrastructures of CRM usage, customer satisfaction
and sales performance -sales process efficiency and performance with
customers-, “CRM System Usage Sales Process Efficiency Scale” was
developed. Considering the publication of Boateng et al. (Boateng et al.,
2018, p.2) titled “Good Practices for Scale Development and Reliability in
Health, Social and Behavioral Fields”, deductive and inductive methods
were used in the creation of the item pools of the scales and their reliability
was tested.

The Cronbach’s alpha values, which indicate the internal consistency
and homogeneity of our scales, vary between 0.772 and 0.906, and the
test-retest reliability coefficients, which indicate the reproducibility, range
between 0.835 and 0.927. These values are in the range of acceptable
values and prove that the scales are reliable.

In bilateral analyzes, it is seen that education level, which is one of
the socio-demographic factors, does not have a significant effect on the
effectiveness of CRM usage. Although the efficiency of using CRM among
younger employees is higher than that of older employees, it is determined
that the usage of CRM decreases with advancing age.

In bilateral analyzes where factors related to working life are taken
into account; it is seen that as the duration of CRM usage increases, the
effectiveness of CRM usage also increases. Opportunities to experience
the active effect of CRM usage on the sales process should be increased
by providing trainings on the usage of CRM and encouraging company
employees from the beginning of their employment.
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Multivariable analysis methods were used to test the infrastructure
relationships between the usage of CRM, customer satisfaction and sales
performance -sales process efficiency and performance with the customer-
in the conceptual model of the study. When the hypothesis between CRM
system usage and customer satisfaction is tested; it has been determined
that the usage of the CRM system alone significantly increases customer
satisfaction. When we tested the relationships with customer performance
between the efficiency of using the CRM system and customer satisfaction,
it was seen that CRM system usage efficiency and customer satisfaction
increased customer performance significantly when evaluated alone,
but when CRM system usage efficiency and customer satisfaction
were examined together, there was no significant effect on customer
performance. Whether customer satisfaction is an intermediate variable in
the relationship between CRM usage efficiency and customer performance
has been tested with the Sobel test and proven to play a mediating role.
With the determination of these relations, the hypotheses of “Using
CRM increases the performance with customers” (H1) and “Customer
satisfaction positively affects the increase in performance with customers”
(H4) were confirmed.

When we test the relationships among CRM system usage efficiency,
customer satisfaction and sales process efficiency; considering the
effectiveness of the usage of the CRM system and customer satisfaction
alone, it was seen that there was no intermediary predictor in this
relationship, which increased the efficiency of the sales process. The
effectiveness of CRM system usage and customer satisfaction, together
were found to be important predictor, explaining more than 1/4 of the total
variance of customer performance and “The usage of CRM increases the
efficiency of the sales process” (H2) and “Customer satisfaction positively
affects the increase of the sales process efficiency” (H5) hypotheses are
confirmed.

When the factors that affect success in the implementation phase
of CRM, which are classified as people, processes, and technology, are
reviewed, the importance levels in customer relationship management
are classified as 50% human, 30% process and 20% technology (Kaya,
2016). In this context, in the hierarchical linear regression analysis that
we conducted by taking into account all the subjective evaluations such as
customer performance, customer satisfaction and sales process performance
effectiveness used in the study, with the socio-demographic and working
life-related variables of the employees, sales process effectiveness, age
and CRM usage period were found to be an important indicator effective
in CRM usage effectiveness. These variables explain 31% of the total
variance in CRM usage efficiency.
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In this study, which was carried out using scales with proven reliability,
it was determined that as the positively increasing attitudes of employees
towards the effectiveness of CRM use in the sales process, the effectiveness
of CRM usage in their professional life also increases. The effectiveness of
CRM usage decreases with advancing age, and the effectiveness of CRM
usage increases as the duration of CRM usage increases. These findings
will contribute to the human resources departments of companies in
identifying priority employees who need training and whose effectiveness
in using CRM should be increased.

As the effectiveness of CRM usage increases, customer performance
also increases. Customer satisfaction has a mediating effect on this increase.
It is seen that customer satisfaction does not have a mediating role in the
relationship between CRM usage efficiency and sales process efficiency, but
has a direct effect. This finding shows that the important determinants of sales
process effectiveness are customer satisfaction and CRM usage efficiency.

It is seen that customer satisfaction does not have an intermediary
role between CRM usage efficiency and sales efficiency, but it has an
intermediary effect between CRM usage and customer performance.

In studies to increase the effectiveness of CRM usage, it is necessary
to take into account the socio-demographic and working life-related factors
of the employees, as well as the awareness and attitudes of the employees
towards the effectiveness of the CRM usage in customer performance,
satisfaction, and sales process.

Our study is the first in which CRM usage efficiency of employees in
both B2B and B2C business field is evaluated as a conceptual model. It can
be generalized that the mediator effect of customer satisfaction between
CRM usage efficiency and customer performance and other factors
affecting CRM usage efficiency will be investigated, but it will guide new
studies to be conducted in large samples.

9.2 Judgment

This study contributes to the existing literature studies by looking at the
effects of CRM on customer satisfaction and performance of salespeople in
B2B and B2C business sectors, in terms of adaptation of existing concepts
and with new variables, and the effects of CRM in companies covered by
both business areas.

In addition to the importance of understanding how technology is
used and accepted today, our study reveals that the usage of CRM has a
positive effect on both the satisfaction of its customers, which is of critical
importance for companies, and the sales performance of its own employees.
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9.3 Recommendations

In this study, the effect of CRM on customer satisfaction and sales
performance of sales professionals in companies providing B2B and B2C
business areas, was determined by a new conceptual model, which was
selected by random sampling from Turkey’s largest 500 companies (Fortune
500) and used CRM. It has been extensively researched and evaluated in the
research sample consisting of company employees operating in marketing,
sales, and related fields.

The generalizability and accuracy of the results obtained from our
study can be tested in new studies to be planned in the B2B and B2C
sectors in Turkey, and it can be aimed to obtain information specific to these
business areas. In addition, a comparative study between B2B and B2C
sectors can be investigated the effects of CRM on customer satisfaction
and sales performance of sales professionals.

On the other hand, a comparative study can be planned in companies
in the B2B and B2C sectors with and without CRM, so that the customer
satisfaction and sales performance of the companies can be compared.
While planning these studies, the company’s ability to use the CRM system
and its strategy should be taken into account.

Our study can contribute to the planning of new studies that can
be applied in different service areas such as education, finance, food,
communication, construction, media, automotive, health, textile, tourism in
the B2B and B2C sectors and to make comparisons on the basis of certain
sectors. The limitation that the majority of companies in all specified
sectors will have and actively use a CRM system should be taken into
account.

The scales with proven reliability used in this study can be used by the
human resources department of the companies to determine the training
needs of the company employees, who provide services in different areas
in the B2B and B2C sectors, by detecting the awareness of the usage of
CRM, customer satisfaction and sales performance. The scales used in
the study can be chosen as a reliable measurement tool in the planning of
new experimental studies in which the effectiveness of the training given
to the employees on the usage of CRM, customer satisfaction and sales
performance by companies will be evaluated.

This study can guide new studies that will investigate the effects of
classical-CRM and mobile

-CRM use on the customer satisfaction of companies and the sales
performance of sales professionals, taking into account the conditions in
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business life, which has been shaped by the Coronavirus pandemic and
defined as the new normal.

New studies can be planned, covering companies that offer e-commerce
services in B2B and B2C business areas, whose sales performance has
increased and will continue to increase during the Coronavirus pandemic
period. While planning these studies, the limitation that companies have
a CRM system and actively engage in e-commerce should be taken into
account.

In new studies to be conducted in this area, taking into account the
factors of the company as well as the socio-demographic and working life
variables of the employees who make up the study sample will contribute
to the evaluation of the results and relations.

As a result, this study is one of the first studies based on a conceptual
model that investigates the effect of CRM, which is used by most companies
in the B2B and B2C sectors, on the customer satisfaction of companies and
the sales performance of sales professionals. Considering the results of the
study and its conceptual model, academic studies in which the effectiveness
and determinants of the use of CRM in different service sectors will be
evaluated and the model will be developed with new parameters. It will
contribute to the company managers in planning the employee trainings to
be planned in professional business life and determining the training needs
for the employees, taking into account the socio-demographic and working
life-related factors of the employees. It will guide researchers in new studies
aiming to develop a conceptual model that will test the intermediary role
played by customer satisfaction in the relationship between CRM usage
efficiency and customer performance.

In this study, in which the subjective evaluations of employees
regarding customer satisfaction, customer and sales process effectiveness,
and socio-demographic and working life-related variables are taken
into account, sales process effectiveness, age and CRM usage time are
important indicators that do not explain 31% of the total variance in CRM
usage efficiency found. As Kaya (2016) emphasized in his study, planning
new studies that take into account the process and technology usage
factors of companies other than the human factor that affects the success in
CRM usage efficiency will help determine other predictors of CRM usage
efficiency.
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“Deep into the twilight room of the soul”

Ingmar Bergman

Introduction

This study aims to read director Ingmar Bergman and his cinema,
which has an important place in world cinema, from a cinematographic
perspective. The study, which will be discussed on the axis of the film
Scenes from a Marriage, presents a critical view of marital relationship,
social relations and experiences. Bergman’s cinematographic way of
telling this story sheds an important light on our day as well as his period.

Ernst Ingmar Bergman is a Swedish playwright and film director
born in Uppsala in 1918. Bergman’s best-known films - besides the lesser-
known Scenes from a Marriage - include The Seventh Seal (1957), Wild
Strawberries (1957), Through the Looking Glass (1961), Winter Light
(1963), Silence (1963), Persona (1966), Screams and Whispers (1972),
An Autumn Sonata (1978) and Fanny and Alexander (1982). The films
of the award-winning director have a constant main cast and an ossified
crew. The female actors are Liv Ullman, Bibi Andersson, Ingrid Thulin,
Harriot Andersson and Gunnel Lindblom; the male actors are usually
Max Von Sydow and Erland Josephson, and the cinematographer is Sven
Nykvist (Oztiirk 2000: 177).

Bergman was raised in a very disciplined environment during his
childhood. Bergman, who had an older brother and a younger sister with
him, was constantly exposed to his father’s harsh attitude. This attitude,
which he resisted throughout his life, caused traumas that haunted him.
We can clearly see the reflections of these traumas in some of his films.
For example, the 1982 film Fanny and Alexandre carries excerpts from his
own life. Set in Uppsala, the city of his birth, the movie tells the story of a
family. This film, which deals with Christianity, regret, ghosts, alienation
and love, has received many awards. Best Director, Best Cinematography,
Best Foreign Language Film, Best Costume, Best Costume and Best Art
Direction.

Bergman’s upbringing with his father, who was a priest, caused him
to learn all kinds of issues about life and death at an early age (Oktemer,
2020). Because he was acquainted with all basic human concepts at a
young age, a search for truth and the questioning that comes with it can be
observed in his life and even in his films. As he himself mentions in many
interviews, it is known that he built an alter self to escape his father’s
rage. The director, who was more dependent on his mother, stated in his



Theory and Research in Social, Human and Administrative Sciences 265

biography The Magic Lantern that he was more saddened by her death.
When Bergman was young, he pretended to be sick to win his mother’s
attention (1990).

Character traits such as hiding the truth and lying at an early age became
the reflections of the process of constructing a persona, an issue he would
focus on throughout his cinematic life. With this ability to distort reality,
which he acquired at an early age, he constructed a completely different
reality in the following years and this influenced his narrative language in
cinema. In his films, he is sometimes pessimistic and sometimes confronts
himself as if he wants to find a solution to his own stuckness in his own
life. It is thought to be surprising that Bergman, who was often restless,
disharmonious and constantly angry, did not commit suicide throughout
his life (Ay, 1994: 38).

When we look at the thematic structure of Bergman'’s films, we see that
“he usually deals with universal themes such as male-female or female-
male relationships, religious problems, his reckoning with God, revenge,
loneliness, betrayal, alienation, and death in all their subtleties” (Oztiirk
2000: 177). According to Bergman, “cinema is an art of portraiture. The
connection between close-up and face is the most striking aspect of his
cinema” (Bergman, 2012). From this point of view, the reason why the
study focuses primarily on his cinematography is to emphasize what
kind of narrative he wants to create with these techniques. Therefore, this
framework aims to make a cinematographic reading of Ingmar Bergman’s
Scenes from a Marriage.

A Cinematographic Reading of Scenes from a
Marriage

“You and I spoiled each other so much,
we were in an airtight existence.
Everything was perfect, not a single crack.
We died of asphyxiation.”

Scenes from a Marriage is a 1973 Swedish television series and film
written and directed by Ingmar Bergman and starring Liv Ullmann and
Erland Josephson. The story follows the gradual disintegration of the
marriage between Marianne, a family lawyer specializing in divorce, and
Johan over a period of 10 years. Bergman, who wrote the story based on
her own experiences in her own relationships, including her relationship
with Ullmann, originally shot the story on a small budget as a television
series in Stockholm and Far6. In 1972, this mini-series was broadcast
on Swedish television as a 6-part series and later turned into a movie.
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The film received positive reviews internationally and won an important
award such as the Golden Globe Award for Best Foreign Language Film.
Since the movie was first broadcast as a six-part series, the movie was
divided into six parts. Therefore, the movie will be analyzed under the
titles of these episodes.

1. Chapter: Innocence and Panic
“Last night someone was saying that
the issuelessness itself is a big issue.”

The movie starts with an interview for a magazine. Marianne and
Johan’s two daughters are seen only in this scene throughout the movie.
After the family photo, the girls leave the room and Johan and Marianne
are left alone with the reporter’s questions. In this interview, which starts
with a wide shot, close-ups are used as special questions are asked. These
shots draw attention to the frame and characters that the audience should
focus on. The facial expressions and emotional states of the characters are
read more clearly through these close-ups. In this scene, there is a tiny
detail that is planted as a seed, which would go unnoticed if not watched
carefully. After the photo for the magazine, Marianne gently pulls Johan’s
hand away from her and pushes it aside. This gesture, along with the cold
and insincere smile on her face, can be read as the first physical reaction
of Marianne’s sexual withdrawal from having anything with Johan, which
we will learn later during their conversation. Another noteworthy element
is that when the reporter asks: “How would you describe yourself?”” Johan
can name a lot of things to describe himself, while Marianne cannot find
anything else to say other than that she is married to Johan and they have
two daughters.

In short, although Marianne is a lawyer, she says that she is Johan’s
wife instead. In fact, these dialogues show the audience that Marianne
restricts herself in a position exactly according to the perception of the
society she lives in, that is, she defines herself through her husband. In
addition, Marianne, who answers the reporter’s question of whether there
have been no problems for 10 years by saying that there have been no
financial difficulties, actually shows how society views marriage from a
different perspective. In the society of that period, it was barely accepted
for women to have a profession, but even if a woman had a good profession,
she could be criticized even if she was married or not. When she marries,
she belongs to a class or not based on the financial status of her husband.
If there are no financial difficulties in the marriage, if the man is well-
off and has a good job, the woman does not have much freedom in this
marriage and even in the decisions she makes in her life and the way she
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lives her life. We can clearly understand this from the dialogues between
the characters in this scene.

Later in this scene, while Peter and Katarina are having dinner
together, Johan reads the ‘ideal couple’ interviews from a magazine and
there is a pleasant atmosphere. First, the camera descends from the stone
chandelier above the table down to the dining table, positioning itself to
see the ostentatious table and those around it. The ostentatious accessories
shown in this wide shot are like a reflection of the characters. When they
move from the table to the armchair, a more intimate atmosphere is
created. As can be understood from this scene, Bergman has designed the
space, decor, costumes, lighting, in short, the cinematography of the film
to serve the emotions and narrative. Katarina and Peter continue to chat on
the sofa and have a heated discussion. During this discussion, it becomes
clear that the articles written by Peter were actually written by Katarina.
It is thought to be a similar detail to Marianne’s self-identification in the
first scene through her marriage to Johan. In fact, while Peter is secretly
existing himself through Katarina’s writings, it is a symbol of Katarina’s
destruction of his own existence. As it can be understood from these
scenes, both women exist mostly as wives and mothers.

After the couple leaves their home, Marianne tells Johan that the
problem between them is the lack of and inadequate communication.
They are such an “ideal and exemplary” couple that they feel entitled
to comment on other people’s relationships. During this conversation
Johan mentions that marriages should be for 5 years or renewed annually
like a contract. When Marianne asks if this applies to us, Johan replies
that they are an exception. During these conversations, the camera, as an
outside observer, follows the movements of the actors in long shots. It is
as if Bergman wants to look at the characters’ marriage and this dialog in
particular from the outside. The director also uses this positioning of the
camera in the scene where Mariaane and Johan argue before signing the
divorce protocol.

2. Chapter: Sweeping Under the Carpet

“Yes, I think I have the capacity for love, but... Everything is so closed
in... This life is suppressing all my abilities. I have to do something now...
Something very strange is happening... My senses - sight, hearing, feeling
- are betraying me. I can tell that this table is a table. I see it, I touch it...
but my relation to it is superficial and dry... You see? It’s the same with
other things... Music, smells, people’s faces, everything is dull and fading,
becoming worthless. Everything...”



268 * Gozde Sunal

In this section we first witness a conversation between Marianne and
her client. The woman says that she wants to get divorced because there
is no love in their marriage anymore (Actually she said that she wanted
to leave 15 years ago but her husband told her to wait until the children
grew up. The woman says that now that the children have grown up and
left home, she can get a divorce). When her husband asked her what was
wrong with the marriage, she said that it was impossible to sustain a
marriage without love. When her husband asked her what love was, she
said that she did not know what love was, “one cannot define something
that does not exist”. Marianne wants to ask the woman something about
love but gives up. The woman gives an example by saying “I touch the
table but my relationship with it is superficial and dry”. Here, a very
appropriate framing is done cinematographically. While she gives this
example, we see Marianne’s puzzled face for a long time in close-up.
In order to clearly show Marianne’s astonishment at what she heard and
to keep the focus on Marianne, director Bergman chose to stay only on
Marianne’s face for a long time instead of making a cut and showing her
expressions. This camera and editing technique, which he uses to show
Marianne’s emotions more clearly, is actually one of Bergman’s preferred
methods in general. Bergman is one of the most important directors in
search of face shots.

The shooting technique, also known as close-up, has been used
effectively since the beginning of cinema. It would be appropriate to
emphasize that another director who thinks like Bergman, Soviet film
director and theorist Sergey Ayzenstayn, said that close-ups give the film
an affective reading. The best example of this is the tragic narration of
the moment when a mother’s child is crushed in the Odessa Sidewalks of
Battleship Potemkin (1925). From this perspective, we see that from the
beginning of the movie, close-ups are preferred instead of general plans.

Later in the movie, Johan says: “People who have been together for a
long time can lose their will a little”, Marianne says: “We haven’t lost it,
we just have a lot of work and we are tired in the evenings”. In this scene
Johan complains for the first time about not being able to make love,
but Marianne says it’s not my fault. Marianne suggests to Johan, who
complains that they don’t show affection to each other, that they should go
on vacation this summer. Johan says I don’t think affection has anything
to do with vacation. With this scene, we understand how different their
perception of events and their solutions are. When Johan hugs Marianne
and puts his hand on her breast, Marianne pushes Johan’s hand away.
As in the first scene, a disturbed expression appears on Marianne’s face.
The underlying reason for Marianne’s sexual reluctance is most likely
the incorporation of her identity as a mother. She herself confirms this in
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the movie when she says that this happened after having children. Johan
realizes that the problem cannot be solved and says “it’s late, let’s go to
bed”. Once they are in bed, Marianne says that we can make love if you
want, to which Johan says thank you for the offer but I'm very tired. We
can think that Marianne makes this offer because she knows that Johan is
sure that she will refuse.

The general atmosphere of the movie reinforces the feeling of being
stuck. The audience is constantly trapped in a gloomy environment by the
lighting of the movie and the lack of outdoor scenes. While Bergman pays
close attention to the use of light and shadow in his films, he avoids using
color (Elsaesser 1995: 8), and we see this preference in this film as well.
Especially the use of low light and pastel tones nourishes the atmosphere
of the film.

3. Chapter: Paula
“Although I read a lot, existence
I know very little about myself.
I know nothing about myself
but this disaster could be a chance
for both of us to come back to life.”

In this episode Johan confesses to Marianne that he is in love with
another woman and she cannot accept it. She begs Johan helplessly. When
Johan first tells Marianne that he is in love with another woman, she
says nothing, and when Johan gets angry and asks her to say something,
Marianne says: “It’s strange that I didn’t suspect anything, everything was
as usual, even better”. Johan: “Yes, you never noticed, you’ve never been
a good observer”. As we can see, Marianne is too blinded in the marriage
she has trapped herself in to realize how her marriage is going or not
going. In such a conversation, Marianne becomes completely childish
instead of a mature greeting and starts asking Johan one question after
another in a way that irritates the viewer: “What are we going to do now,
are we going to divorce, are you going to marry her, should we talk about
it tonight”. Johan says that he cannot do without Paula and that he is going
to Paris with her the next day. Later in the conversation, when talking to
Marianne, Johan says that he wants to let everything go. In fact, he doesn’t
know exactly what he wants either. This time it is Marianne who sweeps
the problem under the rug. “Let’s go to bed, it’s late,” she says.

After finding out that he is in love with another woman, Marianne tells
Johan that although she saw marks on his chest while he was undressing
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and said something about him, she can go and pick up his dry-cleaned
clothes and even pack his suitcase if he wants, as if nothing had happened.

But Johan doesn’t want to. Marianne offers Johan an outfit in which
he can look young and stylish. Marianne doesn’t know what to do here, so
she comes up with childish solutions, and the way she sits with her legs
pulled close to her abdomen, as if in a fetal position, is a symbol of this.
With the mise-en-scene set up in this frame, the audience is made to feel
how helpless Marianne is.

In the morning of this night, Marianne continues to act as if nothing
has happened, asking questions in her childlike innocence. It can be
thought that what Bergman reflects with this scene is that a woman should
serve her husband, that is, be obedient, no matter what the circumstances
. The disturbing point of this scene is Marianne’s innocence when she
asks Johan whether he would like tea or coffee. The costume, angles and
atmosphere that support this innocence are also a big factor in this point.
Marianne is shown in this scene as a representation of the inability to
break away from her “being married” status.

Another physical feature of Marianne that draws attention in this
scene is that her hair has never been so disheveled before. Especially after
this scene, we feel that the movie creates a voyeuristic, peeping feeling
for the audience. It is as if the audience is involved in the process with the
characters in the movie.

4. Chapter: Valley of Tears
“We’ll make love and you’ll go away
and I’ll be sad again.”

Johan arrives 6 months later and shows a warm and sincere attitude
towards Marianne as if nothing had happened. There is a clear difference
between Marianne’s costume and hairstyle when she was abandoned and
her costume and hairstyle now. With her hair and costume, an art direction
is constructed to represent her disintegrating character and life. In these
encounters, we are faced with a more feminine Marianne who has her
life in order as well as her hair. In fact, it can be interpreted that this is to
give the impression that she has overcome Johan and abandonment and is
moving on with her life.

Even though Marianne tries to stand firm, Johan is still a weakness for
her and we see her making an effort to resist this weakness. In this scene,
it is discussed that they should now take care of the divorce proceedings.
One of the important details is that Marianne says that Johan has emptied
his study and made “a room of his own”. We see a Marianne who starts to
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realize herself and her wishes. In this scene, we see that the table at which
they have dinner is nothing like the flamboyant dining table we saw at the
beginning.

5. Chapter: The Ignorant

“We are so emotionally ignorant, they taught us anatomy, agriculture in
Pretoria, that the square of the hypotenuse is equal to the sum of the squares
of the perpendicular sides, all kinds of shit, but not a single thing about the
human soul. We are illiterate about ourselves and others.”

This episode takes place in Johan’s office. Marianne now seems
determined to get a divorce. She arrives with the papers and the roles
are reversed. Marianne is now completely liberated. Marianne, who had
previously been asserting herself through her husband’s presence, now
wants to separate from Johan. Despite all Johan’s attempts to make her
feel sorry for herself, Marianne remains resolute and expresses her desire
for a divorce in a nonchalant manner. This time Johan resorts to physical
violence to stop Mariaane. Johan throws a tantrum and locks the door to
prevent Marianne from leaving. This is the first time Johan uses physical
violence after the psychological violence he inflicted on Marianne. After
hitting Marianne repeatedly, he gives her the keys. When Marianne comes
back after cleaning her face, they both sign the papers without saying
anything. Here the camera draws attention with its observer positions.
Bergman witnesses the discussions like an outside eye during this whole
process.

6. Chapter Midnight in a Dark House in a Corner of
the World

“Sometimes I believe that

I have never loved anyone.

I think no one has ever loved me,
it makes me very sad.”

This episode begins with a large-scale shot on the street that makes
the viewer take a deep breath. Ingmar Bergman reflected the emotional
turmoil and stuckness they were experiencing inside each other through
a cinematographic narrative that was always trapped between four walls,
except for the scene where they go to work together at the very beginning.
Now Marianne and Johan have other lives and are married. But the
couple, who are still seeing each other, come together when their spouses
go on a business trip. We understand the change in both of their characters
through their discourse. They can speak openly and honestly about life
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and themselves, as if they had never been apart. We understand this very
clearly from the following line; “It’s not our first but our twentieth year.
We got married twenty years ago in August. A whole lifetime. We spent
all our youth together, what a strange thing”.

In this last scene, we see that the color green is used quite intensely.
The outdoor scene gives clues to the audience as a harbinger of the
couple’s hope and happiness for the future. In this scene of the couple’s
fling, we see long close-ups and even extreme close-ups. “A close-up is
traditionally a shot that shows only the head, hands, feet and small objects.
It emphasizes facial expression, the details of a gesture or an important
object. Extreme close-up shows part of the face or magnifies an object”
(Bordwell & Thompson, 2009:191). In the movie, these shots dominate
especially in the scenes of their confessions to each other. They are used
frequently and specifically to focus the audience on the characters’ speech
and facial expressions.

CONCLUSION

With Scenes from a Marriage, Ingman Bergman shows us not only
the story of a marriage, but also how the society we live in influences our
choices, our way of life and even who we are. The film, which harshly
criticizes the fact that women have no identity other than their identities as
married women and mothers, has a carefully constructed subtext.

The director reflects the fears of the characters in his films, the
truths they do not want to face, in short, their unconscious. Throughout
this process, the audience is completely focused on the subject with the
narrative language and cinematographic expression he uses. In various
scenes, he reveals the invisible realities behind the behaviors shown as
ideal by society. The first thing to focus on in the movie is Marianne
and Johan’s individual selves. Their emotions need to be well analyzed
and understood in their personalities rather than their relationship. The
complex emotions of people who don’t know what they want are left
hanging.

While the color and lighting of the scenes at the beginning of the
film are more gloomy, towards the end of the film we see that this
dark atmosphere becomes brighter. Although we never see an exterior
throughout the film, the camera goes outside at the end of the film and
this relieves the audience to some extent. It is thought that the use of this
narrative language is deliberate. The purpose of using the low key lighting
technique, which dominates the entire movie, is to provide dramatic and
sad emotions in the scenes. Throughout the movie, gloomy lighting is
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dominant as a reflection of the character’s inner world and even the decor
and accessories reflect our characters.

When Marianne decides to get a divorce and take the risk to be
herself, that’s when we see a difference in the lighting of the movie. At the
end of the movie, we see outdoor spaces that we have never seen in the
movie with brighter and wider plans. In this process, the audience gets rid
of the cramped, gloomy space and breathes a sigh of relief.

Each of Bergman’s films has been evaluated in many ways, but it is
seen that there has not been a detailed reading on the film Scenes from
a Marriage. It has recently been staged in the theater, and Hagai Levi’s
television series of the same name in 2021 is also inspired by the film.
In Hagai Levi’s version, the story is told in reverse, but there are many
striking commonalities.

Bergman often searches for the self in his cinematography. He often
translates his own autobiographical story into films, and he goes into great
detail both aesthetically and technically. Bergman is one of the important
auteur directors in World Cinema with his own cinematic language, mise-
en-scene and thematic structure. In this six-part film, Bergman tried to
show how difficult it is for a woman to maintain her independent identity
within the framework of marriage, where roles are clearly defined, social
pressure prevails and we have illusions about it through education.
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Introduction

Iran launched nuclear operations in 1957 as part of an agreement with
the United States during the reign of Mohammad Reza Shah until 1979.
Germany and France began the first nuclear power plants in Iran in 1974.
These nuclear power plant building projects could not be finished following
the Islamic Revolution. In 1980, Iraq attacked the Islamic Republic of Iran,
sparking a war between the two nations. While the battle was still going on,
Iranian officials decided to restart nuclear programs. Iran and Russia inked
a pact in January 1995 to finish building the Bushehr reactors. As a result,
Russia, which possesses sophisticated nuclear technology, has supplied
significant assistance to Iran’s nuclear operations. Iran’s nuclear program
has become an international issue in 2002, when it was uncovered that it
neglected to notify some of its nuclear operations to the International Atomic
Energy Agency. Concerned about Iran’s nuclear program, the international
community applied sanctions to discourage Iran’s nuclear activity. Even
though sanctions resolutions affected Iran, it maintained its nuclear activities.

Iran began negotiations with the EU/3 (United Kingdom, France, and
Germany) nations in 2003, and the P5+1 (permanent members of the UN
Security Council plus Germany) became a party to the process in 2006.
The United States, on the other side, stressed the military intervention
option. Although this difficult process has taken a positive turn, significant
work toward a final settlement must be accomplished because the military
option against Iran has not been eliminated. This prospect poses a huge
threat to the Middle East’s security.

States worried about Iran’s nuclear program began imposing sanctions
to deter Iran from pursuing nuclear weapons. Iran maintains its nuclear
program despite economic losses because of the sanction’s rulings. Dealing
with Iran’s nuclear program only for security purposes limits the scope of
this problem. A multidimensional approach is required to overcome the
problem. Therefore, this study will employ Scott Sagan’s “three model
approach”, which give a holistic view on countries’ aspirations to obtain
nuclear weapons. The Security Model, the Domestic Politics Model, and
the Norms Model are three of these approaches (Sagan, 1996: 55).

The “security model,” which contends that governments acquire
nuclear weapons for security reasons, will be beneficial in interpreting
Iran’s threat assessment. The “domestic politics model,” which focuses on
the primary domestic players who may have a say in the choice to build
nuclear weapons, will be used to assess the influence of Iran’s internal
political system on its nuclear program. The symbolic significance of
nuclear technology/weapons as interpreted by Iranians While doing so, the
“norms model” will be a helpful tool.
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Due to the study’s limited scope, only one of these models will be
examined. It would be more helpful to employ the domestic politics model,
which is rarely referenced in the literature, especially given that security-
based methods predominate in the subject.

The Domestic Policy Model

The domestic policy model will be used to investigate Iran’s nuclear
program in this study, therefore it will focus on domestic policy figures
who may directly or indirectly influence decision-making, because the
fundamental analytical unit in the domestic policy model is the sub-state
actors. According to Scott Sagan, three sorts of players play important
roles in a state’s choice to seek a nuclear bomb: the first category of
actor covers the state’s nuclear energy-related technical and scientific
institutions. These organizations are known as technical universities,
scientific institutes, and scientific organizations. One of these agencies for
the Iranian nuclear program is the Atomic Energy Organization of Iran
(AEOI). According to Sagan, the second sort of actor is the professional
military as bureaucratic actors. The Islamic Revolutionary Guard Corps-
IRGC is the most acceptable example to depict such entities in Iran. third,
politicians (in Iran’s case, the Supreme Leader, President, Supreme National
Security Council, and Parliament) who may utilize nuclear concerns to
boost their political standing and garner popular support (Sagan, 1996: 63-
64). This model explains that security threats are not the only reason for
nuclear proliferation and that potential threats to a state’s security can be
interpreted in various ways by domestic political actors. According to this
approach, security issues are not the primary cause of armament decisions:
they are rather windows of opportunity through which parochial interests
might leap (Sagan, 1996: 64-65).

This proposition is valid for Iran’s decision-making process.
According to Abbas Maleki, foreign policy of the Islamic Republic of
Iran is the consequence of complex, varied interactions between many
governmental and non-governmental actors (Maleki, 2002: 51). Data
and information that arrive through various routes (diplomatic, security,
etc.) reach important decision-makers in foreign policy who have diverse
perspectives, perceptions, and understandings of what may be in the
national or organizational interests. However, this scenario is not an
impediment to reaching a relative agreement on foreign policy, particularly
when a threat to Iran appears. For example, George Bush’s “Axis of Evil”
speech, which accused Iran of being a threat to global security, offered
an incentive for Iran’s foreign policy decision-makers to work together
despite their individual disagreements (Maleki, 2002: 52-53).
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Similarly, the clash between many ideologies, objectives, and
organizations shapes Iran’s nuclear strategy. The AEOI, scientific
organizations (such as technical universities and research institutions), and
military-industrial organizations can be examined as a group under the
Domestic Politics Model (Tagma and Uzun: 2012: 250).

Atomic Energy Organization of Iran

Like other bureaucracies across the world, Iran’s Atomic Energy
Organization (IAEO), various universities and research organizations, and
defense installations have their own priorities and interests. Iran’s nuclear
institutions and bureaucracy are apprehensive that an agreement with the
IAEA will hinder them from achieving their survival goals (Maleki, 2002:
58).

The AEOI was formed in 1974 to oversee Iran’s nuclear energy
development. According to the AEOI’s founding statute, the AEOI
has control over all nuclear energy-related operations (Atomic Energy
Organization of Iran, n. d.). Prior to the revolution, the Shah aimed to
build a nuclear power plant with a capacity of 23,000 megawatts. To
achieve this aim, advanced nuclear technology and infrastructure were
required (Maragheh, 2002: 1). This institution commenced operations
to meet these standards. Because to the Islamic Revolution and the Iraq-
Iran conflict, the building o