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## 1. Introduction

Physics is the science that tries to understand, model, and explain the natural phenomena in the universe through examination, research, and observation. The science of physics is divided into various sub-branches within itself. One of them is particle physics, which has developed rapidly in recent years. Particle physics aims to understand the fundamental constituents of matter and their interactions. In other words, it is the science of the smallest particle. These are called subatomic particles. Subatomic particles combine among themselves to form the earth, stars, other planets, and eventually the entire universe. As a result of research, experiments, and investigations in this field, new information is gained about the behavior, interactions, and properties of subatomic particles. Thus, it is tried to determine what the basic components that make up the universe are, to define, reconstruct and decompose in a controlled way (Kamışcıoğlu, 2017, 2020, 2022).

The quality of the information produced in such an important area for understanding the universe and the state of the scientific language used are very important in terms of giving students scientific thinking, attitude, and behavior. As it is known, science is the body of systematic and proven knowledge with objective soundness obtained through various research and experiments. The process of producing knowledge is based on both research and experimentation. It examines the phenomena in a field through controlled research, experiment, or observation and finds the relationships between them. Based on the results obtained, theories, laws, and models are developed. These are called scientific knowledge. Various words, concepts, terms, formulas, tables, figures, pictures, etc. are used to present scientific information. Among these, words, concepts, and terms have a special importance.

A word is a sound or unit of sound or a word that has meaning. The concept is explained in the TDK Current Turkish Dictionary as "the abstract image, meaning or meaning a load of an object, event or thought in the mind". The concept is also "the general design that covers the common features of objects or events and gathers them under a common name" (TDK, 2023). Concepts are expressed with words and have some meaningful, abstract, and scientific features. It is carefully chosen to explain a subject well and to prevent ambiguity or lack of meaning. Scientists describe research, experiments, observations, and events in the field with concepts. Therefore, the concept forms the basis of scientific studies. The term, on the other hand, is "the word that corresponds to a specific and specific concept related to a science, art, profession or a subject" (TDK, 2023). In other words, concepts specific to a branch of science are called terms.

As can be seen, words, concepts, and terms are the building blocks of scientific language. It plays an important role in the development of a branch
of science. All research, experiments, and innovations in the field are necessary to explain well to future generations. For this reason, the concepts and terms used in the branches of science should be chosen by scientific rules. In other words, it is necessary to name the objects, elements, methods, tools, and materials used in the science branch correctly. Naming has special importance in the identification process and guides the explanations. Because the given name indicates or directly characterizes the quality of the object, event, or thought it represents. A Chinese proverb says, "Correct naming is the highest science of science". In this respect, it is necessary to choose scientific words that help to understand, recognize and distinguish the relevant object, event or thought correctly in the naming process. This is also important in terms of the names given to the particles discovered in particle physics.

In this research, the question that is tried to be answered is "What names are given to the particles discovered in particle physics?". How are particle names chosen to teach future generations the knowledge, research, experiments, and developments in particle physics? What methods and techniques are used? Is there a harmony between the names of the particles and their properties? Do the names given to the particles change according to the periods? Is the choice of particle names by scientific rules? This research was born out of such a need.

## 2. Method

In the research, scientific resources, journals, and internet resources that can be accessed on particle physics were first searched. Various resources such as research, experiments, documents of international organizations such as CERN(Conseil Européen pour la Recherche Nucléaire), publications, reports, and physics teaching programs related to particle physics in our world have been discussed. To determine the scientific status and development of particle names, all particles discovered from 1800 to 2022 were included in the research. In this process, the names given to the particles and the explanations about the names were examined in detail from the scientific point of view.

The document analysis method, one of the qualitative research methods, was chosen for the research. Document review is a research method used to analyze the content of written documents rigorously and systematically (Wach \& Ward, 2013). The research data are taken from scientific sources in the field. Since all of these were included in the study, it was not necessary to take a sample. At the stage of data collection, the names given to the particles were listed in the Word program, the explanations about the names were listed, they were divided into periods, tables related to the data were created and the findings were transferred to the tables and interpreted.

## 3. Findings

To determine the scientific status of particle names, the names of all particles discovered from 1800 to 2022 were examined scientifically. As a result of this analysis, four different periods formed. In the first period, it is seen that Greek names were given to the particles based on ancient understanding. In the second period, a large number of particles were discovered, and instead of naming each, they were listed alphabetically. However, the letters of the Greek alphabet are used in ordering the particles. Some are named with the sign of the letters and some with the pronunciation. Then the term "particle zoo" was used. In the third period, particle names started to change again. Daily, unusual, and exotic names were chosen with a romantic understanding. For example, particles have been given names such as strange, charm, beauty, top, bottom, up, and down. In the fourth period, particle families were created based on the family approach. Thus, a more scientific understanding was adopted in the naming process. These developments are given in Table 1 below according to the periods.

Table 1. Naming periods and approaches

| Periods | Approaches | Particle Name Examples |
| :--- | :--- | :--- |
| 1.Period | Ancient Approach | electron, proton, baryon... |
| 2. Period | Alphabetical Approach | $\alpha, \beta, \gamma, \Delta, \mu, \Phi, \Sigma, \Lambda \ldots$ |
| 3. Period | Romantic Approach | up, down, charm, strange, top, and bottom |
| 4. Period | Family Approach | Particle families, 1. Family, 2. Family, 3. <br> Family... |

### 3.1. First Period: The Ancient Approach

The first period of naming studies in particle physics is seen between the years 1800-1930. Physicists living in this period generally gave Greek names to particles to be compatible with the philosophy of science. In the naming process, a relationship was established between the name given and the quality of the relevant particle, and attention was drawn to common and similar aspects (Marleau, 2007). For example, atom, electron, proton, baryon, gluon, meson, lepton, hadron, neutron, neutrino, and photon. These are briefly explained below.

Atom: The word atom, which dates back to ancient times, is derived from the word "atomos". The Greek philosopher Democritus used this word, which means indivisible in Greek, in the 5th century BC, and suggested that the atom consists of very small particles. This idea of Democritus continued to exist until the 1800s (Arnaud, 2015; Crespo-Anadon, 2017).

Electron: Discovered by Joseph John Thomson in 1897. It comes from the Greek word "electros" meaning yellow amber. Amber (a fossilized resin) is easily charged with static electricity when rubbed with a cloth. Since ancient times, rubbed yellow amber was known to release electricity. Joseph John Thomson discovers the electron and creates a model in which the atom is defined as a charge-neutral entity (Crespo-Anadon, 2017; Khalatbari,2015).

Proton: Proton means "first" in Greek. It is one of the first particles described in physics. Ernest Rutherford proved the existence of the proton in 1918 and gave it this name. Proton is a nucleon. Together with the neutrons, it forms the nucleus of the atom. The electric charge is +1 inverse of the electron. The mass of the electron is 2,000 times less than that of the proton (Futura-sciences, 2023).

Baryon: Particles made up of three quarks are called baryons. The word baryon comes from the Greek "barus" meaning heavy. The three categories of particles known in the 1950s are leptons, mesons, and baryons, corresponding to the Greek words for "light", "medium" and "heavy." Baryons are heavy particles. The lightest particle of this family is the proton. A proton consists of 3 quarks, 2 u , and 1 d quark. Neutrons consist of 3 quarks, 2 d , and 1 u quark. The quarks determine the charge of the particles. The $u$ quark has a charge of $+2 / 3$, and the $d$ quark has a charge of $-1 / 3$ (Futura-sciences,2023; MEB, 2018).

Gluon: A gluon is a boson. The name gluon comes from the word "glue". As the name suggests, gluons, which are much stronger than other interactions, enable "gluing" quarks together with strong interaction (Futurasciences, 2023).

Meson: Double quark groups are called mesons. Mesons were first discovered by the Japanese physicist Hideki Yukawa and named "mesotron". This word is derived from the Greek words "mesos" meaning middle and "electron". However, German physicist Werner Heisenberg, one of the important names in quantum mechanics, argued that this term is not appropriate and changed mesotrons to "meson". All mesons consist of a quark and an antiquark. Antiquarks are similar to quarks in terms of mass and spin, but their electric charge is the opposite of quarks. The symbol of the antiquark is represented by putting a line on the letters ((Futura-sciences,2023; Khalatbari,2015; MEB, 2018).

Lepton: Unlike quarks, fermions that can be found freely in nature are called leptons. Lepton is derived from the Greek word "leptos" meaning small and light (Marleau, 2007). The most well-known example of particles in this group is the electron. There are three generations of leptons, tau, muon, and electron, in order from largest to smallest by mass. Each has a corresponding neutrino. Neutrinos are uncharged and have almost no mass so they hardly interact with anything. All leptons also have antiparticles (Futura-sciences, 2023; MEB, 2018).

Hadron: A hadron is a composite particle made up of quarks. There are two types of hadrons. These are baryons and mesons. The name Hadron means "strong" in Greek. Hadrons are named so because, unlike leptons, they are particles sensitive to strong interaction (Futura-sciences, 2023).

Neutron: The neutron was discovered in 1932, its mass was close to that of a proton, but it was named a neutron because it is electrically neutral. Between leptons and baryons, there are intermediate Greek mesons such as pions (Crespo-Anadon, 2017).

Neutrino: Wolfgang Pauli discovered a new, very light, and neutral particle in 1930. He called it the neutrino. In Italian, the small neutral will be a lepton. Leptons are subject to only weak and electromagnetic forces, distinguishing them from Greek thick hadrons, which are subject to strong force (Vannucci, 2019).

Photon: Photon is a boson. It is the particle that transmits electromagnetic interaction. It is usually denoted by gamma. The modern origins of the idea of light as a particle date back to 1901. Physicist Max Planck used the expression quanta, which comes from the Latin quantum, meaning "packets of energy". The first known use of the word "photon" was made by physicist Leonard Troland, who used it in 1916 to describe a unit of illumination for the retina. Photon is derived from the Greek word phos, "light", PIE bha "to shine". The photon transmits electromagnetic interaction, light is an example of this (Futura-sciences, 2023; Symmetry Magazine, 2023).

As can be seen, most of the names given to the first-period particles come from Greek. It has been associated with the properties of particles by giving names such as small, light, heavy, medium, light, glue, strong, neutral, and yellow amber in Greek. These are known widely in the area as ancient or historical names. These names were chosen to describe the properties and masses of the particles. In the research carried out in the following years, different properties of the particles were discovered, but these names remained the same. It is still used today.

### 3.2. Second Term: The Alphabetical Approach

The second-period naming studies in particle physics are seen between the 1930s and 1960s. A large number of particles were discovered during this period. The newly discovered particles are listed in alphabetical order by giving the name or pronunciation of the letters. This order is again made in Greek letters. Thus, almost all Greek letters such as $\alpha, \beta, \gamma, \Delta, \mu, \Phi, \Sigma, \Lambda \ldots$ were used (Vannucci, 2019). Before long, the term "particle zoo" was coined to explain these particles with different properties, masses, and types. This expression was deprecated with the Standard Model theory in the 1970s.
3.2.1.Greek Letters: In the field of particle physics, researchers discovered many new particles between 1950 and 1960. The letters of the Greek alphabet, signs, and even the pronunciation of some Greek letters such as omega, delta, and epsilon are given. Some of these are listed below by date.
*1946/47: Discovery of pion with charged $\pi \pm$ meson $(\pi+\rightarrow \mu++v \mu)$
*1948: Artificial production of $\pi+$

* 1949: Discovery of K+.
*1950: Discovery of the Neutral pion ( $\pi 0 \rightarrow \gamma+\gamma$ ).
*1951: Discovery of the "V" events in Brookhaven, New York.
*1952: Discovery of $\Delta$ (the excited state of the nucleon).
*1955: Discovery of the antiproton ${ }^{-} \mathrm{p}$.
*1956: Discovery of P violation in 60 Co atoms by Wu and Amber.
*1960/70: Discovery of hundreds of "elementary" particles ( $\rho, \omega, \mathrm{K} *, \Delta, \Xi, \ldots$.
* 1962: Discovery of $v_{\mu}$ and $v_{\mathrm{e}}$.
*1964: Proposal of the existence of $u, d, s$ quarks (Techno-science, 2023).
As can be seen, many particles were discovered in the field of particle physics from 1950 to 1964, and they were usually given Greek letters. These are shown on a historical line in Table 2.
3.2.2.Particle Zoo: A surprising number of particles with different qualities and masses were found in the experiments conducted in the second period. This is called "particle zoo". In the history of particle physics, this was thought to be confusing in the late 1960s. Before the discovery of quarks, hundreds of strongly interacting particles (hadrons) were known and believed to be different fundamental particles. It was later discovered that these were not elementary particles but combinations of quarks. However, it was necessary to classify and order these particles. In particle physics, the term particle zoo was used to describe the relatively broad list of known subatomic particles, compared to the diversity of species in a zoo. The term "underground zoo" was coined by Robert Oppenheimer in 1956 VI. It was used at the Rochester International Conference on High Energy Physics and subsequently expanded (Particle_zoo,2023). This expression is also used as "particle universe or world" in some sources. In some sources, visual examples are given by associating the properties and mass of particles with animals (Arnaud, 2015). The term Particle Zoo was deprecated after the Standard Model Theory was created in the 1970s. Because it has been seen that these particles, which are in large numbers, are the result of the combination of a small number of fundamental particles. The particle zoo image is given in Figure 1 below.

As seen in Figure 1, the particles were matched with pictures of creatures such as ducks, penguins, squirrels, ants, cows, cheetahs, gorillas, and mice. Connections have been established between their properties and the properties of particles. Attention was drawn to the characteristics of various living things such as weight, lightness, and agility.

Table 2. Discovery years and names of second-period particles (Arnaud,2015).


Figure 1. Particle Zoo (Arnaud,2015).

### 3.3. Third Period: The Romantic Approach

The third period of naming studies in particle physics emerged between the years 1960-1985. In this period, the names given to the particles began to differ from the previous ones. Instead of continuing the practices of previous years, the scientists of this period chose unusual, foreign, exotic, and easy-tounderstand names in everyday language with a romantic understanding. For example, particles have been given various names such as strange, charm, beauty, top, up, down, and bottom. The fact that the newly discovered particles have different properties from the previous ones has also been effective in this naming. For this reason, different and remarkable names were preferred. These are described below.
3.3.1.Strange Particles: This name was given to explain that some particles discovered by Gell-Mann and Nishijima in the 1960s have strange and elusive properties. Later they were also called "strange particles" and "quark (s)". Over time it has become one of the fundamental particles of the standard model of particle physics. These particles were produced in copious pairs in experiments but degraded much more slowly than expected. Because of these features, they were also called "odd" to refer to their "strange" longevity. Strange particles were important for establishing the quark theory and contributed to understanding the two quarks $u$ and $d$, proton (uud) and neutron (udd), and pions (anti-u, anti-d) with $+2 / 3$ and $-1 / 3$ charges (Gell -Mann, 1953; Nishijima, 1955).
3.3.2.Charm Particles: These are named "attractive, charming, beautiful, enchanted, cute, mysterious particles, charm quark(c)". It is one of the secondgeneration quarks along with the strange particles. It makes up the thirdlargest mass of all quarks. It is also one of the fundamental particles of the standard model. Charm quarks are found in hadrons, which are subatomic particles made of quarks. These were observed by some researchers in 1964, but their discovery was attributed to Sheldon Glashow, John Ipoulus, and Luciano Maiani in 1970. Glashow in this regard; "We named the particle the 'charming quark' because we were fascinated and delighted by the symmetry it brings to the subnuclear world." It means. The first charmed particle (a particle containing a charmed quark), the $\mathrm{J} / \psi$ meson, was discovered by a team in 1974 (Glashow, Iliopoulos \& Maiani, 1970).
3.3.3. Other Particles: Are there any other strange particles? Two families of particles are produced from quarks: mesons, which combine a quark and an antiquark, and baryons, which consist of three quarks such as a proton or neutron. Kaons exhaust their possibilities to form new mesons with the first known quarks. For baryons, an additional quark introduces a host of new connotations; the only restriction is to restore a full electrical charge. So we can imagine combinations: sud, suu, sdd, ssd, ssu, sss. He determined $\Lambda^{0}, \Sigma^{-}$,
$\Sigma^{0}, \Sigma^{+}, \Xi^{-}, \Xi^{0}$ in cosmic rays that responded to the first associations.
In the following years, a series of experiments were carried out in the field to reveal the still missing quarks. After these studies, the bottom quark (b) and top quark ( t ) was discovered. Today it is known that the quark list is complete. All particles are therefore treated as more or less complex relationships between six different quarks and six different quarks. Thus, the formation of atoms and molecules, that is, all ordinary matter, is explained by the particles responsible for leptons and force fields. Their discovery years are given in Table 3 below.
3.3.4.Quarks: A quark is an elementary fermion that is susceptible to strong interaction. It creates hadrons. There are six types of quarks. These are listed as up quark (u), down quark (d), strange quark (s), charm quark (c), bottom quark (b), and top quark ( t ). Quarks are fundamental components of matter. They come together to form hadrons, that is, baryons such as protons and neutrons (mesons made up of three quarks-and quark-antiquark pairs) (Traczyk, 2021). Quarks are fundamental particles that make up hadrons, such as protons and neutrons, and more exotic particles and states of matter, such as quarkgluon plasma. Murray Gell-Mann and George Zweig formerly called these particles "aces" (Gell-Mann, 1964; Zweig, 1964). However, later Gell-Mann called them "quarks". It is suggested that the name quark is taken from the novel by James Joyce (Finnegan's Wake) and means cheese (Futura-sciences, 2023). Gell-Mann, on the other hand, wrote the following about the quark in his book "The Quark and the Jaguar" published in 1994;
"In 1963, I first gave the word "kwork" to the basic components of the nucleon. Then, while reading James Joyce's novel Finnegan's Wake, I came across the word "quark" in the phrase "Three Quarks for Muster Mark." The number three matched perfectly with the way quarks occur in nature. Some scholars argue that the quark in Joyce's epic is derived from the German word for quark, a type of curd cheese. The German word quark was probably taken from a West Slavic word meaning "to shape". This word potentially refers to the solidification of milk and turning it into curd. However, the word quark that I use should be considered as a non-dairy particle that emerges as the main component of matter" (Gell-Mann, 1994).

Table 3. Discovery years and names of third-period particles (1960-1990)


As can be seen, Murray Gell-Mann explains that the word quark does not come from the word cheese. The names and basic properties of quarks discovered in the third period in the field of particle physics are given in Table 4.

### 3.4. Fourth Term: The Family Approach

The fourth-period naming studies in particle physics date back to 1985. The names given to particles in the recent period have been handled with a more scientific understanding compared to the previous period. In this period, the family approach was adopted, "particle families" were formed, and newly discovered particles were placed in these families as a matrix. This process is described below.

Particle Families: Several new particles were discovered in the field of particle physics between 1800 and 2020. These were named with Greek names, letters, signs, and romantic names in previous years. However, in recent years, the idea of family has been put forward to better explain them. Thus, elementary particles are divided into three families under the name of particle families. The newly discovered particles are planned to be added to these families, such as newborn children. These three family understandings are basic parameters of the Standard Model (Arnaud, 2015).

Table 4. Quark names and properties

| Quark | Symbol | Spin | Charge | Baryon Number | S | C | B | T | Mass |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Up | U | $1 / 2$ | $+2 / 3$ | $1 / 3$ | 0 | 0 | 0 | 0 | $1.7-3.3 \mathrm{MeV}$ |
| Down | D | $1 / 2$ | $-1 / 3$ | $1 / 3$ | 0 | 0 | 0 | 0 | $4.1-5.8 \mathrm{MeV}$ |
| Charm | C | $1 / 2$ | $+2 / 3$ | $1 / 3$ | 0 | 1 | 0 | 0 | 1270 MeV |
| Strange | S | $1 / 2$ | $-1 / 3$ | $1 / 3$ | -1 | 0 | 0 | 0 | 101 MeV |
| Top | T | $1 / 2$ | $+2 / 3$ | $1 / 3$ | 0 | 0 | 0 | 1 | 172 MeV |
| Bottom | B | $1 / 2$ | $-1 / 3$ | $1 / 3$ | 0 | 0 | -1 | 0 | 4.19 MeV |

Particles discovered through familial understanding are arranged in a "matrix" into three families of four particles. The families are presented in the form of a table of mathematical objects, rows, and columns. For example, for the first family, A1, A2, A3, for the last family, $\mathrm{C} 1, \mathrm{C} 2 \ldots$ C4 is sorted. Thus, scientists wanted to make the developments about particles more understandable by choosing a new way of naming them (Khalatbari, 2015). Particle Families are shown in Figure 2.

As seen in Figure 2, all known elementary particles of matter are given together. There are three columns called "Families". The first family includes particles found around us. The two quarks ( $u$ and d) that make up the protons and neutrons in the nuclei of atoms, an electron, and the "electronic" neutrino express its relationship with the electron, etc. given way. Other families were placed in order. Thus, all particles are arranged in three families.

Some authors do not stay with only three families but also establish horizontal and vertical family ties between them. For example, Arnaud (2015) and Mansoulie (2005), "the second and third families are replicas of the first, containing particles of higher mass, the same properties as their sisters in the first column, observed in higher energy reactions, natural (cosmic rays) or artificial (accelerators)" they say (Arnaud, 2015; Mansoulie, 2005). In these statements, it was stated that the second and third families were sisters and the first family.

Michel Davier says that "the muon in the second family is an elementary particle cousin to the electron in the first family, but it is 200 times heavier and transient". Both have the same electromagnetic properties. They behave like small magnets with magnetic moments, the value of which was predicted by British Paul Adrien Maurice Dirac by combining quantum mechanics and special relativity in 1927 (Davier, 2021). As can be seen, researchers have also expressed kinship between particle families such as sister and cousin.


Figure 2. Particle Families

## 4. Conclusion

Particle physics is one of the rapidly developing branches of science in recent years. It is necessary to name the concepts and terms correctly to explain the research, experiments, and innovations in this field to future generations. Correct naming is very important to describe an event, thought, entity, or object and explain its properties. For this reason, the names given to the concepts and terms should be chosen scientifically. As it is known, concepts and terms are the cornerstones of particle physics. These make it easier to understand, learn, question, and place in the mind the developments and innovations in the field.

In this research, the names given to the particles discovered from 1800 to 2022 in particle physics were examined in detail from the scientific point of view. As a result of the examination, we came across four different periods in the naming process. In the first period, Greek names were given to particles based on the ancient approach. In Greek, names such as small, light, heavy, medium, light, and yellow amber were given and particles were associated with their properties. In the second period, many new particles were discovered and instead of naming the particles, they were listed alphabetically by giving the name or pronunciation of the letters. The letters and signs of the Greek alphabet were used in the ordering. Then, the term particle zoo was introduced and the properties of the particles were matched with the characteristics of the animals. In the third period, the old understanding of particle names has completely changed and the exotic understanding
has left its place, and the particles have been given names such as strange, mysterious, charm, and beauty. These are grouped under the name of quarks. In the fourth and last period, particle families have been created with the familial approach in order to better explain the particles. All known elementary particles are arranged in a matrix, with four particles in each family. In this process, the discovery of a surprising variety of particles and the basic understanding of the Standard Model Theory were effective. Thus, it was tried to make the particles scientifically clear, clear, and easy to understand, to determine their names by scientific rules, and to teach future generations well about research, experiments, and innovations in the field.
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## Introduction / Gemcitabine in a nutshell

Gemcitabine ( $2^{\prime}, 2^{\prime}$-difluorodeoxycytidine) is a chemotherapy drug that has been extensively studied and used in the treatment of various types of cancer. As an analog of deoxycytidine, gemcitabine interferes with DNA synthesis and disrupts cell division, leading to apoptosis in cancer cells. The effectiveness of gemcitabine in various solid tumors, including pancreatic, breast, lung, bladder, and ovarian cancers, has been well established in both preclinical and clinical studies [1-4]

However, the use of gemcitabine is not without adverse effects, including myelosuppression, nausea, vomiting, and fatigue, among others $(5,6)$. Therefore, identifying patients who are most likely to benefit from gemcitabine treatment and optimizing the treatment regimen are crucial for its clinical success.


Figure 1. Molecular formula of Gemcitabine

In recent years, there has been significant progress in understanding the molecular mechanisms underlying gemcitabine resistance in cancer cells, which has led to the development of new strategies to overcome resistance and improve the efficacy of gemcitabine treatment $[7,8]$.

This article aims to provide a comprehensive review of gemcitabine, including its mechanism of action, clinical applications, potential side effects, and strategies to overcome resistance. We will also discuss recent advances in the use of gemcitabine and its combinations with other therapeutic agents for the treatment of cancer.

While gemcitabine has shown promising results in clinical trials, its efficacy and toxicity can vary greatly depending on the individual patient and the specific cancer type. To better understand the mechanisms underlying
gemcitabine's effects and improve its clinical application, researchers have turned to computational analysis techniques.

Computational analysis of gemcitabine has the potential to provide valuable insights into the drug's pharmacokinetics, pharmacodynamics, and mechanism of action. Using tools such as molecular dynamics simulations, docking studies, and machine learning algorithms, researchers can predict the drug's interactions with biomolecules and identify potential targets for drug development. Additionally, computational approaches can help optimize gemcitabine dosing and predict patient response to treatment.

In this article, we review recent advances in computational analysis of gemcitabine, including studies on drug resistance, drug combination therapies, and personalized dosing strategies. We also discuss the challenges and limitations of computational methods in drug discovery and highlight the need for further integration of experimental and computational approaches. By combining these approaches, we can advance our understanding of gemcitabine's complex pharmacology and improve cancer treatment outcomes.

Computational chemistry has become an increasingly important tool in drug discovery and design, with the ability to provide valuable insights into molecular interactions and properties. In particular, density functional theory (DFT) methods have emerged as a powerful approach to model the electronic structure and properties of molecules, including drugs and their targets[9].

DFT methods offer several advantages over other computational approaches, including their ability to accurately predict the energetics and electronic properties of complex systems with reasonable computational cost. These methods have been used to study a wide range of molecular systems relevant to drug discovery, including protein-ligand interactions, drug metabolism, and drug delivery. Moreover, DFT methods have been used to design new drugs and optimize existing ones by predicting their properties and interactions with target proteins[10].

One of the main applications of DFT methods in drug discovery is the prediction of the binding affinity of a drug to its target protein. This is crucial in the development of new drugs, as it allows researchers to optimize drug structures and predict their efficacy before costly experimental testing. DFT methods can also be used to study the thermodynamics and kinetics of drug binding, providing valuable insights into the binding mechanism and potential allosteric sites.

Another application of DFT methods in drug discovery is the prediction of drug metabolism and toxicity. These methods can be used to predict the reactivity of drugs with various enzymes involved in drug metabolism, such as cytochrome P450 enzymes. This information can be used to optimize drug structures and reduce the risk of toxicity in patients [11].

Overall, computational chemistry, and DFT methods in particular, have become indispensable tools in drug discovery and design. They offer unique insights into molecular interactions and properties that can aid in the development of new drugs and the optimization of existing ones. As computational methods continue to improve, their importance in drug discovery will only continue to grow.

## Calculations on Molecular Structure of Gemcitabine

Molecular structure of any molecule is defined by bond lengths, bond angles and torsion (dihedral) angles. These values are experimentally measured via single crystal X-ray diffraction method. With this method, the spatial arrangement of the atoms of a molecule can be mapped.

In this study, the experimental results of the previous crystallographic study performed by Sivalakshmidevi et al. were used [12]. In their study, the substance 2'-Deoxy-2',2'-difluorocytidine monohydrochloride (Gemcitabine hydrochloride) was investigated, which gave the closest results we could obtain for gemcitabine. Both theoretical and experimental results have been exhibited in the corresponding tables.

Table 1. Theoretical and experimental bond lengths for Gemcitabine

| BOND | B3LYP |  | HF |  | Exp* | BOND | B3LYP |  | HF |  | Exp* |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\stackrel{*}{9}$ | $\begin{aligned} & * \\ & \underset{6}{*} \\ & \underset{6}{6} \end{aligned}$ | $\begin{gathered} \underset{N}{\text { N }} \end{gathered}$ | $\begin{aligned} & \text { * } \\ & \substack{*} \end{aligned}$ |  |  |  | $\begin{aligned} & * \\ & \underset{6}{*} \\ & \underset{6}{*} \end{aligned}$ | $\begin{aligned} & \underset{\sim}{1} \\ & \text { m } \end{aligned}$ | $$ |  |
| N3, C2 | 1.357 | 1.354 | 1.337 | 1.339 | 1.295 | F1,C6 | 1.362 | 1.362 | 1.366 | 1.336 | 1.360 |
| N1,C2 | 1.322 | 1.322 | 1.303 | 1.298 | 1.360 | F2,C6 | 1.370 | 1.370 | 1.377 | 1.346 | 1.371 |
| N1,C3 | 1.360 | 1.359 | 1.352 | 1.352 | 1.361 | H11,N3 | 1.010 | 1.008 | 0.998 | 0.995 | 0.950 |
| N2,C3 | 1.437 | 1.437 | 1.412 | 1.409 | 1.386 | H10,N3 | 1.008 | 1.005 | 0.995 | 0.992 | 0.950 |
| N2, C4 | 1.363 | 1.363 | 1.363 | 1.358 | 1.393 | H1,C1 | 1.083 | 1.082 | 1.067 | 1.071 |  |
| N2, C5 | 1.463 | 1.462 | 1.447 | 1.449 | 1.449 | H2, C4 | 1.085 | 1.085 | 1.070 | 1.073 |  |
| C2, 12 | 1.436 | 1.436 | 1.438 | 1.439 | 1.419 | H9, 04 | 0.978 | 0.974 | 0.974 | 0.952 |  |
| C5,C6 | 1.554 | 1.554 | 1.543 | 1.543 | 1.531 | H8,C9 | 1.103 | 1.103 | 1.084 | 1.088 | 0.950 |
| C6, C7 | 1.536 | 1.535 | 1.516 | 1,522 | 1.509 | H7, C9 | 1.096 | 1.096 | 1.079 | 1.083 | 0.950 |
| C7,C8 | 1.534 | 1.534 | 1.526 | 1.526 | 1.509 | H6,C8 | 1.099 | 1.099 | 1.079 | 1.086 | 0.950 |
| C8, 99 | 1.527 | 1.527 | 1.522 | 1.518 | 1.503 | H5,O3 | 0.969 | 0.965 | 0.965 | 0.947 | 0.940 |
| O4,C9 | 1.408 | 1.407 | 1.427 | 1.390 | 1.410 | H3, C5 | 1.097 | 1.098 | 1.078 | 1.082 | 0.950 |
| O2,C8 | 1.451 | 1.451 | 1.468 | 1.424 | 1.441 | H2, C4 | 1.085 | 1.085 | 1.070 | 1.073 | 0.950 |
| O2,C5 | 1.401 | 1.401 | 1.415 | 1.382 | 1.409 | H1,C1 | 1.083 | 1.082 | 1.067 | 1.071 | 0.950 |


| $\mathrm{O}, \mathrm{C} 7$ | 1.411 | 1.410 | 1.424 | 1.391 | 1.406 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{O}, \mathrm{C} 3$ | 1.228 | 1.228 | 1.222 | 1.203 | 1.233 |

From Table 1, some details can be noticed as in following lines.
1- The shortest N-C bond is N3-C2 bond of the - NH2 group. And N1-C2 and N1C3 bonds are almst equal in length. It can be clearly seen that this is due to resonance. Similarly N2-Cx bonds are longer than the other N-C bonds Because they are pure single bonds.

2- The shortest $\mathrm{O}-\mathrm{C}$ bond is $\mathrm{O} 1-\mathrm{C} 3$ as expected due to it is a double bond.
3- In two $\mathrm{O}-\mathrm{H}$ groups, the $\mathrm{O}-\mathrm{H}$ bonds have different lengths. $\mathrm{O} 3-\mathrm{H} 5$ bond is shorter than $\mathrm{O} 4-\mathrm{H} 9$ bond. This is because of their electronic environments.[13,14]

Table 2. Theoretical and experimental bond angles for Gemcitabine

| BOND | B3LYP |  | HF |  | Exp* | BOND | B3LYP |  | HF |  | Exp* |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & \text { * } \\ & \underset{6}{*} \\ & \underset{6}{2} \end{aligned}$ | $\underset{\underset{\sim}{r}}{\underset{\sim}{c}}$ | $\begin{gathered} * \\ \underset{6}{*} \end{gathered}$ |  |  |  | $\begin{gathered} * \\ \stackrel{*}{*} \\ \underset{6}{6} \end{gathered}$ | $\begin{gathered} \underset{\sim}{v} \end{gathered}$ | $\begin{gathered} \text { * } \\ \substack{0 \\ \hline} \end{gathered}$ |  |
| N3,C2,N1 | 117.05 | 117.03 | 118.1 | 117.82 | 118.8 | H10,N3,C2 | 121.38 | 122.10 | 122.80 | 122.20 | 120.06 |
| N3,C2,C1 | 119.75 | 119.8 | 120.0 | 119.16 | 124.0 | H1,C1, C2 | 122.56 | 122.60 | 121.90 | 122.40 | 120.44 |
| C2,C1, C4 | 116.17 | 116.19 | 116.3 | 115.73 | 119.2 | H1,C1, C4 | 121.26 | 121.20 | 121.80 | 121.90 | 120.34 |
| N2,C4, C1 | 121.63 | 121.63 | 121.9 | 121.97 | 121.3 | H2,C4, C1 | 122.24 | 122.20 | 121.90 | 121.90 | 119.38 |
| N2,C3,N1 | 117.67 | 117.67 | 117.00 | 118.02 | 116.2 | H2,C4,N2 | 116.13 | 116.20 | 116.20 | 116.20 | 119.28 |
| C4,N2,C3 | 120.49 | 120.5 | 120.60 | 120.32 | 120.7 | H3,C5,N2 | 105.76 | 105.80 | 107.60 | 106.10 | 109.70 |
| N2,C3,O1 | 118.54 | 118.54 | 118.40 | 118.39 | 121.5 | H3,C5,C6 | 107.00 | 106.80 | 107.20 | 106.90 | 109.65 |
| N1,C3,O1 | 123.79 | 123.79 | 124.60 | 123.59 | 122.4 | H9, O4,C9 | 108.71 | 108.80 | 111.40 | 110.60 | 104.00 |
| C4,N2, C5 | 119.42 | 119.37 | 120.40 | 119.48 | 119.7 | H8,C9,H7 | 107.63 | 107.50 | 108.80 | 107.90 | 109.45 |
| C3,N2,C5 | 120.09 | 120.13 | 119.00 | 120.19 | 118.2 | H4,C7, C8 | 109.61 | 109.50 | 110.00 | 110.40 | -- |
| N2,C5,O2 | 111.35 | 111.34 | 111.60 | 111.45 | 109.2 | H4,C7,C6 | 108.18 | 108.10 | 108.80 | 108.20 | 107.77 |
| N2,C5,C6 | 115.41 | 115.46 | 113.80 | 116.01 | 112.5 | H5, O3, C7 | 108.03 | 108.10 | 111.60 | 110.00 | 106.00 |
| C5,02,C8 | 111.74 | 111.71 | 111.40 | 112.24 | 109.7 | H4,C7,O3 | 112.66 | 112.90 | 113.90 | 112.40 | -- |
| O2,C8,C7 | 106.32 | 106.28 | 105.10 | 105.47 | 104.8 | N1, C2, C1 | 123.2 | 123.20 | 121.90 | 123.00 | 117.30 |
| C8,C7,C6 | 102.45 | 102.39 | 103.20 | 101.71 | 102.4 | C3,N1,C2 | 120.83 | 120.90 | 122.40 | 120.90 | 125.20 |
| C7,C6,C5 | 105.70 | 105.73 | 106.30 | 105.39 | 105.6 | O2, C8, C9 | 108.42 | 108.40 | 108.40 | 108.80 | 107.50 |
| C6,C5,O2 | 106.62 | 106.59 | 106.00 | 106.09 | 106.10 | C7,C8, C9 | 115.05 | 115.00 | 114.00 | 115.50 | 114.70 |
| O4,C9,C8 | 114.44 | 114.38 | 113.40 | 113.91 | 112.60 | O2,C5,H6 | 110.63 | 110.80 | 110.70 | 110.10 | 109.63 |
| 03,C7,C8 | 109.12 | 109.2 | 107.00 | 109.44 | 116.1 | O3,C7,H9 | 112.66 | 112.90 | 113.90 | 112.40 | 107.64 |
| O3,C7,C6 | 114.29 | 114.27 | 113.30 | 114.19 | 114.70 | C8,C7,H9 | 109.61 | 109.50 | 110.00 | 110.40 | 107.82 |


| F1,C6,F2 | 106.74 | 106.73 | 106.80 | 106.31 | 104.5 | O2,C8,H10 | 108.74 | 108.90 | 109.00 | 109.00 | 109.83 |
| ---: | ---: | ---: | ---: | ---: | ---: | :--- | :--- | :--- | :--- | :--- | :--- |
| F1,C6,C7 | 113.79 | 113.84 | 114.10 | 114.23 | 114.00 | C7,C8,H10 | 108.53 | 108.50 | 108.60 | 108.60 | 109.93 |
| F1,C6,C5 | 112.77 | 112.78 | 112.30 | 113.18 | 112.30 | C9,C8,H10 | 109.59 | 109.60 | 111.40 | 109.30 | 109.90 |
| F2,C6,C7 | 110.25 | 110.24 | 110.20 | 110.36 | 111.20 | O4,C9,H11 | 106.98 | 107.10 | 106.40 | 107.10 | 108.76 |
| F2,C6,C5 | 107.45 | 107.39 | 106.90 | 107.22 | 109.30 | O4,C9,H12 | 112.23 | 112.40 | 112.20 | 111.60 | 108.62 |
| H11,N3,H10 | 118.62 | 119.68 | 119.50 | 119.17 | 119.99 | C8,C9,H11 | 108.09 | 108.00 | 108.40 | 108.40 | 108.71 |
| H11,N3,C2 | 117.41 | 117.90 | 117.80 | 118.46 | 119.95 | C8,C9,H12 | 107.3 | 107.20 | 107.50 | 107.80 | 108.68 |

When it comes to the angles, lots of factor can effect the angles such as hybridisation, electronic environments, atom types and diameters etc.

In gemcitabine Mostly the bond angles are as they were expected from their hybridisation types. For example in the first ring, the bond angles are mostly between $117^{\circ}$ and $121^{\circ}$. The angles CxN 2 Cy are about $120^{\circ}$ too. It is due to resonance of double bonds in the ring.


Figure 2. Molecular structure and labeling for Gemcitabine
Table 3. Theoretical and experimental dihedral angles for Gemcitabine

| BOND | B3LYP |  | HF |  | EXP* | BOND | B3LYP |  | HF |  | EXP* |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | * | $*$ <br>  <br> $\substack{\text { en }}$ | $\underset{\substack{\text { N }}}{\substack{1}}$ | * |  |  | * | $*$ <br>  <br>  | ¢ | * |  |
| N3, C2,N1, C3 | -178.3 | -179.2 | -179.8 | 179.9 | 177.6 | H11,N3, C2,N1 | -7.5 | -2.9 | 0.2 | 1.9 | --- |
| C2,N1, C3, O1 | 179.0 | 179.1 | 179.8 | 179.5 | $-177.1$ | N3, C2, C1, H1 | -1.2 | -0.7 | -0.3 | -0.1 | - |
| C2,N1, C3,N2 | -0.9 | -0.6 | -0.1 | -0.3 | 2.3 | H3, C5, C6, C7 | -129.2 | -129.5 | -129.6 | -128.4 | -- |


| C2, C1, C4, N2 | -0.5 | -0.5 | -0.6 | -0.6 | --- | H8,C9,C8,H6 | -70.6 | -70.4 | -76.4 | -67.4 | --- |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N3,C2, C1, C4 | 179.0 | 179.8 | -179.9 | -179.5 | --- | C8,O2,C5,C6 | -6.8 | -6.7 | -7.1 | -9.1 | -14.6 |
| N3,C2, C3, O1 | 0.9 | -0.3 | 0.1 | -1.1 | --- | C5,O2, C8, C9 | 146.0 | 146.0 | -144.9 | 149.9 | 153.3 |
| N3,C2,N2,C5 | 74.5 | 43.3 | 53.5 | 28.6 | --- | C4,N2, C3,O1 | -179.6 | -179.6 | 179.5 | -180.0 | 178.4 |
| N1,C3,O2,C8 | -154.2 | -154.4 | -152.0 | -153.7 | --- | C5,N2, C3, O1 | 0.8 | 0.7 | 1.6 | 1.6 | 12.1 |
| C1,C4, C5, C6 | -79.6 | -79.5 | -78.5 | -80.8 | --- | C5,N2,C3,N1 | -179.3 | -179.5 | -178.4 | -178.6 | -167.3 |
| N2,C5,O2,C8 | -133.5 | -133.5 | -131.4 | -136.2 | -136.1 | C4,N2, C3,N1 | 0.3 | 0.1 | -0.6 | -0.2 | -0.9 |
| N2,C5, C6, C7 | 113.5 | 113.3 | 111.7 | 113.5 | 112.1 | C3,N2,C4, C1 | 0.5 | 0.5 | 0.9 | 0.6 | 0.3 |
| C4,N2, C5, C6 | 116.7 | 116.8 | 119.1 | 117.9 | -71.2 | C5,N2, C4, C1 | -180.0 | -179.9 | -178.8 | 179.1 | 166.5 |
| C3,N2, C5,O2 | 58.1 | 58.2 | 56.8 | 57.9 | -147.2 | C3,N2,C5,C6 | -63.7 | -63.5 | -63.0 | -63.6 | 95.3 |
| O4,C9,C8,O2 | -77.3 | -76.9 | -81.2 | -72.9 | -63.2 | C4,N2, C5,O2 | -121.5 | -121.5 | -121.0 | -120.5 | 46.3 |
| O4,C9,C8,C7 | 41.6 | 41.8 | 35.5 | 45.4 | 52.9 | C3,N1, C2, C1 | 0.8 | 0.6 | 0.4 | 0.4 | $-2.8$ |
| C9,C8, C7,O3 | 91.7 | 91.6 | 93.6 | 88.7 | 83.1 | N1,C2, C1, C4 | -0.1 | 0.0 | -0.1 | 0.1 | 1.9 |
| C5,O2, C8, C7 | 21.8 | 21.9 | 22.6 | 25.4 | 30.9 | N3, C2, C1, C4 | 179.0 | 179.8 | -179.9 | -179.5 | -178.4 |
| O2,C5, C6, C7 | -10.8 | -11.0 | -11.3 | -10.9 | -7.2 | C2, C1, C4,N2 | -0.5 | -0.5 | -0.6 | -0.6 | $-0.8$ |
| O3,C7,C6, 55 | 140.4 | 140.7 | 139.5 | 142.3 | 151.3 | C5,C6, $77, \mathrm{C} 8$ | 55.6 | 22.8 | 24.1 | 24.6 | 24.7 |
| O3,C7,C8,O2 | -148.3 | -148.5 | -147.9 | -151.2 | -159.2 | C6,C7,C8,C9 | -146.8 | -146.9 | -146.6 | -150.2 | -151.1 |
| O3,C7,C6,F1 | -95.3 | -94.9 | -96.2 | -92.8 | -85.0 | C6,C7,C8,O2 | -26.8 | -27.0 | -28.1 | -30.0 | -33.5 |
| O3,C7,C6,F2 | 24.6 | 25.0 | 24.0 | 26.9 | 32.9 | N2,C5,C6,F2 | -128.8 | -129.0 | -130.6 | -129.0 | -128.2 |
| F1,C6,C5,O2 | -135.7 | -136.0 | -136.8 | -136.4 | -132.0 | N2,C5,C6,F1 | -11.5 | -11.7 | -13.8 | -12.1 | -12.7 |
| F2,C6,C5,O2 | 107.0 | 106.7 | 106.4 | 106.7 | 112.5 | F1,C6,C7,C8 | 146.8 | 147.2 | -148.4 | 149.4 | 148.4 |
| F2,C6, C7,C8 | -93.3 | -93.0 | -91.4 | -90.9 | -93.7 | H10,N3, C2, C1 | 11.8 | 4.3 | -0.2 | -3.2 | --- |

Dihedral angles refer the torsion of the molecule or part of the molecule. In gemcitabine, first ring is almost planar with $178^{\circ}-180^{\circ}$ dihedral angles, and the second ring (with only single bonds) is twisted. The torsion angles of the second ring of the moecule are different from $10-15^{\circ}$ to $85-90^{\circ}$.It should be kept in mind, $0^{\circ}$ and $180^{\circ}$ or $30^{\circ}$ and $150^{\circ}$ are the same when torsion angles are mentioned.

## Electronic Properties of Gemcitabine

Molecular shape, spatial positions of the atoms are important to describe a molecule; but the other feature that is at least as important in terms of reactivity is the electronic structure. Mulliken [15] charge distribution (equation 1) is one of the most popular and oldest population analysis methods. Most software packages include this method and This is the main factor in its widespread use. Although it gives different results when different basis sets are used, it is widely used because it is easy in terms of calculation[15].

$$
\begin{equation*}
\boldsymbol{V} r=\sum_{A} \frac{z_{A}}{R_{A}-r}-\int \frac{\rho\left(r^{\prime}\right)}{\left(r^{\prime}-r\right)} d r^{\prime} \tag{1}
\end{equation*}
$$

The calculated Mulliken charge values are tabulated as Table 4 for Gemcitabine. These values can be interpreted in the shortest terms as follows:

1- Of all the carbon atoms of the molecule, only C1 and C9 have negative charges.

2- The C atom with the greatest positive value is the C 3 atom belonging to the carbonyl group,

3- Surprisingly, the C 6 atom does not have the highest positive valence. In fact, it is seen that it exhibits a very low charge compared to C3. However, since it carries F atoms, it would be expected to have the highest positive charge.

4- All O atoms have negative charges, It is seen that the O atoms belonging to the OH groups have significantly higher negative charges than the others.

5- Although the F atoms have negative charges as expected, they showed lower charges than expected.

6- The champion of the day is N . The negative charges of N atoms were calculated to be much higher than O and Fs.

7- All H atoms exhibit positive charges as expected. It is noteworthy that there is a difference of up to two times between the charges of the H atoms.



Figure 3. Mulliken charge distribution of Gemcitabine a) C \& heteroatoms, b) H atoms

Table 4. Theoretical Mulliken Charges values for Gemcitabine molecule

| BOND | B3LYP |  | HF |  | BOND | B3LYP |  | HF |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ث | $\begin{gathered} \text { * } \\ \frac{0}{6} \\ \hline 6 \end{gathered}$ |  | ثֻ |  | 苞 | 或 |  | * |
| C1 | -0.228 | -0.170 | -0.423 | -0.381 | N1 | -0.566 | -0.569 | -0.863 | -0.725 |
| C2 | 0.541 | 0.524 | 0.862 | 0.681 | N2 | -0.468 | -0.490 | -1.028 | -0.769 |
| C3 | 0.740 | 0.740 | 1.207 | 1.022 | N3 | -0.768 | -0.629 | -0.952 | -0.921 |
| C4 | 0.118 | 0.177 | 0.300 | 0.204 | H1 | 0.146 | 0.099 | 0.258 | 0.225 |
| C5 | 0.194 | 0.260 | 0.349 | 0.324 | H2 | 0.180 | 0.135 | 0.298 | 0.250 |
| C6 | 0.600 | 0.583 | 0.739 | 0.795 | H3 | 0.155 | 0.111 | 0.266 | 0.204 |
| C7 | 0.035 | 0.097 | -0.017 | 0.060 | H4 | 0.195 | 0.151 | 0.314 | 0.257 |
| C8 | 0.083 | 0.122 | 0.001 | 0.096 | H5 | 0.407 | 0.319 | 0.395 | 0.456 |
| C9 | -0.022 | 0.077 | -0.046 | 0.028 | H6 | 0.151 | 0.111 | 0.260 | 0.193 |
| F1 | -0.288 | -0.288 | -0.392 | -0.386 | H7 | 0.147 | 0.106 | 0.224 | 0.175 |
| F2 | -0.300 | -0.300 | -0.398 | -0.400 | H8 | 0.131 | 0.090 | 0.210 | 0.158 |
| O1 | -0.551 | -0.552 | -0.703 | -0.670 | H9 | 0.436 | 0.341 | 0.432 | 0.497 |
| O2 | -0.501 | -0.512 | -0.643 | -0.662 | H10 | 0.343 | 0.278 | 0.362 | 0.398 |
| O3 | -0.623 | -0.544 | -0.674 | -0.749 | H11 | 0.358 | 0.293 | 0.384 | 0.415 |
| O4 | -0.644 | -0.560 | -0.721 | -0.774 |  |  |  |  |  |



Figure 4．Electrostatic Potential Map（ESPMap）of Gemcitabine

## Molecular orbitals analysis（HOMO－LUMO）

HOMO（Highest Occupied Molecular Orbital）and LUMO（Lowest Unoccupied Molecular Orbital）represent the energy levels of a molecule． In a certain molecule there is a gap between these two energy levels．The larger this energy gap is，the more stable the molecule and reluctant to react． HOMO\＆LUMO levels also determine the acidity or basicity of the molecule．
Table 5．HOMO－LUMO Energies（eV）and $\Delta E$ values for Gemcitabine（Also see Figure 5）

| Method \＆ Basis Set |  | 7000 | $\sum_{i}^{0}$ | $\sum_{0}^{0}$ | $\sum_{-}^{ \pm}$ | Energy Diff．（4E） |  |  | $\lambda_{\text {max }}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\Delta \mathrm{E}_{1}$ |  |  |  | $\Delta \mathrm{E}_{2}$ | $\Delta \mathrm{E}_{3}$ | Calculated（Vac．） |  |  |
| 生 | 3－21G |  | －10．5 | －9．7 | 2.7 | 4.4 | 13，2 | 12，4 | 14，1 | 93，9 | 100 | 87.9 |
|  | 6－31G＊ | －10．5 | －9．6 | 2.9 | 4.6 | 13，40 | 12，50 | 14，20 | 92.5 | 99.2 | 87.3 |
| 花茿 | 6－31G＊ | －6．7 | －6．6 | －1．2 | 0.1 | 5，50 | 5，40 | 6，70 | 225，4 | 229，6 | 185 |
|  | 6－31G＊＊ | －6．7 | －6．6 | －1．2 | 0.1 | 5，50 | 5，40 | 6，70 | 225，4 | 229，6 | 185 |

According to calculated values, Gemcitabine is a "hard" molecule with a deep gap between HOMO\&LUMO levels. The chemical hardness of a molecule can be calculated via equation 2 a and also chemical softness of the same molecule can be obtained from equation $2 b[16]$.

$$
\begin{align*}
& \eta=(\varepsilon L U M O-\varepsilon H O M O)  \tag{2a}\\
& S=1 / \eta \tag{2b}
\end{align*}
$$



Figure 5. Schematical illustrations of $\Delta E$ values for Gemcitabine (Also see Table 5)

Table 6. HOMO-LUMO Energies (eV)

| MOs | DFT B3LYP |  | HF |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{6 - 3 1 G} \mathbf{}^{*}$ | $\mathbf{6 - 3 1 G} \mathbf{G}^{*}$ | $\mathbf{3 - 2 1 G}$ | $\mathbf{6 - 3 1 G}{ }^{*}$ |
| LUMO $\{+1\}$ | 0.1 | 0.1 | 4.4 | 4.6 |
| LUMO | -1.2 | -1.2 | 2.7 | 2.9 |
| HOMO | -6.6 | -6.6 | -9.7 | -9.6 |
| HOMO $\{-1\}$ | -6.7 | -6.7 | -10.5 | -10.5 |
| HOMO $\{-2\}$ | -7.0 | -7.0 | -11.0 | -11.3 |
| HOMO $\{-3\}$ | -7.2 | -7.2 | -11.3 | -11.5 |
| HOMO $\{-4\}$ | -7.5 | -7.5 | -11.7 | -11.9 |
| HOMO $\{-5\}$ | -7.6 | -7.6 | -11.9 | -12.1 |
| HOMO $\{-6\}$ | -7.9 | -7.9 | -12.4 | -12.6 |
| HOMO $\{-7\}$ | -8.6 | -8.6 | -13.0 | -13.3 |
| HOMO $\{-8\}$ | -8.9 | -8.9 | -13.4 | -13.8 |
| HOMO $\{-9\}$ | -9.6 | -9.6 | -13.9 | -13.9 |

## NMR Spectra of Gemcitabine

When it comes to determining the molecular structure, the first methods that come to mind are H and C nmr techniques. NMR is unquestionably of great importance in molecular structure determination. Therefore, NMR information can be found for almost all known molecules in the literature. Moreover, the H and C nmr values of the molecule can be calculated with great approximation even if the NMR measurement has not been performed experimentally [17,18].

For Gemcitabine the calculated and experimental NMR values are tabulated in the Table 7. As a "one word" summary of all the tables and figures the calculated values are in a great harmony with experimental ones. Some significant peaks can briefly be interpreted as follows.

1- All H atoms are in electron-rich chemical environments that give them high shift values. This is reflected in the calculated values.

2- H5 and H9 have been calculated to give peaks on about 0.8 ppm and 3-4 ppm. But in experimental spectra as expected their peaks is not seen, which is typical for -OH groups.

3- C2, C3, C4 and C5 have given peaks at $159.74,148.62,144.37$ and 96 ppm , respectively. Their calculated shift values are very near to experimental ones, with a difference of about $(+/-) 5-10 \mathrm{ppm}$. For most C atoms, the nearest calculated results are given by DFT method with B3LYP/6-31G**.

Table 7 Calculated and experimental schift values for Gemcitabine

| ATOM | B3LYP |  | HF |  | EXP.* |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{6 - 3 1 G}$ * | $\mathbf{6 - 3 1 G}{ }^{* *}$ | $\mathbf{3 - 2 1 G}$ | $\mathbf{6 - 3 1 G}{ }^{*}$ |  |
| C1 | 91.59 | 87.48 | 84.20 | 85.12 |  |
| C2 | 166.09 | 155.68 | 153.70 | 165.70 | 159.74 |
| C3 | 158.62 | 147.04 | 146.67 | 150.82 | 148.62 |
| C4 | 149.05 | 141.37 | 139.90 | 150.17 | 144.37 |
| C5 | 100.39 | 99.13 | 80.80 | 85.53 | 96.00 |
| C6 | 125.12 | 127.55 | 112.44 | 110.13 |  |
| C7 | 71.73 | 72.05 | 61.82 | 62.94 |  |
| C8 | 85.29 | 85.29 | 73.21 | 73.55 |  |
| C9 | 62.09 | 61.38 | 50.30 | 54.69 |  |
| H1 | 4.90 | 6.16 | 5.09 | 5.00 |  |
| H2 | 6.71 | 7.90 | 7.33 | 7.33 |  |
| H3 | 4.49 | 5.60 | 4.07 | 4.21 |  |
| H4 | 5.37 | 6.58 | 5.12 | 4.99 |  |
| H5 | 0.85 | 1.77 | 0.81 | 0.86 |  |
| H6 | 3.87 | 4.92 | 3.81 | 3.46 |  |
| H7 | 3.62 | 4.65 | 3.69 | 3.55 |  |
| H8 | 3.98 | 5.03 | 3.63 | 3.75 |  |
| H9 | 3.04 | 4.42 | 3.98 | 2.35 |  |
| H10 | 3.66 | 5.07 | 3.72 | 3.83 | 3.81 |
| H11 | 3.66 | 5.07 | 3.72 | 3.83 | 3.95 |



Figure 5. ${ }^{13} \mathrm{C}$ and ${ }^{1} \mathrm{H}$ NMR values for Gemcitabine


Figure 6. Calculated ${ }^{13} \mathrm{C}$ and ${ }^{1} \mathrm{H}$ NMR spectra for Gemcitabine

## Vibrational analysis of Gemcitabine

FT-IR and FT-RAMAN spectra give information about vibrational modes of any molecule. Every vibrational mode represents a spesific molecular movement, such as stretching, rotating,

Gemcitabine (C9H11F2N3O4) has 27 atoms which create 81 vibrational modes. They exhibit rocking, swinging, stretching and every kind of motions. These movements add different spatial positions to the molecule.


Figure 7. Calculated FT-IR spectra for Gemcitabine
In a short view the frequencies and their corresponding motions can be underlined briefly as follows.

1- The broad band in $\sim 3200-3400 \mathrm{~cm}^{-1}$ (modes $74-78$ ) refers to $-\mathrm{O}-\mathrm{H}$ and $-\mathrm{N}-\mathrm{H}$ parts of the molecule.

2- The most severe band at $1700-1800 \mathrm{~cm}^{-1}$ (modes 68-70) belongs to the carbonyl group's $\mathrm{C} 3=\mathrm{O} 1$ bond.

3- The bands about $3000 \mathrm{~cm}^{-1}$ (Modes 71-74) assign the C-H stretching motions.

Table 8. Calculated Vibrational modes for Gemcitabine

| \# | B3LYP |  | HF |  | \# | B3LYP |  | HF |  | \# | B3LYP |  | HF |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\frac{*}{\substack{e \\ 0}}$ | $\begin{aligned} & \text { 淢 } \\ & \underset{6}{6} \end{aligned}$ | $\underset{\sim}{\underset{N}{N}}$ | $\stackrel{*}{0}$ |  | $\frac{*}{\substack{e \\ 0}}$ | $\begin{aligned} & * \\ & \underset{6}{*} \\ & \underset{6}{*} \end{aligned}$ | $\underset{\sim}{\underset{\sim}{N}}$ | $\begin{aligned} & \stackrel{*}{6} \\ & \stackrel{\rightharpoonup}{6} \end{aligned}$ |  | $\begin{aligned} & \text { * } \\ & \underset{\sim}{6} \\ & \hline 6 \end{aligned}$ | $\begin{aligned} & * \\ & \stackrel{*}{*} \\ & \underset{6}{6} \end{aligned}$ | $\underset{\sim}{\underset{\sim}{c}}$ | $$ |
| 1 | 44 | 45 | 49 | 46 | 28 | 637 | 637 | 692 | 697 | 55 | 1326 | 1317 | 1420 | 1436 |
| 2 | 60 | 60 | 64 | 66 | 29 | 655 | 655 | 733 | 710 | 56 | 1330 | 1324 | 1430 | 1457 |
| 3 | 63 | 64 | 73 | 72 | 30 | 722 | 723 | 810 | 796 | 57 | 1354 | 1346 | 1464 | 1488 |
| 4 | 107 | 90 | 100 | 100 | 31 | 748 | 748 | 822 | 820 | 58 | 1365 | 1357 | 1488 | 1501 |
| 5 | 123 | 106 | 141 | 105 | 32 | 768 | 768 | 840 | 835 | 59 | 1385 | 1377 | 1497 | 1519 |
| 6 | 145 | 123 | 172 | 127 | 33 | 769 | 768 | 890 | 863 | 60 | 1404 | 1400 | 1514 | 1533 |
| 7 | 191 | 143 | 213 | 154 | 34 | 779 | 779 | 908 | 8888 | 61 | 1417 | 1407 | 1535 | 1559 |
| 8 | 198 | 191 | 222 | 211 | 35 | 824 | 823 | 934 | 899 | 62 | 1461 | 1450 | 1557 | 1591 |
| 9 | 207 | 207 | 247 | 226 | 36 | 868 | 867 | 958 | 958 | 63 | 1469 | 1458 | 1565 | 1606 |
| 10 | 217 | 216 | 254 | 240 | 37 | 885 | 883 | 975 | 968 | 64 | 1474 | 1466 | 1585 | 1617 |
| 11 | 236 | 236 | 264 | 259 | 38 | 940 | 938 | 1013 | 1030 | 65 | 1525 | 1510 | 1640 | 1650 |
| 12 | 249 | 248 | 290 | 270 | 39 | 957 | 959 | 1049 | 1066 | 66 | 1532 | 1526 | 1666 | 1658 |
| 13 | 263 | 262 | 302 | 290 | 40 | 982 | 978 | 1107 | 1108 | 67 | 1572 | 1569 | 1673 | 1715 |
| 14 | 278 | 277 | 324 | 297 | 41 | 1045 | 1042 | 1153 | 1152 | 68 | 1658 | 1642 | 1807 | 1804 |
| 15 | 303 | 303 | 342 | 328 | 42 | 1082 | 1074 | 1178 | 1196 | 69 | 1710 | 1707 | 1827 | 1859 |
| 16 | 318 | 317 | 380 | 338 | 43 | 1084 | 1080 | 1179 | 1203 | 70 | 1768 | 1767 | 1889 | 1932 |
| 17 | 350 | 350 | 400 | 380 | 44 | 1108 | 1105 | 1184 | 1225 | 71 | 2995 | 2987 | 3214 | 3198 |
| 18 | 368 | 369 | 459 | 404 | 45 | 1117 | 111 | 1191 | 1241 | 72 | 3037 | 3029 | 3279 | 3230 |
| 19 | 419 | 420 | 500 | 455 | 46 | 1136 | 1136 | 1207 | 1255 | 73 | 3048 | 3038 | 3287 | 3271 |
| 20 | 449 | 449 | 535 | 491 | 47 | 1141 | 1139 | 1224 | 1266 | 74 | 3092 | 3081 | 3293 | 3275 |
| 21 | 493 | 493 | 551 | 538 | 48 | 1166 | 1162 | 1268 | 1286 | 75 | 3128 | 3119 | 3388 | 3341 |
| 22 | 550 | 556 | 608 | 563 | 49 | 1188 | 1186 | 1283 | 1316 | 76 | 3216 | 3209 | 3396 | 3406 |
| 23 | 563 | 562 | 627 | 606 | 50 | 1222 | 1217 | 1333 | 1345 | 77 | 3239 | 3236 | 3430 | 3425 |
| 24 | 582 | 582 | 644 | 615 | 51 | 1231 | 1229 | 1340 | 1365 | 78 | 3599 | 3619 | 3751 | 3846 |
| 25 | 596 | 595 | 661 | 632 | 52 | 1262 | 1256 | 1350 | 1366 | 79 | 3624 | 3675 | 3775 | 3979 |
| 26 | 600 | 599 | 668 | 647 | 53 | 1269 | 1267 | 1370 | 1386 | 80 | 3725 | 3761 | 3888 | 4039 |
| 27 | 627 | 620 | 683 | 648 | 54 | 1275 | 1270 | 1381 | 1400 | 81 | 3760 | 3833 | 3904 | 4117 |



Figure 8. Calculated FT-RAMAN spectra for Gemcitabine
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## 1. INTRODUCTION

Pesticides are frequently used in agriculture to protect crops from pests, illnesses, and weeds, which can negatively affect crop productivity and quality [1]. Herbicides are the most widely used pesticides, with $] 47.5 \%$ of the global pesticide market accounting for almost half [2]. Chemical substances known as herbicides are employed to selectively suppress or eliminate weeds by interfering with their physiological functions. However, non-target animals, plants, people, and the environment can also be harmed by these herbicides. Herbicides have the potential to contaminate water supplies and groundwater, putting aquatic life in danger. Furthermore, it has been shown that some herbicides can harm DNA, which could result in mutations and other health issues [3,5]. Therefore, it is crucial to use herbicides carefully and follow safety guidelines to reduce the risk of these adverse effects.

Chloroacetanilide herbicides, such as acetochlor and alachlor, are widely used to control weeds in agricultural practices. These herbicides are effective against a wide variety of annual grasses and broadleaf weeds, and they work by inhibiting cell division in the target plants. Chloroacetanilide herbicides are typically applied to the soil before or immediately after planting, and they are absorbed by the roots of emerging seedlings [6,7]. Even though these herbicides have been in use for decades, there are concerns about their potential effects on human health and the environment, including their persistence in soil and water, toxicity to non-target organisms, and potential to contaminate food crops. These herbicides have been found to have genotoxic effects on living organisms. These genotoxic effects could result in adverse health outcomes like cancer, abnormal development, and reproductive issues [8]. For example, the herbicide alachlor has been shown to cause chromosomal damage in human lymphocytes, mice, and maize [7,9], while acetochlor has been found to induce cardiovascular toxicity in zebrafish [10]. Additionally, butachlor has been linked to an increased incidence of toxicity in the freshwater fish Tilapia zillii [11].

Prynachlor (N-but-3-yn-2-yl-2-chloro-N-phenylacetamide) and propisochlor (2-chloro-N-(2-ethyl-6-methylphenyl)-N-[(1-methylethoxy) methyl] acetamide) are two selective herbicides that belong to the chloroacetanilide family (Figure 1) [12,13]. They are commonly used to control annual grasses and broadleaf weeds in crops such as soybeans, cabbage, maize, and cauliflower. These herbicides work by inhibiting the protein content and synthesis of RNA, which are essential components of plant cell membranes [14]. Even though they are frequently used, these herbicides may have genotoxic and carcinogenic effects, but the research on this is sparse. The two most significant endpoints for evaluating the potential health risks of chemicals are genotoxicity, mutagenicity and carcinogenicity. Genotoxicity is the term used to describe a substance's capacity to damage DNA, which can
result in mutations, chromosomal aberrations, and other genetic alterations [15]. Contrarily, carcinogenicity describes a substance's capacity to result in cancer in humans or animals. Both of these endpoints are important in pesticide risk assessment because exposure to genotoxic and carcinogenic chemicals can have long-term health consequences [16].
a

b


Figure 1 2D structure of a) prynachlor b) propisochlor
In silico methods have gained popularity in recent years as an alternative to traditional in vivo and in vitro assays for determining the toxicological potential of chemicals. Animal testing has traditionally been used in toxicological assessments of chemicals, which is not only costly and timeconsuming but also raises ethical concerns. In-silico toxicity tools have become a promising alternative in recent years for evaluating the potential toxicological effects of chemicals [17, 18].

In silico toxicity tools are computer-based models that predict the toxicity of chemicals by simulating their interactions with biological systems. To estimate the potential toxicological effects of chemicals, these models use data from various sources, such as chemical structures, physicochemical properties, and biological pathways [17]. The use of these tools has the potential to significantly reduce the time and cost of toxicity testing, as well as the number of animals used in testing. Among these tools ar320e the widely used software programs Vega Hub, Toxtree (Estimation of Toxic HazardA Decision Tree Approach), Lazar, and Toxicity Estimation Software Tool (TEST), which allow researchers to predict the toxicity of chemicals using in silico models. Vega QSAR Hub is an open-source software platform that provides a variety of in silico toxicity prediction models, including models for acute toxicity, mutagenicity, and carcinogenicity. QSARs (Quantitative Structure-Activity Relationships) are mathematical models that forecast toxicity levels based on molecular descriptors-the physical properties of chemical structures [19]. Toxtree is another open-source software program that predicts the toxicity of chemicals using structural alerts [20]. Benigni and Bossa rules and structural alerts for genotoxic carcinogens found in the literature form the foundation of the decision tree known as Cramer rules,
which is used to evaluate potential mutagenicity [21]. Lazar is a web-based platform that integrates different toxicity prediction models and databases, allowing users to predict toxicity based on a variety of endpoints such as carcinogenicity, mutagenicity, and acute toxicity [22]. Finally, TEST was developed to allow users to easily estimate the toxicity of chemicals using QSARs methodologies. TEST can be used to predict the toxicity of chemicals in various species and endpoints, such as developmental toxicity, reproductive toxicity, and carcinogenicity [23].

These four in silico toxicity tools were used in this study to assess the genotoxic and carcinogenic potential of prynachlor and propisochlor herbicides. We performed a thorough analysis of these herbicides' chemical structures and compared the predictions of each tool to identify potential areas of agreement or disagreement. This study aims to contribute to the growing body of research on the use of in-silico toxicity tools for assessing chemical toxicity. The findings of this study will be useful in informing future risk assessments and regulatory decisions about the potential genotoxic and carcinogenic effects of prynachlor and propisochlor herbicides.

## 2. METHODOLOGY

### 2.1. Chemical structures of herbicides

The molecular structures of prynachlor and propisochlor were inserted to run the analysis using the Canonical Simplified Molecular Input Line Entry Specification (SMILES) system, $\mathrm{CC}(\mathrm{C} \# \mathrm{C}) \mathrm{N}(\mathrm{Cl}=\mathrm{CC}=\mathrm{CC}=\mathrm{C} 1) \mathrm{C}(=\mathrm{O}) \mathrm{CCl}$ and $\mathrm{CCC} 1=\mathrm{CC}=\mathrm{CC}(=\mathrm{C} 1 \mathrm{~N}(\mathrm{COC}(\mathrm{C}) \mathrm{C}) \mathrm{C}(=\mathrm{O}) \mathrm{CCl}) \mathrm{C}$, respectively, according to the PubChem descriptors [12, 13].

### 2.2. In silico predictions

For the present assessment, Toxtree 3.1.0 application (available at https:// toxtree.sourceforge.net/), the quantitative structure-activity relationship (QSAR) modeling VEGA 1.2.0 software (available at http:// www.vega-qsar. eu ), Lazar toxicity predictions (available at https://lazar.in-silico.ch/predict), and TEST 5.1 .2 were used. The toxicity predictions were then carried out by means of existing rules, available in those softwares. The presence of a structural alert in Toxtree was associated with a positive Ames mutagenicity result. VEGA classified chemicals as mutagenic or nonmutagenic and assigned a level of reliability. Lazar provides options for selecting desired endpoints and returns result with a probability score. Finally, after selecting an endpoint in the TEST, the result is calculated based on the consensus score.

## 3. RESULTS AND DISCUSSION

In order to protect crops from pests, diseases, and weeds, pesticides are used in agriculture. However, the use of these chemicals raises questions
about the potential health risks they pose to people, non-target organisms, and the environment [24]. Weeds are typically controlled or eradicated using herbicides like chloroacetanilides that interfere with their physiological processes [25]. However, concerns have been raised about their persistence in soil and water, their toxicity to non-target organisms, and their potential to contaminate food crops. Some herbicides have also been shown to have genotoxic and carcinogenic effects, making it critical to assess the potential health risks associated with their use [26, 27]. As an alternative to conventional in vivo and in vitro assays, in silico toxicity tools have been created to assess the toxicological potential of chemicals.

The toxicity prediction results for the two chosen chloroacetanilide herbicides studied are shown in Table 1 using the software tools LAZAR, Toxtree, VEGA, and TEST. Potential health risks associated with the use of the two chloroacetanilide herbicides prynachlor and propisochlor in agriculture have been highlighted by the results of the toxicity prediction analysis. Table 1 shows the results of the in silico analysis using the software tools LAZAR, Toxtree, VEGA and TEST.

Table 1 Prediction of mutagenicity, carcinogenicity and genotoxicity of prynachlor and propisochlor with various in silico tools

| Herbicide | VEGA Hub | Toxtree | Lazar | TEST |
| :---: | :---: | :---: | :---: | :---: |
| Prynachlor | mutagenic | mutagenic | mutagenic | mutagenic |
|  | carcinogenic | carcinogenic | could not find similar substances for threshold 0.2 with experimental data in the training dataset. |  |
|  | non-genotoxic genotoxic |  |  |  |
| Propisochlor | mutagenic | mmutagenic | mutagenic | non-mutagenic |
|  | carcinogenic | carcinogenic | cannot create prediction: only one similar compound for threshold 0.2 in the training set (threshold: 0.2). |  |
|  | non-genotoxic genotoxic |  |  |  |

Toxtree, which classifies chemicals based on the presence of structural alerts, predicted that both prynachlor and propisochlor could potentially cause DNA damage, mutations, and cancer. In addition, indicating their potential toxicity, Toxtree classified both herbicides as "high" (class 3) toxic. These findings are consistent with previous studies that have reported the genotoxic and carcinogenic effects of chloroacetanilide herbicides.

Similarly, with consensus scores of 0.5 and 0.45 respectively, Vega Hub predicted that both prynachlor and propisochlor are mutagenic and carcinogenic. This is consistent with the results of the structural alerts predicted by Toxtree, suggesting that these herbicides have the potential to cause genetic mutations and cancer.

LAZAR, on the other hand, predicted prynachlor to have a low mutagenic potential with a probability of 0.12 . Propisochlor was predicted to have a higher mutagenic potential with a probability of 0.439 . This discrepancy in predictions between software tools highlights the limitations and uncertainties of in silico toxicity predictions, which are based solely on herbicide chemical structures and may not always accurately reflect their true toxicity.

TEST, another software tool used in this study, predicted that prynachlor would be mutagenic with a consensus score of 0.67 , whereas propisochlor was predicted to be non-mutagenic with a consensus score of 0.40 . This discrepancy between TEST and other software tools highlights that in silico toxicity predictions must be interpreted with caution and that additional experimental research is needed to support and confirm such predictions.

The results of this study are in line with the previous literature in which the genotoxic and carcinogenic effects of chloroacetanilide herbicides have been reported [28, 30]. Hill et al. (1997) [31] reported that chloroacetanilide herbicide exposure caused DNA damage and genetic mutations in human cells. Similarly, in animal studies, these herbicides induced carcinogenic effects leading to the development of tumors, as reported by Green et al. (2000) [32]. These findings support the hypothesis that prynachlor and propisochlor pose health risks through genotoxicity and carcinogenicity [25]. Furthermore, persistence of chloroacetanilide herbicides in soil and water is a concern, as it may lead to long-term environmental exposure [33].

It is important to consider the limitations of the current study. First, rather than using actual experimental data, the predictions were based on in silico analyses using the chemical structures of the herbicides [34]. Although these tools are widely used for the prediction of toxicity, the results should be critically evaluated and should be supported by additional experimental research to confirm the predicted genotoxic and carcinogenic effects of prynachlor and propisochlor.

Second, each of the software programs that were used in this study has its own set of limitations and assumptions. For example, Toxtree relies on the presence of structural alerts, which may not always be an accurate reflection of the true toxicity of a compound. Therefore, interpreting results based solely on in silico predictions should be done with caution.

Finally, the predictions from the software tools do not consider the potential synergistic or antagonistic effects that may occur when these herbicides are combined with other chemicals. In real-world scenarios, herbicides are often used in combination with other pesticides or chemicals, and their toxicity may be influenced by such interactions [35]. Therefore, further research is needed to assess the potential toxicity of prynachlor and propisochlor in realistic field conditions.

## 4. CONCLUSION

As a result of the in silico analysis used in this study, prynachlor and propisochlor herbicides may possess genotoxic and carcinogenic properties. Utilizing in silico tools helps in the development of safer and more sustainable substitutes by offering important insights into the potential toxicity of chemicals. To protect the environment, non-target organisms, and human health, it is critical to continue researching the potential health risks associated with the use of herbicides and other pesticides. To verify these predictions and evaluate the actual effects of these herbicides on human health and the environment, additional experimental studies are required.
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## - Chapter 4

## RECENT DEVELOPMENTS IN XANTHENE DERIVATIVES

## Gönül YILDIZ ${ }^{1}$ <br> Rahmi KASIMOĞULLARI ${ }^{2}$

[^0]

## 1. Introduction

Xanthene (9H-xanthene, (Fig. 1); is an organic compound with a closed formula of $\mathrm{C}_{13} \mathrm{H}_{10} \mathrm{O}$, used in many organic reactions, and has a yellow crystalline structure [1]. It's biological [2] and pharmaceutical [3] properties increase the importance of xanthenes in organic chemistry. In addition to their antibacterial, anti-inflammatory, and anti-viral [4] effects, xanthene compounds, which are used as medicines, especially in the field of medicine, are also used in the photodynamic treatment of cancer, in the imaging of biomolecules in dyes, pH -sensitive fluorescence substances, and in laser technology [5].


Figure 1. Xanthene structure
Due to all these properties, many studies have been carried out, especially for the synthesis of xanthene derivatives. Some of these are the reaction of benzaldehyde derivatives with $\beta$-naphthol [6], the reaction of triethyl orthoformate and aryl oxymagnesium halides [7] and the intramolecular phenylcarbonyl ringing reaction [8]. In the synthesis of xanthene derivatives, various catalysts are used, such as [Hbim] $\mathrm{BF}_{4}$ [9], Amberlite ${ }^{\mathrm{TM}}$ IRA67 [10], $\mathrm{BF}_{3} . \mathrm{OEt}_{2}$ [11], Citric acid-DMU [12], Selectfluor ${ }^{\mathrm{TM}}$ [13], [Msim]Cl [14], and $\mathrm{Fe}_{3} \mathrm{O}_{4} @ \mathrm{SiO}_{2}-$ imid-PMA ${ }^{n}$ [15]. In recent studies, 1,8-dioxo-octahydro xanthene derivative compounds have been synthesized with high efficiency using effective catalysts.

Tab 1. Synthesis of 1,8-dioxo-octahydro xanthene derivative compounds under different conditions.

| Catalyst | Reaction Conditions | Reaction <br> Time (min) | Efficiency |
| :---: | :---: | :---: | :---: |
| UiO-66-NH2-ILPF6- guanidine | Benzaldehyde (1 mmol), Dimedone ( 2 mmol ), ethanol, room temperature | 45 min | \%95 [16] |
| DCDBTSD | Aromatic aldehyde ( 1 mmol ), Dimedone (2 mmol), reflux, $90^{\circ} \mathrm{C}$ | 15-40 min | \%80-95 [17] |
| n-TSA | Aromatic aldehyde ( 1 mmol ), Dimedone ( 2 mmol ), $90^{\circ} \mathrm{C}$ | 63-90 min | \%83-96 [18] |
| $\begin{aligned} & \mathrm{SiO}_{2} / \mathrm{H}_{14} \\ & {\left[\mathrm{NaP}_{5} \mathrm{~W}_{30} \mathrm{O}_{10}\right]} \end{aligned}$ | Aromatic aldehyde ( 1 mmol ), Dimedone ( 2 mmol ), water, reflux | 180 min | \%82-96 [19] |
| PEG-SO3 ${ }_{3}$ | Aromatic aldehyde ( 1 mmol ), Dimedone ( 2 mmol ), $90^{\circ} \mathrm{C}$ | 30-375 min | \%81-98 [20] |
| $\mathrm{SmCl}_{3}$ | Aromatic aldehyde ( 1 mmol ), Dimedone $(2 \mathrm{mmol}), 120^{\circ} \mathrm{C}$ | 480-600 min | \%97-98 [21] |

Derivatives of xanthene are usually dyestuffs containing fluorescent, eosin, and rhodamine (Fig. 2) used as starting material [22]. In addition, the xanthene skeleton is found in natural compounds such as Gaudichaudione A, Gaudichaudione B, Allanxanthone C, and Funiculosone (Fig. 3) [23-26].


Eosin


Rhodamine

Figure 2. Eosin ve Rhodamine Structures.



Allanxanthone $C$


Funiculosone

Figure 3. Chemical structures of some bioactive compounds, including the xanthene skeleton.

## Xanthene Synthesis Methods

Imon et al (2022) synthesized xanthene-derived compounds with high efficiency catalyzed by 2-aminophenol. In this study, various catalysts were used and it was determined that the most suitable catalyst was 2 -aminophenol. Xanthene derivatives in the range of $70-90 \%$ yields were synthesized at $80^{\circ} \mathrm{C}$ in a solvent-free environment [27].


Qareagha et al (2021) synthesized xanthene-derived compounds using $\mathrm{Sg}-\mathrm{CN}$, a heterogeneous acidic catalyst, in a single vessel based on benzaldehyde derivatives and the compound $\beta$-Naphthol [28].


Cyclodextrins (CD) are cyclic maltooligosaccharides consisting of $\alpha(1-$ 4) glycosidically bound glucose units and are used in many industrial fields such as food, medicine, cosmetics, chemicals, agriculture, and textiles. The interior of the cyclodextrins has the shape of a geometrically shaped 3D conical cylinder with a hydrophobic interior and a hydrophilic exterior [29]. Xanthene derivatives were synthesized by Mohamadpour and his team (2022) under the catalyst of $\beta$-Cyclodextrin, in water and in a short time [30].


Alsharif et al (2022) synthesized new benzoxanthenene derivatives using a Cu catalyst in 2-ethoxy ethanol. As a result of the Ullmann reaction, ringing took place and high yields were obtained in a short time [31].


## Biological Activity of Xanthenes

Xanthenes are polycyclic compounds that can be found in a variety of physiologically important substances, including natural products [32]. Xanthene derivatives have antimicrobial [33], antiparasitic [34], antitumor [35], anticancer [36], antioxidant, anti-inflammatory [37], and antiproliferative [38] properties. It is also used in photo-dynamic processing [39] and as commercially available dyes [40].

Bhat et al. (2020) synthesized xanthene derivatives containing 2-chloro quinoline in a suitable single-pot container using the $\left[\mathrm{Et}_{3} \mathrm{NH}\right]\left[\mathrm{HSO}_{4}\right]$ catalyst. These compounds, which are formed as a result of multicomponent ringing, were evaluated for anti-tuberculosis activity in vitro. The 2 compounds between the synthesized compounds showed anti-tuberculosis activity [41].


$-|$| $\mathrm{R}_{1}$ | $\mathrm{R}_{2}$ | $\mathrm{R}_{3}$ |
| :--- | :--- | :--- |
| H | H | H |
| $\mathrm{CH}_{3}$ | H | H |
| H | $\mathrm{CH}_{3}$ | H |
| H | H | $\mathrm{CH}_{3}$ |
| $\mathrm{OCH}_{3}$ | H | H |
| H | $\mathrm{OCH}_{3}$ | H |
| H | H | $\mathrm{OCH}_{3}$ |
| Cl | H | H |
| H | Cl | H |
| H | H | Cl |
| H | H | F |
| H | H | $\mathrm{OCH} \mathrm{CH}_{3}$ |




MIC values:
$\begin{array}{ll}2.37(\mu \mathrm{~g} / \mathrm{mL}) \text { MTB H37Ra } & 2.34(\mu \mathrm{~g} / \mathrm{mL}) \text { MTB H37Ra } \\ 1.19(\mu \mathrm{~g} / \mathrm{mL}) \text { M. bovis } \mathrm{BCG} & 1.86(\mu \mathrm{~g} / \mathrm{mL}) \text { M. bovis } \mathrm{BCG}\end{array}$

Lu et al. (2023) in a study evaluating xanthones with various substitutions at positions $\mathrm{C}-1, \mathrm{C}-3$, and $\mathrm{C}-6$, found that an acetyl substitution group at position $\mathrm{C}-1$ showed membrane selectivity, a higher inhibition of biofilm formation, and better antibacterial activity in vivo compared to other xanthones against S. aureus [42].


|  | $\mathrm{R}_{1}$ | X | Z |
| :--- | :--- | :--- | :--- |
|  | $\mathrm{CH}_{3}$ | OCO | O |
| $\mathrm{CH}\left(\mathrm{CH}_{3}\right)_{2}$ | OCO | O |  |
| Bn | O | O |  |
| H | O | H |  |
| $\mathrm{CH}_{3}$ | O | O |  |




Lodha et al. (2023) reported the synthesis and biological evaluation of 9-aryl-1,8-dioxo-octahydroxanthene derivatives as antileishmanial agents. This study; confirms the prediction that some 9 -aryl-1,8-dioxooctahydroxanthene derivatives may act as an effective antileishmanial pharmacophore, inhibiting parasite TS [43].

$I C_{50}$ values:
$28.08 \mu M$

$28.21 \mu M$

## Conclusion

To date, many collaborative teams have synthesized a large number of xanthene derivatives, tested their biological activity, and evaluated the results. In this review; general properties of xanthene structure, presentation of xanthene derivatives obtained in recent years as reactions, synthesis methods, effect of different catalysts on reaction and various biological activities are discussed. It will offer advantages for researchers who plan to study the structure of xanthene for biological activities and comprehensively understand its functions.
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## Introduction

Heterocyclic compounds between organic compounds are one of the fields most widely common in organic chemistry. ${ }^{1}$ There are several five-membered aromatic rings among these compounds including such as pyrazole, isoxazole, imidazole, furan, thiophene, etc. Pyrazole scaffold is a five-member aromatic heterocycle ring that has two nitrogen atoms. ${ }^{2}$ Pyrazole scaffolds are very attractive compounds in the synthetic and pharmaceutical chemistry fields because of their broad-scale biological properties ${ }^{3}$ such as aldose reductase inhibition ${ }^{4}$, antitumor, antibacterial ${ }^{5}$, antifungal, antiviral ${ }^{6}$, antiparasitic, antitubercular, insecticidal agents anti-inflammatory, anti-diabetic, anesthetic, carbonic anhydrase (CA), ${ }^{7}$ and analgesic properties. ${ }^{8}$ Pyrazoline compounds have also photophysical properties ${ }^{9-11}$ Because of these properties, their synthesis became increasingly important. Some of the pyrazole-containing medicines (Figure. 1)


Figure 1. FDA-approved medicines containing pyrazole

There are a lot of methods for the synthesis of pyrazole compounds in the literature. The best well-known pyrazole synthesis is the Knorr reaction. The substituted pyrazole compounds have been obtained from the reaction of hydrazine with 1,3-dione compounds and or its derivatives (Scheme 1). ${ }^{3}$
$\mathrm{R}^{1} \mathrm{NHNH}_{2}$
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Scheme 1: Knorr pyrazole synthesis
Bayrak ${ }^{4}$ reported the synthesis of pyrazole compounds from the reaction of $\alpha-\beta$ unsaturated aldehyde with phenyl hydrazine hydrate, then the DDQ was used for the oxidation of pyrazolines in the reactions (Scheme 2)
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Scheme 2: Synthesis of celecoxib derivatives pyrazoles acid-prompted

Wang et al reported forming pyrazoles via hydrazone salt from the reaction of trifluoromethyl alkenone with $\mathrm{TsNHNH}_{2}$. The type of solvent used in the reaction is very effective in the formation of the final product. When using $\mathrm{H}_{2} \mathrm{O}$ as a solvent, allyl alcohol have been obtained. However, it was reported that pyrazoline compounds were formed when EtOH was used as a solvent in the reaction ${ }^{12}$





Scheme 2: Synthesis of pyrazoles with $\mathrm{TsNHNH}_{2}$

Guo et al reported that pyrazoles synthesis of one-pot from propargylic alcohols with $\mathrm{Bi}(\mathrm{OTf}) 3$-catalyzed presence of N -Iodosuccinimide(NIS). Firstly, The OH group was eliminated the presence of the Bismuth catalyst and generated intermediate A . Then in the step, the $\mathrm{H}_{2} \mathrm{O}$ attacked to alkyne intermediate A , followed added of iodo to intermediate, and formed intermediate C. In the final step, attack of hydrazine hydrate on intermediate C gave the pyrazole $14 .{ }^{13}$


Scheme 3: The reaction of hydrazine with propargyl alcohol by bismuth catalyst

Pyrazoline or pyrazole compounds can be obtained from the 1,3-dipolar cycloaddition reactions. Bayrak et al reported the synthesis of compounds including pyrazole scaffold. They have reported obtaining two isomers from the reaction of hydrazonyl chloride with $\alpha, \beta$ - unsaturated Esther derivative. ${ }^{9}$


Scheme 4: Synthesis of two isomeric pyrazoles from reaction hydrazonyl chloride with $\alpha, \beta$ - unsaturated

Guo et al described the synthesis of pyrazole from a condensation reaction between 1,2 -allenic ketone with hydrazine hydrate under mild conditions. ${ }^{14}$


Scheme 5: Synthesis of pyrazoles from the 1,2-allenic ketone

The synthesizes of pyrazoles with metal-catalyzed have been investigated. Wang et al reported that an efficient method for the synthesis of a pyrazole between phenylhydrazine and corresponding 2,4-dione in the presence of copper salts in the acetonitrile ${ }^{15}$


Scheme 5: Synthesis of pyrazoles with copper salts

Chen et al reported that pyrazole compounds have been developed from the copper-catalyzed reaction of N -tosyl hydrazone derivatives with diaryliodonium salts. N-tosyl hydrazone reacted in the presence of the base in the heat was formed intermediate A. After that, intermediate A converted
easily compounds B and C with the cyclization reaction. İn the final step, The compounds B and C gave corresponding N -arylation coupling products (2526) with iodobenzene in the presence of copper acetate. ${ }^{16}$
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Scheme 6: Synthesis of pyrazoles with copper acetat
The resource iron-catalyzed pyrazole syntheses have been reported ${ }^{17-21}$


Scheme 6: Synthesis of pyrazoles with different iron-catalyzed
Panda et al also, reported iron-catalyzed one-pot regioselective pyrazole synthesis. For the synthesis of regioselective pyrazoles were used phenylhydrazine derivatives and ethylene glycol in the presence of acetylacetone (acac), $\mathrm{FeCl}_{3}, \mathrm{TBHP}$, and $\mathrm{O}_{2}{ }^{22}$


Scheme 7: Synthesis of pyrazoles iron-catalyzed

Schmitt et al has been reported the synthesis of pyrazole both in the presence of hydrogen transfer ruthenium catalyst and of a hydrogen acceptor crotonitrile. ${ }^{23}$ When the mechanism is examined. Firstly, the Ru dihydride catalyst occurred from reacting compound 29 with crotonitrile. The $\mathrm{O}-\mathrm{Ru}$ bond (A) can be formed interaction of diol 29 with the ruthenium catalyst. Dehydrogenation intermediate aldehyde B was formed from intermediate A with the help of the Ru catalyst. After that, the reaction of aldehyde B with the hydrazine gave intermediate C . Hydrogen transfer from compound C to crotonitrile gave ruthenium complex D. Finally, dehydrogenation aldehyde E and Ru dihydride species were obtained from the compound D . The pyrazole 30 was obtained from the intramolecular cycloaddition of E
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Scheme 8: The postulated mechanism ruthenium catalyst

The Ru catalyst forming with the combination of Ru with $\mathrm{CBr}_{3} \mathrm{~F}$ has been reported as an effective method for the synthesis of pyrazoles by Prieto et al. ${ }^{24}$ Prieto et al. reported that the reaction pathway follows the RuII/RuIII redox
mechanism. Intermediate A is assumed to form with the abstraction of Br from $\mathrm{CBr}_{3} \mathrm{~F}$ by the $\mathrm{Ru}(\mathrm{II})$ complex. After that, the interaction of the hydrazone and radical A can form radical B . The result of oxidation of radical B with $\mathrm{Ru}($ III $)$ can give intermediate C and $\mathrm{Ru}(\mathrm{II})$. Subsequent, the elimination of HX from intermediate C by the presence of base would give intermediate D . in the last step, with the removal of 1 more HX would occur pyrazole compound.


Scheme 9: Radical synthesis of pyrazole with ruthenium catalyst

Xu et al. reported that pyrazoles were synthesized from reaction the between N-benzylidene tolylsulfonohydrazides and 2,4-dione in the presence of silver salts. ${ }^{25}$ The mechanism for the formation of the pyrazole gives in below. Firstly, the interaction of the silver salt with N - tosyl hydrazide would give intermediate A. subsequently, pyrazole 35 is formed from the reaction of the intramolecular nucleophilic addition (B) of compound A, and then following cyclization and H -shifting, respectively.



Scheme 10: Synthesis of pyrazole with silver salt

Fang et al ${ }^{26}$ and Chen et al ${ }^{27}$ reported that the synthesis of pyrazoles using diazo-ester and ketones in the different reaction conditions
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Scheme 11: Synthesis of pyrazole from diazo-esters

Meng et al. have reported the synthesis of pyrazoles the visible lightpromoted. ${ }^{28}$ The different pyrazoles compound were synthesized from the reaction of hydrazine and alkyne visible light-promoted with good yield (Scheme 12).

1) Cul, DMSO, air
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Scheme 12: Synthesis of pyrazole visible light-promoted

Fan ${ }^{29}$ et al. have reported the synthesis of substitute pyrazoles by visible light promoted for preparing pyrazole scaffold using hydrazone and $\alpha$-bromo ketones. They reported the synthesis of electron-rich and electron-deficient substituted pyrazole compounds with different yields in the scheme 13



Scheme 13: Synthesis of substituted pyrazoles with $\operatorname{Ir}(p p y)_{3}$ catalyst

## REFERENCES

1. Kamal, R.; Kumar, A.; Kumar, R., Synthetic strategies for 1,4,5/4,5-substituted azoles: A perspective review. Journal of Heterocyclic Chemistry 2022, 60 (1), 5-17.
2. Li, X.; Yu, Y.; Tu, Z., Pyrazole Scaffold Synthesis, Functionalization, and Applications in Alzheimer's Disease and Parkinson's Disease Treatment (20112020). Molecules 2021, 26 (5).
3. Patra, S.; Patra, P., A Brief Review on the Design, Synthesis and Biological Evaluation of Pyrazolo[c]coumarin Derivatives. Polycyclic Aromatic Compounds 2023, 1-42.
4. Bayrak, C., Synthesis and aldose reductase inhibition effects of celecoxib derivatives containing pyrazole linked-sulfonamide moiety. Bioorg Chem 2022, 128, 106086.
5. Sharshira, E. M.; Hamada, N. M., Synthesis and in vitro antimicrobial activity of some pyrazolyl-1-carboxamide derivatives. Molecules 2011, 16 (9), 7736-45.
6. Rashad, A. E.; Hegab, M. I.; Abdel-Megeid, R. E.; Micky, J. A.; Abdel-Megeid, F. M., Synthesis and antiviral evaluation of some new pyrazole and fused pyrazolopyrimidine derivatives. Bioorg Med Chem 2008, 16 (15), 7102-6.
7. Gul, H. I.; Mete, E.; Taslimi, P.; Gulcin, I.; Supuran, C. T., Synthesis, carbonic anhydrase I and II inhibition studies of the 1,3,5-trisubstituted-pyrazolines. J Enzyme Inhib Med Chem 2017, 32 (1), 189-192.
8. Sharshira, E. M.; Hamada, N. M., Synthesis and antimicrobial evaluation of some pyrazole derivatives. Molecules 2012, 17 (5), 4962-71.
9. Şenol, A. M.; Bayrak, Ç.; Menzek, A.; Onganer, Y.; Yaka, N., Synthesis and photophysical properties of new pyrazolines with triphenyl and ester derivatives. Journal of Molecular Structure 2020, 1214.
10. Li, Y.; Li, T.; Xiao, L.-Q.; Zhang, Y.-F., Novel Synthesis of Down-/UpConversion Fluorescent Oligo(2-pyrazoline)s. Ind Eng Chem Res 2018, 57 (39), 12987-12992.
11. Salim, A. S.; Girgis, A. S.; Basta, A. H.; El-Saied, H.; Mohamed, M. A.; Bedair, A. H., Comparative DFT Computational Studies with Experimental Investigations for Novel Synthesized Fluorescent Pyrazoline Derivatives. J Fluoresc 2018, 28 (4), 913-931.
12. Wang, Y. D.; Han, J.; Chen, J.; Cao, W. G., An efficient route to 3-trifluoromethylpyrazole via cyclization/1,5-H shift and its applications in the synthesis of bioactive compounds. Tetrahedron 2015, 71 (43), 8256-8262.
13. Guo, H.; Zhang, Q.; Pan, W.; Yang, H.; Pei, K.; Zhai, J.; Li, T.; Wang, Z.; Wang, Y.; Yin, Y., One-pot Synthesis of Substituted Pyrazoles from Propargyl Alcohols via Cyclocondensation of in situ-Generated $\alpha$-Iodo Enones/Enals and

Hydrazine Hydrate. Asian Journal of Organic Chemistry 2021, 10 (8), 22312237.
14. Guo, S.; Wang, J.; Guo, D.; Zhang, X.; Fan, X., Synthesis of 3,5-disubstituted pyrazoles via cyclocondensation of 1,2 -allenic ketones with hydrazines: application to the synthesis of 5-(5-methyl-pyrazol-3-yl)-2】-deoxycytidine. RSC Advances 2012, 2 (9).
15. Wang, H.; Sun, X.; Zhang, S.; Liu, G.; Wang, C.; Zhu, L.; Zhang, H., Efficient Copper-Catalyzed Synthesis of Substituted Pyrazoles at Room Temperature. Synlett 2018, 29 (20), 2689-2692.
16. Chen, L. M.; Zhou, C.; Li, J.; Li, J.; Guo, X. Q.; Kang, T. R., Copper-catalyzed reactions of alpha,beta-unsaturated N -tosylhydrazones with diaryliodonium salts to construct N -arylpyrazoles and diaryl sulfones. Org Biomol Chem 2022, 20 (35), 7011-7016.
17. Stokes, B. J.; Vogel, C. V.; Urnezis, L. K.; Pan, M.; Driver, T. G., Intramolecular Fe(II)-Catalyzed N-O or N-N Bond Formation from Aryl Azides. Organic Letters 2010, 12 (12), 2884-2887.
18. Wang, Y. M.; Bi, X. H.; Li, W. Q.; Li, D. H.; Zhang, Q. A.; Liu, Q.; Ondon, B. S., Iron-Catalyzed Aminolysis of beta-Carbonyl 1,3-Dithianes: Synthesis of Stereodefined beta-Enaminones and 3,4-Disubstituted Pyrazoles. Organic Letters 2011, 13 (7), 1722-1725.
19. Zhang, T.; Bao, W., Synthesis of 1 H -indazoles and 1 H -pyrazoles via FeBr3/O2 mediated intramolecular C-H amination. J Org Chem 2013, 78 (3), 1317-22.
20. Zhao, J.; Qiu, J.; Gou, X.; Hua, C.; Chen, B., Iron(III) phthalocyanine chloridecatalyzed oxidation-aromatization of $\alpha, \beta$-unsaturated ketones with hydrazine hydrate: Synthesis of 3,5-disubstituted 1H-pyrazoles. Chinese Journal of Catalysis 2016, 37 (4), 571-578.
21. Panda, N.; Ojha, S., Facile synthesis of pyrazoles by iron-catalyzed regioselective cyclization of hydrazone and 1,2-diol under ligand-free conditions. Journal of Organometallic Chemistry 2018, 861, 244-251.
22. Panda, N.; Jena, A. K., Fe-catalyzed one-pot synthesis of 1,3 -di- and 1,3,5-trisubstituted pyrazoles from hydrazones and vicinal diols. J Org Chem 2012, 77 (20), 9401-6.
23. Schmitt, D. C.; Taylor, A. P.; Flick, A. C.; Kyne, R. E., Jr., Synthesis of pyrazoles from 1,3-diols via hydrogen transfer catalysis. Org Lett 2015, 17 (6), 1405-8.
24. Prieto, A.; Bouyssi, D.; Monteiro, N., Ruthenium-Catalyzed Tandem C-H Fluoromethylation/Cyclization of N-Alkylhydrazones with $\mathrm{CBr}(3) \mathrm{F}$ : Access to 4-Fluoropyrazoles. J Org Chem 2017, 82 (6), 3311-3316.
25. Xu, Y.; Chen, Q.; Tian, Y.; Wu, W.; You, Y.; Weng, Z., Silver-catalyzed synthesis of 5-aryl-3-trifluoromethyl pyrazoles. Tetrahedron Lett 2020, 61 (5).
26. Fang, Z.; Yin, H.; Lin, L.; Wen, S.; Xie, L.; Huang, Y.; Weng, Z., Collaborative Activation of Trifluoroacetyl Diazoester by a Lewis Acid and Base for the

Synthesis of Polysubstituted 4-Trifluoromethylpyrazoles. J Org Chem 2020, 85 (13), 8714-8722.
27. Chen, H.; Wen, S.; Cui, Y.; Lin, L.; Zhang, H.; Fang, Z.; You, Y.; Weng, Z., A method for synthesis of polysubstituted 4-difluoromethyl and perfluoroalkyl pyrazoles. Tetrahedron 2021, 85.
28. Meng, Y.; Zhang, T.; Gong, X.; Zhang, M.; Zhu, C., Visible-light promoted one-pot synthesis of pyrazoles from alkynes and hydrazines. Tetrahedron Lett 2019, 60 (2), 171-174.
29. Fan, X. W.; Lei, T.; Zhou, C.; Meng, Q. Y.; Chen, B.; Tung, C. H.; Wu, L. Z., Radical Addition of Hydrazones by alpha-Bromo Ketones To Prepare 1,3,5-Trisubstituted Pyrazoles via Visible Light Catalysis. J Org Chem 2016, 81 (16), 7127-33.


## 1. Introduction

Dementia is a cognitive decline that interferes with daily, household, or social functioning in the later years of life (Gale et al., 2018). As mentioned a study performed in 2019, it was predicted that the number of people aged $\geq 65$ in Turkey is 6.4 million and $7.1 \%$ of people in this age group have dementia. It is predicted that this rate will increase to $14.7 \%$ in 2050 (TUIK 2021). Alzheimer's disease (AD) is known as the most frequent form of dementia. Cholinergic neuron degeneration in regions of the brain associated with memory and learning is a hallmark of AD, a progressive neurodegenerative illness. The typical pathology of AD is most pronounced in the hippocampus and neocortex of the brain connected to higher mental actions (Hardy and Selkoe, 2002). According to WHO reports, it was predicted that 50 million people worldwide have AD in 2019. By 2050, this number is likely to increase to 152 million. Dementia and AD are seen as the seventh cause of mortality in the world (WHO 2019).

## 2. Pathophysiology of Alzheimer's Disease

So many factors have been related to the pathogenesis of AD, including the extracellular stack of $\beta$-amyloid (A $\beta$ ) plaques, the formation of intracellular oxidative neuronal damage, inflammatory cascades, and neurofibrillary tangles. The pathogenesis of the disease, however, is widely thought to be mainly impacted by an increase in the formation of the $A \beta$ peptide, the principal component of amyloid plaques. Numerous researches have looked at the cellular and molecular diseases caused by $\mathrm{A} \beta$ since the peptide's neurotoxic characteristics were first described (Chopra et al., 2011; Imbimbo et al., 2005). Impairments in a variety of mental abilities, including memory, speaking, direction-finding, facial recognition, and problem-solving, are the most prevalent symptoms among AD patients (Blennow et al., 2006; Bartzokis, 2004). Brain atrophy and enlarged cerebral ventricles are morphological features of the disease (Imbimbo et al., 2005). AD is identified histologically by extracellular deposits known as cerebral plaques, which are composed of a thick proteinaceous nucleus containing the $\mathrm{A} \beta$ peptide encircled by injured or dead neurons (Speroni, 2005). When AD is investigated biochemically, a cholinergic system deficit is the most glaring and constant discovery.

Acetylcholine, which is released by the cholinergic system, is a neurotransmitter that is crucial for brain nerve cells to communicate with one another. The primary purpose of acetylcholine ( ACh ) when it is released by nerve cells into the synaptic cleft is to facilitate the transmission of neural signals to muscles or other connected tissues within the nervous system. Its role is to guarantee that neural inputs effectively reach their intended targets (Figure 1). ACh diminishes fast in cases of memory loss (Dhanasekaran, 2015; Geula, 1999). Both acetylcholinesterase (AChE, EC 3.1.1.7) and
butyrylcholinesterase (BuChE, EC 3.1.1.8) are able to hydrolyze ACh. BuChE is expressed and excreted by glial cells in the brain, whereas AChE is mostly linked to neurons and axons. It has also been shown that both cholinesterases can generate $\mathrm{A} \beta$ plaques, which can be reduced by using inhibitors. BuChE, rather than AChE , is used by certain neurons to break presynaptic ACh . AChE is existed 4 times more common than BuChE in the healthy human brain. Although BuChE appears to act minimum in regulation, it has been connected to drug metabolism, obesity, cardiovascular disease, hepatic adiposity, and lipoprotein metabolism (Koca et al., 2022; Darvesh et al., 2003; Darvesh et al., 1998). In the brain, AChE levels drop to between 55 and $67 \%$ of normal in advanced AD , whereas BuChE levels rise to $120 \%$ of normal, indicating that BuChE is crucial for hydrolysis of ACh in this stage of the disease (Carolan et al., 2010; Manoharan et al., 2007; Greig et al., 2001). Due to the role of AChE and BuChE inhibition in the treatment strategy of AD , many studies have been conducted on in vitro inhibition of these enzymes (Kılınç et al., 2022; Güller, 2021; Güller et al., 2021).


Figure 1. Acetylcholine in cholinergic system (Koca et al., 2022)

Most cases of AD are usually the consequences of a combination of environmental agents, the aging process, and genetic risk factors. That is, the effect of a particular genetic mutation in the onset of the disease is less pronounced, with about $5 \%$ of patients developing the disease early as a result of fully penetrating autosomal dominant gene mutations (Imbimbo et al., 2005).

There are several hypotheses regarding the pathophysiology of AD. The most common ones are;

- Amyloid hypothesis: AD is caused by a buildup of plaques in the brain termed amyloid beta (A $\beta$ ). These plaques impede nerve cell communication, causing inflammation and brain damage.
- Tau hypothesis: According to this hypothesis, tau proteins in the brain develop aberrant formations called neurofibrillary tangles in AD. These formations destroy nerve cells and impede brain communication.
- Oxidative stress hypothesis: The pathogenesis of Alzheimer's disease is linked to increasing oxidative stress in the brain. Oxidative stress causes the accumulation of free radicals and cell damage.
- Inflammation hypothesis: AD is caused by inflammation in the brain. This inflammation causes nerve cells in the brain to become damaged and die.

Each of these hypotheses attempts to explain different aspects of AD, and the exact reason of the disease is not yet totally comprehended.

This section is focused on oxidative stress hypothesis of AD.

## 3. What is oxidative stress?

Oxidative Stress ( OxS ) is described as an unbalance between antioxidants and oxidants that favors the oxidants, resulting in redox signaling and control disturbance and molecular damage (Sies et al., 2017; Sies and Jones, 2007) (Figure 2). OxS occurs when the body's antioxidant defense systems fail to neutralize free radicals.


Figure 2. Oxidative stress occurs when the balance between oxidants and antioxidants is disturbed.

Free radicals arise within cells as a result of regular metabolic reactions. Nevertheless, the excessive buildup of free radicals beyond the optimal levels
within cells has the potential to inflict harm upon cellular structures and tissues. Free radicals are chemicals commonly known reactive nitrogen and oxygen species (RNS and ROS). ROS and RNS can be broadly classified into two groups, radical species such as hydroxyl $\left(\mathrm{OH}^{\bullet}\right)$, superoxide $\left(\mathrm{O}_{2}\right)$, and oxygen radical $\left(\mathrm{O}_{2}{ }^{-}\right.$ ) and non-radical species such as hypochlorous acid $(\mathrm{HOCl})$, hydrogen peroxide $\left(\mathrm{H}_{2} \mathrm{O}_{2}\right)$, and organic peroxides ( ROOH ). Radical species are more reactive species that are highly electrophilic because of the existence of an unpaired electron (Cheeseman and Slater, 1993). Free radicals combine with oxygen molecules to destroy cell components, which is the main mechanism of OxS. Free radicals can oxidize cell membranes, lipids, proteins, and even DNA. This oxidative damage can impair cell processes, increase cell membrane permeability, modify enzyme activity, and disturb intracellular communication. OxS is known to be activated by a variety of events. These include aging, smoking, starvation, toxic exposure, chronic inflammation, infections, radiation, and stress (Sies, 2017; Ohl, 2016). OxS has numerous impacts and plays an important part in many disorders. OxS is thought to contribute to the development of a variety of diseases and ailments, including cancer, neurological, cardiovascular, and autoimmune diseases, as well as aging, due to cell damage and oxidative DNA damage. Antioxidant defense systems are activated to mitigate the effects of OxS. Antioxidants decrease the impacts of OxS by neutralizing free radicals. Therefore, adopting a healthy lifestyle, including antioxidant-rich foods in the diet, managing stress and reducing exposure to environmental toxins have an important role in reducing the effects of OxS (Wang, 2010; Barnham, 2004).

## 4. Effects of environmental factors on oxidative stress

Animals, plants, and humans can all experience metabolic alterations as a consequence of environmental stress. These modifications either result in a rise in reactive oxygen and nitrogen species (RONS) formation or a reduction in antioxidant production. Environmental factors can have significant effects on OxS (Babacanoğlu and Güller, 2021; Güller et al., 2020). ROS production can occur from either endogenous or external sources.

The effects of environmental factors on OxS have a strong link with exogenous sources of ROS (Figure 3). UV rays, X-rays, gamma rays, microwave rays, burning of organic materials during forest fires, volcanic activities, air pollutants such as asbestos, carbon monoxide, formaldehyde, ozone and toluene, cleaning products, paint, glue, perfumes, thinner and chemicals such as pesticides, water pollutants, alcohol and smoke can contribute to the formation of free radicals exogenously (Karabulut and Gülay, 2016). Exposure to these factors can cause to increased OxS and oxidative damage to cells. Especially in the case of prolonged exposure, these external factors can boost ROS production, increasing the imbalance in cells. Therefore, controlling environmental factors and reducing exposure are important in terms of mitigating the effects of OxS and protecting health.


Figure 3. Exogenous sources of ROS and effects on cells.

## 5. The relationship between oxidative stress and aging

Aging is a natural biological process that all living things go through. Individuals' ability to adapt to their surroundings and their ability to balance cell activities deteriorate throughout time (Öğüt and Atay, 2012; Eşer, 1991). This process is caused by molecular changes such as genetic instability, telomere erosion, epigenetic modifications, and proteostasis loss (LópezOtín et al., 2013). Aging causes physiological and anatomical changes that influence disease development.

Although life expectancy has lately increased considerably due to advances in medical treatment, immunization, and hygiene measures, the aging process remains an unavoidable natural occurrence (Rappuoli et al., 2014; Eggleston and Fuchs, 2012). The aging process happens when cells' ability to adapt to their surroundings and achieve a balance between internal and external influences declines. This process results in physiological and anatomical alterations as well as the emergence of numerous disorders. Cardiovascular and neurological illnesses, for example, are linked to aging (Wyss-Coray, 2016; Samani and van der Harst, 2008; Finkel et al., 2007).

There is also a relationship between the aging process and $\mathrm{OxS} . \mathrm{OxS}$ is associated with accumulation of free radicals in cells and increased oxidative damage. This can occur as a result of cellular damage during the aging process. OxS causes changes in cells such as DNA damage, protein dysfunction and cell membrane damage.

ROS production of mitochondria and DNA damage occurs with age, eventually leading to the cell's failure to recognize the essential role of
mitochondria (Son and Lee, 2019). At this point, a relationship emerges between OST (Oxidative Stress Theory) and MFRTA (Mitochondrial Free Radical Theory of Aging). MFRTA is a theory that proposes that during the aging process, increased production of ROS by mitochondria and deposition of mitochondrial DNA damage result in cells failing to recognize the essential role of mitochondria. In this case, the effect of OxS on the aging process suggested by OST is aligned with MFRTA by increasing the production of ROS by mitochondria and contributing to the accumulation of mitochondrial damage. Although still being discussed, two basic expressions in aging are as follows; The first expression is the accumulation of oxidatively damaged macromolecules as a result of oxidative damage and antioxidant imbalance with aging. The second statement is that the accumulated oxidative damage leads to the degenerative aging phenotype (Lara, 2018; Zhang et al., 2015). OxS occurs as a result of cellular damage during the aging process and influences the development of aging-related health problems. Increasing OxS can speed up the progression of aging-related diseases and negatively affect the quality of life.

## 6. The connection between OxS and the pathophysiology of AD

Different factors contributing to beta-amyloid protein ( $\mathrm{A} \beta$ ) accumulation in aging have been proposed, and intense OxS has been shown as the main cause of this accumulation (Bonda et al., 2010; Butterfield and Lauderback, 2010).

Due to its high oxygen requirement, low antioxidant content, and abundance of easily oxidizable polyunsaturated fatty acids and redox-active metal ions, the brain is particularly sensitive to OxS. (Wang and Michaelis, 2010). ROS have important roles in the pathogenesis of neurological diseases. Therefore, OxS has been suggested as a significant process in neurodegenerative disorders such as Parkinson's disease (PD), AD, multiple sclerosis (MS), and amyotrophic lateral sclerosis (ALS) (Singh et al., 2019; Ohl et al. al., 2016; Barnham et al., 2004).

OxS damages neuronal DNA in the brain, triggering strand breaks, sister chromatid exchange, DNA-protein cross-linking and base modification (Tonnies and Trushina, 2017). In neuropsychiatric diseases, however, a decrease in the levels of antioxidative enzymes is observed and experiments have shown that OxS induces molecular abnormalities that cause psychological states (Bokovic et al., 2011). ROS is closely associated with various pathophysiological processes such as inflammation, mitochondrial dysfunction, hypoactive NMDA receptors, and rapidly increasing GABA interneuron damage (Bitanihirwe et al., 2011). OxS is also tightly associated with other events in neurodegeneration, such as nitric oxide toxicity, excitotoxicity, mitochondrial dysfunction, and inflammation (Jenner, 2003).

Mitochondrial oxidative stress $(\mathrm{mOxS})$ is the main cause of AD . Because increased mitochondrial DNA oxidation is one of the disease's early symptoms, mitochondrial functional abnormalities play a significant part in the etiology of Alzheimer's (Mecocci et al., 2018; Grimm and Eckert, 2017). In fact, agerelated mitochondrial regression may play an early role in the pathogenesis of common and advanced age-onset forms of AD. The mitochondrial cascade hypothesis proposes that age-related loss of mitochondrial function leads to the formation of plaques in which A $\beta$ oligomers accumulate, affecting APP (amyloid precursor protein) expression and processing in AD (Cheignon et al., 2018; Swerdlow et al., 2014). Studies have revealed that the hydrophobic 25-35 region of $\mathrm{A} \beta$ causes neuronal toxicity and this generates ROS, thus demonstrating that amyloid beta itself is a source of OxS (Hensley et al., 1994; Pike et al., 1992). Subsequent studies revealed that incubating neurons with A $\beta$ 1-42 oligomers triggered protein-dependent lipid peroxidation (Mark et al., 1997). The hydrophobic property of A allows it to accumulate in the lipid bilayer, leading in the development of a lipid termed HNE (4-hydroxynonenal) that covalently bonds to neuronal proteins, causing cell death (Butterfield, 2020; Di Domenico et al., 2017).

NADPH oxidase (NOX), a significant generator of ROS in the central nervous system, catalyzes the electron transport from NADPH to oxygen across the plasma membrane, producing superoxide radicals. NOX is found in various regions of the brain and is widely distributed especially on important structures associated with learning and memory (Tarafdar and Pula, 2018; Ma et al., 2017).

The components of ROS and OxS are important therapeutic targets in the treatment of neuropsychiatric disorders such as depression, diseases such as AD , schizophrenia, PD and anxiety. The effect of OxS becomes more pronounced as we age. An increase in mitochondrial catalase (CAT) effectively attenuates OxS and demonstrates the important function of mitochondria in regulating ROS in the aging process. In this context, the brain is particularly vulnerable to OxS, and ROS is hypothesized to be involved in the etiology of neurological disorders.

Mitochondrial dysfunction is quite common in the aging process, and restoration of mitochondrial function affects age-related ROS. In healthy aging, significant deficiencies in mitochondrial metabolism are observed, especially in the $\alpha$ subunit of mitochondrial F1 ATP synthase, which is dependent on ATP synthesis. This causes an increased ROS production, decreased ATP production, and an increased DNA, lipid, and protein oxidation (Mecocci et al., 2018; Grimm and Eckert, 2017). Mitochondrial degradation causes both mitochondrial DNA damage and genomic DNA damage. Overexpression of enzymes has been reported as a potential method to alleviate the negative effects of aging (Lu et al., 2004). In a study, superoxide dismutase (SOD)
was effective in prolonging the lifespan of overexpressed flies (Tower, 2000). Overexpression of CAT in mitochondria (mCAT) has been found to generally reduce oxidation in mice, protect insulin signaling, and delay the evolution of age-related pathologies such as heart and cataracts (Paglialunga et al., 2015; Dai et al., 2009; Schriner et al., 2005). DNA damage was also reduced in mitochondria in both aged skeletal muscle and asbestos-exposed lungs, resulting in a significant prolongation of the mice's lifespan. (Campisi et al., 2019; Kim et al., 2016; Schriner et al., 2005).

## 7. The function of oxidative stress in the diagnosis of AD

Studies on the role of OxS in the diagnosis of AD have generally focused on antioxidant components. Many studies show decreased molecular antioxidant levels and increased OxS markers in Alzheimer's patients. For example, in a study conducted, it was determined that there is an accumulation of $\mathrm{H}_{2} \mathrm{O}_{2}$ in the brain with AD. These findings were consistent across all autopsied Alzheimer's brains from mild to severe (Gsell et al. 1995). It was found that while mitochondrial SOD2 levels decreased in Alzheimer's patients, there was no change in serum SOD1 levels (Thome et al., 1997). Chang et al., (2014) showed in a comprehensive literature review that the level of SOD increases induced by OxS in the early stages of AD and is consumed in the later stages.

When the plasma levels of healthy people over the age of 100 were examined, it was determined that vitamin $\mathrm{E}(56 \mu \mathrm{M})$ was higher than the elderly $(42-47 \mu \mathrm{M})$ and young people ( $51 \mu \mathrm{M}$ ) (Mecocci et al., 2000). The same is true for vitamin A . The plasma content of vitamin C and carotenoids showed an inverse relationship with increasing age (Paolisso et al., 1998).

OxS emerges as an increasing factor in the aging process, and this may play an important role in the development of neurodegenerative diseases, especially AD. Low antioxidant levels have been associated with cognitive decline and an increased risk of AD during the aging process. TBARS (Thiobarbituric Acid Reactive Substances) is a biomarker used as a measure of lipid peroxidation. In some studies, serum or plasma TBARS levels were observed to be considerably greater in AD patients compared to the control group. However, this difference was not observed in other studies. Findings on the level of erythrocyte TBARS are also contradictory. According to some research the level of erythrocyte TBARS is increased in AD patients, but there was no difference between AD and control groups among other studies (Casado et al., 2008; Serra et al., 2001; Cristalli et al., 2012; Schrag et al., 2013).

However, it should be noted that OxS is not only associated with AD , but may also be associated with other pathological conditions. Therefore, studies on the use of OxS markers in the diagnosis of AD are ongoing. These studies offer hope for the development of specific and sensitive markers that could aid in the early diagnosis of AD , providing greater understanding and accuracy.

## 8. Neuroprotection: Antioxidants and Alzheimer's Disease

Although not always consistent, there are studies that show a reduction in AD and cognitive decline with antioxidant intake and inhibition of AChE of some antioxidant agents (Güller et al., 2021; Caglayan et al., 2019).

A study in Southern Italy measured levels of vitamins C and E in plasma of healthy elderly people over the age of 100 , higher than 70-99 years old people, but lower than $<50$ years old adults. In addition, it was observed that individuals over the age of 100 exhibit a better immune profile, metabolic and endocrinologic features and nutritional status compared to elderly individuals. Healthy aging and longevity have been linked with a high dietary consumption of antioxidants in the Mediterranean population (Paolisso et al., 1998). In a seven-year study conducted in France, 1416 people who were at least 68 years old had a significantly lower incidence of dementia with fish and meat consumption (Barberger et al., 2002). The benefits of fish consumption have been confirmed by a study of a much larger population -6158 people who are at least 65 years old (Morris et al., 2005).

The Mediterranean diet includes high amount of natural antioxidants, such as phenolics, carotenoids and vitamin C. Studies show that a diet similar to the Mediterranean diet reduces cognitive decline, the progression of mild cognitive impairment to AD , and the overall risk of AD . Consumption of dairy products such as fish, olive oil, vegetables, fruits (with a low glycemic index), seeds, legumes, cheese or yogurt is encouraged, while consumption of red meat and products with added sugar is limited. This diet is also effective in reducing the risk of cardiovascular disease, obesity, diabetes and hypertension. Therefore, this diet not only prevents dementia, but also protects general health (Deckers et al., 2015).

High intakes of vitamin C (more than 133 mg daily) and vitamin E (more than 15.5 mg daily) have been shown to reduce the risk of AD (Engelhart et al., 2002). In another research, they did not find a relationship between Alzheimer's risk and dietary intake of carotene, vitamin C and vitamin E supplements (Luchsinger et al., 2003; Laurin et al., 2004).

Curcumin, a phenolic compound, has potent neuroprotective, antiinflammatory, and antioxidant properties (Bhat et al., 2019; Rajeswari, 2006). Studies in animal models have shown that especially curcumin reverses neurotoxic effects in AD and corrects behavioral changes (Mendonça da Costa et al., 2019). Studies on glioma cells have shown that resveratrol protects these cells from $A \beta$ toxicity by reducing the expression of iNOS and COX-2. Thanks to this effect, resveratrol inhibited the uncontrolled release of prostaglandin E2 and NO. These effects are thought to be related to the capacity of resveratrol to inhibit $A \beta$-induced nuclear translocation (Kim et al., 2006).

## 9. Reducing oxidative stress with drug treatments and preventing AD

The contribution of OxS to AD is an important component of neurodegeneration. Therefore, antioxidant treatment strategies aim to reduce oxidative damage by reducing free radical formation and activating endogenous antioxidant systems.

Antioxidant peptides, vitamin E, and antioxidant compounds such as ubiquinone (MitoQ) were directed to specific organelles (eg, mitochondria) that produce high levels of ROS to investigate their neuroprotective properties (Zhao et al. al., 2004; Kelso et al., 2001; Smith et al., 1999). It is proved that MitoQ, which reduces free radical formation, slows the onset of AD by reducing neurodegeneration (Reddy et al., 2012; Augustyniak et al., 2010). Furthermore, the development of catalytic antioxidants and the modification of endogenous antioxidant pathways have been investigated for neuroprotection (Linseman 2009).

Tacrine, the first FDA-approved anticholinesterase inhibitor used in the treatment of AD, has been shown to reduce overall survival in an animal Alzheimer's model (Jhoo et al., 2004). However, when applied at a dose of 50$800 \mathrm{~g} / \mathrm{kg}$, it increased FRAP (Ferric Reducing Antioxidant Power) and thus provided "antioxidant activity" (Kracmarova et al., 2012). Another cholinerase inhibitor used in therapy, Donepezil, increased antioxidant capacity and decreased lipid peroxidation when treated with moderate doses in mouse AD models (Wang et al., 2014).

It has been found that galantamine can decrease OxS, increase SOD activity and decrease GSH levels, as well as correct cognitive disorders (Kumar et al., 2011).

New chemical agents that imitate the SOD or CAT activities are also being tested in in vitro and in vivo animal models of neurodegeneration (Golden and Patel 2009). These compounds are advantageous over most common antioxidants because they act catalytically rather than stoichiometrically to scavenge free radicals. It is thought that catalytic antioxidants show promising effects in animal models with neurodegenerative effects (Linseman 2009).

Endogenous antioxidant pathways are regulated specifically by the transcription factor Nrf2. Nrf2 activates various cytoprotective, detoxification, and antioxidant genes including GSH synthesis. With Nrf2 activation, the synthesis of antioxidant enzymes and production of other protective molecules in cells increases, thus reducing the effects of oxidative damage. This approach is considered a promising strategy for the prevention of AD and other neurodegenerative diseases (Calkins et al., 2009).

## 10. Conclusion: The oxidative stress hypothesis - New treatment approaches

Oxidation is very common in living metabolism. Under normal conditions, oxidants and antioxidants are in balance in the living body. This situation shifts in favor of oxidant substances as a result of excessive formation of oxidant substances or reduction of antioxidant substances. Increasing the oxidant level is vital for living things. Because the increase in oxidants can cause many diseases such as cardiovascular diseases, gastrointestinal diseases, respiratory and excretory disorders, cancer, diabetes, aging, neurodegenerative diseases. The OxS hypothesis of AD is accepted as a mechanism that plays an important role in the pathophysiology and progression of the disease. It has been observed that OxS is associated with the aging process along with the effect of environmental factors. OxS also plays an important role in the diagnosis of AD , and the use of biomarkers that point to oxidative damage may be a potential helpful tool in the early diagnosis and follow-up of the disease. Antioxidants have an important place among neuroprotection strategies. The use of antioxidant compounds aims to prevent cellular damage and degenerative changes in brain tissue by reducing OxS. However, new approaches targeting OxS with drug treatments are also being actively investigated. Potential drug targets focus on the activation of antioxidant enzymes or regulation of antioxidant systems. These new treatment approaches offer promising strategies for reducing OxS and preventing AD. These OxS -based treatment approaches for AD have promising potential to alleviate or delay the effects of the disease in the future.
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## Introduction

In the scope of traditional medicine, various natural products such as fungi, plants, and animals are utilised. In contrast to modern medicine, traditional medicine has a long history dating back to the origins of human civilization (Mohammed et al., 2022). Numerous studies have demonstrated the significant efficacy of natural products commonly utilised in traditional medicine. Plants are significant natural materials utilised within the scope of traditional medicine (Sevindik et al., 2017). Throughout history, humans have utilised plants for their benefits. Throughout history, humans have utilised plants for various purposes such as shelter, heating, nutrition, spice, tool and equipment production, and combating illnesses (Mohammed et al., 2020a; Korkmaz et al., 2021). Plants contain various essential nutrients such as vitamins, minerals, and proteins that are significant for nourishment. In addition to their nutritional properties, they are also medically significant (Mohammed et al., 2020b). Throughout history, numerous species of plants have been effective in combating and preventing illnesses. Numerous studies have reported that plants exhibit various activities such as anticancer, antimicrobial, anti-inflammatory, antiproliferative, antioxidant, anti-aging, antiallergic, hepatoprotective, and DNA protective effects (Bhawna and Kumar, 2009; Miastkowska and Sikora, 2018; Mohammed et al., 2018; Laxa et al., 2019; Mohammed et al., 2019; Mohammed et al., 2021a; Rahim et al., 2021; Unal et al., 2022; Uysal et al., 2023). In this context, it is highly important to determine the biological activities of various plant species for the purpose of identifying their traditional medicinal uses. In this study, the utilisation areas, general characteristics, nutritional and mineral contents, biological activities, and chemical compositions of $F$. vulgare have been compiled.

## Genus Foeniculum and Usage Areas

Despite the reporting of various species of Foeniculum worldwide, many of these species have become synonymous with one another. The currently accepted species are Foeniculum scoparium Quézel, Foeniculum subinodorum Maire, Weiller \& Wilczek, and Foeniculum vulgare Mill. The common names of these species in this category are as follows: French: fenouli; Spanish: hinojo; Italian: finnochio; Russian: fynkhel; Hindi: saunf; German: fenchel and Arabic: shamar. The distribution areas of the Foeniculum genus were initially limited to Mediterranean and European countries, but in recent times, cultivation has expanded to regions such as China, India, and North America. Upon examining its historical process, it is evident that the usage of the term can be traced back to ancient Egyptian and Roman periods, as documented in various sources. India ranks first in global production rankings. Upon examining the general morphological structure of the species within the Foeniculum genus, it can be observed that they typically possess an average height of 2 metres, leaves that are approximately 40 cm in length and
filiform in shape, and flowers that are commonly of a bright golden-yellow hue. It blooms during the period of July-August. Fruits are typically ovate in shape. The sowing of seeds occurs in 3-5 rows and the maturation process takes place during the months of September to October (Barros et al., 2010; Gupta, 2010; Krishnamurthy, 2011; Charles, 2012; Khan and Musharaf, 2014; Mehra et al., 2021).

It can be observed that among the species within the Foeniculum genus, F. vulgare stands out as the most widely used species in terms of its range of applications. As reported in the literature, seeds, leaves, stems, fruits, and the entire plant are commonly utilised. India is the pioneering country in the various utilisation and production of species. The usage of this item is prevalent in countries such as Bolivia, Brazil, Ecuador, Ethiopia, India, Iran, Italy, Jordan, Mexico, Pakistan, Portugal, Serbia, South Africa, Spain, Turkey, and the United States, among others, excluding India. When examining the distribution of application areas, they can be categorised into three main groups: health, nutrition, and the paint industry. In the field of health, plant leaves, fruits, and seeds are commonly utilised. Within this context, it is known that conjunctivitis, gastritis, abdominal pain, common cold, refreshing, stomach bloating, antiemetic, depurative, hypnotic diarrhoea, kidney disorders, colic in children, irritable bowel syndrome, gastralgia, laxative, liver pain, arthritis, fever, fat burning, lactation stimulation in pregnant women (galactagogue), blurred vision and itching in the eyes, gum soreness, and cough treatments are utilised. Fruits, vegetables, leaves, seeds, and all plant-based foods are utilised for nutritional purposes in Portugal, Italy, Spain, and India. In the field of manufacturing, natural light green dye obtained from leaves is utilised in cosmetics, wood colouring, and as a food colouring agent (Akgül and Bayrak, 1988; Uğraş et al., 2003; Ghorbani, 2005; Macia et al., 2005; De Albuquerque et al., 2007; Jarić et al., 2007; Tene et al., 2007; Kaur and Arora, 2009; Lewu and Afolayan, 2009; Neves et al., 2009; Alzweiri et al., 2011; Calvo et al., 2011; Savo et al., 2011; Carrio and Valles, 2012; Oliveira et al., 2012; Polat and Satıl, 2012; Rasul et al., 2012; Bulut and Tuzlaci, 2013; del Carmen JuárezVázquez et al., 2013; Guarrera and Savo, 2013; Rahimi and Ardekani, 2013).

## Nutritional and Mineral Contents

Plants are natural products that are noteworthy for their nourishing properties. According to Mohammed et al. (2021b), individuals are immutable parameters of their diets. According to the literature, the nutritional and mineral contents of Foeniculum species have been compiled and presented in Table 1.

Table 1. Mineral and Nutritional Contents of Foeniculum species

| Nutritional Composition | Values |
| :--- | :--- |
| Protein | $\% 9.38$ and $1.08-1.37 \mathrm{~g} / 100 \mathrm{~g}$ |
| Lipids | $\% 9.76-10.71 \mathrm{and} 0.45-1.28 \mathrm{~g} / 100 \mathrm{~g}$ |
| Carbohydrate | $\% 40.19 \mathrm{and} 18.44-22.82 \mathrm{~g} / 100 \mathrm{~g}$ |
| Ash | $\% 12.87-12.97 \mathrm{and} 1.62-3.43 \mathrm{~g} / 100 \mathrm{~g}$ |
| Mouisture | $\% 6.24-8.04 \mathrm{and} 71.31-77.46 \mathrm{~g} / 100 \mathrm{~g}$ |
| Caloric energy $(\mathrm{kcal} / 100 \mathrm{~g})$ | $97.37-108.23$ |
| K | $4.241-5.851 \mathrm{mg} / \mathrm{kg}$ |
| Ca | $56-363 \mathrm{mg} / \mathrm{kg}$ |
| Mg | $82-389 \mathrm{mg} / \mathrm{kg}$ |
| Mn | $2093.5-2113.5 \mathrm{mg} / \mathrm{kg}$ |
| Fe | $63.3-97.2 \mathrm{mg} / \mathrm{kg}$ |
| Na | $77-512 \mathrm{mg} / \mathrm{kg}$ |
| Zn | $37-45 \mathrm{mg} / \mathrm{kg}$ |

It has been reported that Foeniculum species have nutritional content values of protein (9.38\%), lipids (9.76-10.71\%), carbohydrate (40.19\%), ash (12.87-12.97\%), moisture (6.24-8.04\%), and caloric energy (97.37-108.23 $\mathrm{kcal} / 100 \mathrm{~g}$ ) expressed as percentages. Furthermore, it has been reported that the nutritional content values of protein $(1.08-1.37 \mathrm{~g} / 100 \mathrm{~g})$, lipids $(0.45-$ $1.28 \mathrm{~g} / 100 \mathrm{~g}$ ), carbohydrate ( $18.44-22.82 \mathrm{~g} / 100 \mathrm{~g}$ ), ash ( $1.62-3.43 \mathrm{~g} / 100 \mathrm{~g}$ ), and moisture ( $71.31-77.46 \mathrm{~g} / 100 \mathrm{~g}$ ) are present in $\mathrm{g} / 100 \mathrm{~g}$ in the literature (Barros et al., 2010; Bukhari et al., 2014; Sabre and Eshra, 2019). It has been reported that Foeniculum species have a mineral content of K (4.241-5.851 mg/kg), Ca ( $56-363 \mathrm{mg} / \mathrm{kg}$ ), $\mathrm{Mg}(82-389 \mathrm{mg} / \mathrm{kg}), \mathrm{Mn}(2093.5-2113.5 \mathrm{mg} / \mathrm{kg})$, Fe (63.3-97.2 $\mathrm{mg} / \mathrm{kg}$ ), $\mathrm{Na}(77-512 \mathrm{mg} / \mathrm{kg})$, and $\mathrm{Zn}(37-45 \mathrm{mg} / \mathrm{kg})$ (Koudela and Petrikova, 2008; Bukhari et al., 2014; Endalamaw and Chandravanshi, 2015; Sabre and Eshra, 2019).

## Biological activities

Plants are natural products with various biological activities. Numerous studies have demonstrated the high biological activities of plants (Pehlivan et al., 2018). In the literature, it has been observed that various extracts such as essential oil, water, ethanol, methanol, and aqueous have been utilised in in vitro and in vivo studies on species belonging to the F. vulgare. The literature research conducted is presented in Table 2.

Table 2. Biological activity of Foeniculum vulgare

| Plant species | Biological activity | Extraction | Geographic regions | References |
| :---: | :---: | :---: | :---: | :---: |
| Foeniculum vulgare Mill. | Antioxidant, antimicrobial, anticancer, insecticide, larvicidal, antiinflammatory, antidiabetic, hepatoprotective | essential oil, water, ethanol, methanol, aqueous | Portugal, Algeria, Iran, India, Turkey, China, Pakistan, South Korea, Jordan, Morocco, Egypt | (Oktay et al., 2003; Choi and Hwang, 2004; Özbek et al., 2004; Anwar et al., 2009; Barros et al., 2009; Miguel et al., 2010; Mohamad et al., 2011; Chatterjee et al., 2012; Roby et al., 2013; Senatore et al., 2013; El Ouariachi et al., 2014; Diao et al., 2014; Zoubiri et al., 2014; Abu-Zaiton et al., 2015; Upadhyay, 2015; Bano et al., 2016; Foroughi et al., 2016; Akhbari et al., 2019; Belabdelli et al., 2020; Sanei-Dehkordi et al., 2022) |

## Antioxidant activity

Reactive oxygen species are routinely generated during metabolic activities. According to Krupodorova and Sevindik's (2020) findings, while oxidant compounds do not exhibit harmful effects at low levels, they can cause cellular damage at high levels. According to Bal et al. (2019), the antioxidant defence system plays a role in suppressing oxidative compounds such as oxidants. When the values of oxidising compounds reach high levels, the antioxidant defence system may become insufficient. In such circumstances, oxidative stress may occur (Eraslan et al., 2021). Numerous serious illnesses such as multiple sclerosis, Alzheimer's disease, cancer, cardiovascular disorders, and Parkinson's disease may arise as a result of oxidative stress (Selamoglu et al., 2020; Saridogan et al., 2021). Supplementary antioxidants can play a role in reducing or suppressing the effects of oxidative stress (Akgül et al., 2022). Within this context, the evaluation of plants as supplementary antioxidants is feasible through the determination of their antioxidant potentials. In our study, we have compiled the literature-reported antioxidant activity studies of Foeniculum vulgare (Table 2). In a study conducted in Portugal, it was reported that the volatile oil obtained from F. vulgare had a DPPH test result of $>50 \%$ (Miguel et al., 2010). A study conducted in Turkey reported the antioxidant activity of F. vulgare's water and ethanol extracts using total antioxidant, free radical scavenging, superoxide anion radical scavenging, hydrogen peroxide scavenging, and metal chelation tests(Oktay et al., 2003). A study conducted in Pakistan reported that the volatile oil and ethanol extract obtained from F. vulgare plant sample exhibited a DPPH test result of 23.61-26.75 $\mu \mathrm{g} / \mathrm{mL}$ (Anwar et al., 2009). A study conducted in India reported significant antioxidant effects of F . vulgare's methanol and aqueous extracts through DPPH, OH- scavenging, and FRAP tests(Chatterjee et al., 2012). The IC50 values of F. vulgare collected from Morocco, as determined
by DPPH assay, were reported to be 6.2 and $1.5 \mu \mathrm{~g} / \mathrm{mL}$ for the diethyl ether and ethyl acetate extracts, respectively (El Ouariachi et al., 2014). The DPPH test results of the Shoots, Leaves, Stems, and Inflorescences parts of F. vulgare collected from Portugal were reported as $1.34,6.88,12.16$, and $7.72 \mathrm{mg} / \mathrm{mL}$, respectively. The results of the reducing power test were reported as $0.48,1.17$, 2.82 , and $1.02 \mathrm{mg} / \mathrm{mL}$, while the b-Carotene bleaching inhibition test yielded results of $0.49,1.14,2.38$, and $1.29 \mathrm{mg} / \mathrm{mL}$. The lipid peroxidation inhibition test results were reported as $0.13,0.22,0.27$, and $0.25 \mathrm{mg} / \mathrm{mL}$, respectively (Barros et al., 2009). It has been reported that the essential oil of F. vulgare collected from Egypt exhibited 100\% efficacy in the DPPH assay(Mohamad et al., 2011).It has been reported that the IC50 value of F. vulgare collected from Egypt, as determined by the DPPH assay, ranges from $0.22-0.47 \mathrm{~g} / 100 \mathrm{~g}$ for its methanol, ethanol, diethyl ether, and hexane extracts(Roby et al., 2013). The volatile oil of F. vulgare collected from Italy was reported to have a DPPH test result of $0.25-0.33 \mathrm{mmol} / \mathrm{L}($ Senatore et al., 2013). It has been reported that the volatile oil and methanol extract of F. vulgare collected from France exhibited DPPH test results of 444.2 and $52.60 \mu \mathrm{~g} / \mathrm{mL}, \beta$-carotene test results of 497.92 and $171.23 \mu \mathrm{~g} / \mathrm{mL}$, and Reducing power test results of $2,104.5$ and 55.56, respectively (Kalleli et al., 2019). Within this context, it has been determined that F. vulgare exhibits significant antioxidant potential based on the antioxidant activity values reported in the literature.

## Antimicrobial activity

In recent years, microorganisms have been identified as a fundamental cause of numerous diseases (Baba et al., 2020). The increase in the number of resistant microorganisms due to the indiscriminate use of antibiotics in contemporary times has rendered the effects of antimicrobial drugs insufficient (Mohammed et al., 2023). Within this scope, researchers have focused on the discovery of new antimicrobial drugs. Plants are significant natural resources within this context. Due to the potential adverse effects of synthetic drugs, numerous natural antimicrobial products have been utilised by individuals (Bal et al., 2017; Islek et al., 2021). Therefore, it is of great importance to conduct research on new antimicrobial drugs. In our study, we have compiled the literature-reported antimicrobial activity studies of F. vulgare (Table 2). In this context, a study conducted in Algeria investigated the antimicrobial activity of the essential oil obtained from F. vulgare on Candida albicans, Aspergillus flavus, Aspergillus niger, Rhizopus sp., Trichophyton rubrum, Trichophyton mentagrophytes, Trichophyton violaceum, Microsporumgypseum, Microsporumcanis, and Rhodotorula sp. According to the research findings, it has been reported that the essential oil of F. vulgare exhibits high activity against C. albicans and Aspergillus species with MIC values of $0.16-0.2 \mathrm{mg} / \mathrm{mL}$ (Belabdelli et al., 2020). In a study conducted in India, it was reported that F. vulgare exhibited an
inhibition zone diameter ranging from 19.4-26.4 mm at a concentration of $28 \mu \mathrm{~g} /$ disk against the strains used, and a minimum inhibitory concentration value ranging from $7.0-56 \mu \mathrm{~g} / \mathrm{mL}$ (Upadhyay, 2015). A study conducted in Iran reported that Trans-anethole obtained from the essential oil of F . vulgare was effective against Escherichia coli at a concentration of $0.007 \mathrm{~g} / \mathrm{mL}$ and against Staphylococcus aureus at a concentration of $0.003 \mathrm{~g} / \mathrm{mL}$ (Foroughi et al., 2016). In a study conducted in China, the antimicrobial effect of the essential oil extracted from F. vulgare was investigated on Bacillus subtilis, S. albus, Shigella dysenteriae, Salmonella typhimurium, and E. coli. According to the study findings, the highest activity was exhibited against S . dysenteriae, with reported MIC and MBC values of 0.125 and $0.25 \mathrm{mg} / \mathrm{mL}$, respectively (Diao et al., 2014). A study conducted in India investigated the antimicrobial activity of the methanol extract of F. vulgare against E. coli, S. aureus, Listeria monocytogenes, B. pumilus, and Enteropathogenic E. coli. According to the research findings, it has been reported that the maximum antibacterial activity was observed against S. aureus with an inhibition zone of 20.00 mm (Bano et al., 2016). The effects of methanol, ethanol, diethyl ether, and hexane extracts of F. vulgare collected from Egypt were investigated against Escherichia coli, Salmonella typhi, Bacillus cereus, Staphylococcus aureus, Candida albicans, and Aspergillus flavus. According to the study findings, it has been reported that the methanol extract exhibited an inhibition zone of $13-22 \mathrm{~mm}$, the ethanol extract exhibited an inhibition zone of $9-19 \mathrm{~mm}$, the diethyl ether extract exhibited an inhibition zone of 11-19 mm, and the hexane extract exhibited an inhibition zone of $13-22 \mathrm{~mm}$ (Roby et al., 2013). According to reports, the volatile oil of F. vulgare collected from Italy has been found to be effective against Bacillus subtilis, Staphylococcus aureus, Staphylococcus epidermidis, Streptococcus faecalis, Escherichia coli, Klebsiella pneumoniae, Proteus vulgaris, and Pseudomonas aeruginosa (Senatore et al., 2013). Within this context, it has been determined that F . vulgare may serve as a significant natural resource against reported microorganisms.

## Other activities

A study conducted in Iran investigated the anticancer properties of the volatile oil of F . vulgare against human breast cancer (MDA-Mb) and cervical epithelioid carcinoma (Hela) cell lines using the MTT assay. According to the study findings, it has been reported that the compound is a potent anticancer agent with an IC50 lower than $10 \mu \mathrm{~g} / \mathrm{mL}$ (Akhbari et al., 2019). A study conducted in Iran reported that the protective duration of F . vulgare's essential oil against Anopheles stephensi was 70 minutes (Sanei-Dehkordi et al., 2022). A study conducted in Algeria investigated the larvicidal effect of the essential oil of F. vulgare on Culex pipiens. The study determined that a mortality rate of $50 \%$ was observed in second stage larvae within a concentration of $40 \mathrm{mg} / \mathrm{L}$ over a period of 2 hours. According to reports, a
concentration of $60 \mathrm{mg} / \mathrm{L}$ resulted in a $90 \%$ mortality rate for fourth instar larvae after a 4-hour exposure period (Zoubiri et al., 2014). A study conducted in South Korea investigated the anti-inflammatory effect of F. vulgare's methanol extract. According to the study findings, it has been reported that there was an increase in the activities of superoxide dismutase (SOD) and catalase, as well as high-density lipoprotein cholesterol levels, while the level of malondialdehyde decreased significantly (Choi and Hwang, 2004). A study conducted in Jordan investigated the antidiabetic effect of F. vulgare's methanol extract. According to the study findings, it has been reported that the methanol extract exhibited an $82.43 \%$ and $82.26 \%$ effect on $\alpha$-amylase and $\alpha$-glucosidase, respectively, after an 8 -hour duration (Abu-Zaiton et al., 2015). A study conducted in Turkey investigated the hepatoprotective properties of F . vulgare's essential oil in rats with liver damage induced by carbon tetrachloride. According to the research findings, it has been reported that the levels of serum aspartate aminotransferase, alanine aminotransferase, bilirubin, and alkaline phosphatase have decreased (Özbek et al., 2004). The methanolic extract of F. vulgare collected from Egypt has been reported to exhibit effective IC50 values against MCF-7 ( $15.78 \mu \mathrm{~g} / \mathrm{mL}$ ), Hepg-2 ( $27.96 \mu \mathrm{~g} /$ $\mathrm{mL})$, HT-29 ( $41.87 \mu \mathrm{~g} / \mathrm{mL}$ ), H460 ( $50.22 \mu \mathrm{~g} / \mathrm{mL}$ ), Hela ( $79.33 \mu \mathrm{~g} / \mathrm{mL}$ ), and U251 ( $85.49 \mu \mathrm{~g} / \mathrm{mL}$ ) cell lines (Mohamad et al., 2011). Literatür verilerine göre F. vulgare'nin biyolojik aktivite bakımından önemli bir kaynak olabileceği tespit edilmiştir.

## Essential oil contents

Plants synthesise numerous biologically active compounds within their structures. Bioactive compounds are important from a medical perspective, despite not having any nutritional value (Selamoglu et al., 2017; Akgül et al., 2020). Within this context, it is highly important to determine the compounds present in plants. In our study, the chemical compounds reported in the composition of $F$. vulgare have been compiled. The findings obtained are presented in Table 3.

Table 3. Essential oil contents of Foeniculum vulgare

| Plant species | Geographic regions | Used <br> Part | Essential oil content | References |
| :---: | :---: | :---: | :---: | :---: |
| Foeniculum <br> vulgare <br> Mill. | Serbia, <br> China, <br> Portugal, <br> Pakistan, <br> Turkey, <br> Estonia, <br> Italy, Iran, <br> Brazil, <br> Egypt, <br> Morocco, <br> USA | Seed, <br> aerial <br> parts, <br> fruit | $\alpha$-Farnesene (1.28\%), $\beta$-Farnesene (3.01\%), 2,5-Diethyl phenol ( $0.78 \%$ ), Bergamoil (0.63\%), Myrcenol (1.02\%), 2,4,6,8-Tetrathiatricyclo [3.3.1.13,7]decane (1.77\%), Trans-2-caren-4-ol (0.61\%), 2-cyclohexen-1-one (2.1\%), Endobornyl acetate ( $0.66 \%$ ), Trans-3-acetyl-4-methoxy-1methylenecyclopentane ( $0.31 \%$ ), Benzene,1-methoxy-4-(2-propenyl)methylchavicolestragole (71.1\%), Trans-dihydrocarvone (0.57\%), 2,6-Octadien-1-ol,2,7-dimethyl (0.26\%), P-Menth-3-en-1-ol (0.55-0.72 \%), Bicyclo[2.2.1]heptane-2-1 (1.21\%), Bicyclo[3.3.1]non-2-en-9-ol,9-methyl (1.94\%), Benzene, 1-methyl-4-(1-methylethyl) (0.82-1.68\%), Nepetalactone (0.7\%), Geranyl acetate (0.2\%), Piperitenone oxide (12.5\%), Piperitenone (1\%), Terpinen-4-ol (0.016-2.8\%), trans-Pinocarveol (0.2\%), Linalool (0.13-0.3\%), Terpinolene (2.4\%), p-Cymene (1.5\%), 3-Carene ( $0.7 \%$ ), Sabinene (1\%), $\alpha$-Thujene ( $0.1 \%$ ), (E)-anethole ( $43 \%-81.10 \%$ ), fenchone ( $0.14-34.7 \%$ ), methyl chavicol ( $1.5 \%-7.22 \%$ ), transanethole ( $3.62 \%-91.1 \%$ ), estragole ( $2.4 \%$ $88 \%$ ), $\alpha$-pinene ( $0.82-20 \%$ ), limonene ( $0.8 \%-42.30 \%$ ), cis-anethole ( $0.1 \%-8.6 \%$ ), $\beta$-pinene ( $17.8 \%$ ), $\alpha$-phelandrene ( $0.9 \%$ $10.5 \%$ ), $\alpha$-pinene ( $0.13 \%-12.4 \%$ ), myrcene ( $0.62 \%-15 \%$ ), delta-3-carene ( $2.1 \%-3.7 \%$ ), cis-ocimene ( $0 \%-0.23 \%$ ), $\gamma$-terpinene ( $0.22 \%-2.67 \%$ ), paracymene ( $0.68 \%-5.97 \%$ ), camphor ( $0.1 \%-0.51 \%$ ), p-allylanisole (71.40\%), 1.8-Cineol (0.89 \%) | (Akgül and Bayrak, 1988; Marotti and Piccaglia, 1992; <br> Coelho et al., 2003; <br> Mimica-Dukić et al., 2003; Stefanini et al., 2006; <br> Anwar et al., 2009; <br> Miguel et al., 2010; <br> Lahhit et al., 2011; <br> Mohamad et al., <br> 2011; Saharkhiz and <br> Tarakeme, 2011; <br> Raal et al., 2012; <br> Zheljazkov et al., 2013; Diao et al., 2014; El Ouariachi et al., 2014; Mota et al., 2015; Ali et al., 2016; Ahmed et al., 2019; RezaeiChiyaneh et al., 2020) |

It has been reported that the main components of the essential oil content of F. vulgare species are $\alpha$-Farnesene (1.28\%), 1.8-Cineol ( $0.89 \%$ ), $\beta$-Farnesene (3.01\%), 2,5-Diethyl phenol (0.78\%), Bergamoil (0.63\%), Myrcenol (1.02\%), 2,4,6,8-Tetrathiatricyclo [3.3.1.13,7]decane (1.77\%), Trans-2-caren-4-ol ( $0.61 \%$ ), 2-cyclohexen-1-one (2.1\%), Endobornyl acetate (0.66\%), Trans-3-acetyl-4-methoxy-1-methylenecyclopentane (0.31\%), Benzene,1-methoxy-4-(2-propenyl)methylchavicol-estragole (71.1\%), Transdihydrocarvone ( $0.57 \%$ ), 2,6-Octadien-1-ol,2,7-dimethyl (0.26\%), P-Menth-3-en-1-ol (0.55-0.72 \%), Bicyclo[2.2.1]heptane-2-1 (1.21\%), Bicyclo[3.3.1]non-2-
en-9-ol,9-methyl (1.94\%), Benzene,1-methyl-4-(1-methylethyl) (0.82-1.68\%), Nepetalactone ( $0.7 \%$ ), Geranyl acetate ( $0.2 \%$ ), Piperitenone oxide ( $12.5 \%$ ), Piperitenone ( $1 \%$ ), Terpinen-4-ol (0.016-2.8\%), trans-Pinocarveol ( $0.2 \%$ ), Linalool (0.13-0.3\%), Terpinolene (2.4\%), p-Cymene (1.5\%), 3-Carene (0.7\%), Sabinene ( $1 \%$ ), $\alpha$-Thujene ( $0.1 \%$ ), (E)-anethole ( $43 \%-81.10 \%$ ), fenchone (0.14-34.7\%), methyl chavicol (1.5\%-7.22\%), trans-anethole (3.62\%-91.1\%), estragole $(2.4 \%-88 \%)$, $\alpha$-pinene ( $0.82-20 \%$ ), limonene ( $0.8 \%-42.30 \%$ ), cisanethole $(0.1 \%-8.6 \%), \quad \beta$-pinene ( $17.8 \%$ ), $\alpha$-phelandrene ( $0.9 \%-10.5 \%$ ), $\alpha$-pinene ( $0.13 \%-12.4 \%$ ), myrcene ( $0.62 \%-15 \%$ ), delta-3-carene ( $2.1 \%-3.7 \%$ ), cis-ocimene ( $0 \%-0.23 \%$ ), V-terpinene ( $0.22 \%-2.67 \%$ ), paracymene ( $0.68 \%$ $5.97 \%$ ), camphor ( $0.1 \%-0.51 \%$ ), p-allylanisole ( $71.40 \%$ ) (Akgül and Bayrak, 1988; Marotti and Piccaglia, 1992; Coelho et al., 2003; Mimica-Dukić et al., 2003; Stefanini et al., 2006; Anwar et al., 2009; Miguel et al., 2010; Lahhit et al., 2011; Saharkhiz and Tarakeme, 2011; Raal et al., 2012; Zheljazkov et al., 2013; Diao et al., 2014; Mota et al., 2015; Ali et al., 2016; Ahmed et al. al., 2019; Rezaei-Chiyaneh et al., 2020). According to the literature data, it has been determined that F. vulgare may be an important natural source in terms of the chemical compounds reported in its body.

## Conclusion

In this study, the utilisation areas, general characteristics, biological activities, and chemical contents of $F$. vulgare have been compiled. According to the findings obtained, it has been reported that the plant has many areas of use in the fields of health and food. Furthermore, it has been observed that the antioxidant and antimicrobial activities are particularly high. Upon examination of the reported compounds, it is observed that the primary compound is trans-anethole ( $3.62 \%-91.1 \%$ ). Consequently, according to the literature data, it has been determined that $F$. vulgare could serve as a natural source in pharmacological designs.
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## Introduction

Many plants are utilised within the scope of traditional medicine worldwide. Various species of plants are utilised in the treatment or prevention of different ailments within the scope of traditional medicine (Mohammed et al., 2022). In contrast to modern medicine, traditional medicine has a history that is equivalent to that of human civilization and has been transmitted through human experiences up to the present day (Sevindik et al., 2017). Plants are utilised by humans for various purposes. The utilisation of plants by humans has played a significant role in fulfilling various needs such as shelter, warmth, flavouring, nutrition, and medicine, with particular emphasis on the aforementioned purposes (Khan et al., 2019; Mohammed et al., 2020a; Korkmaz et al., 2021). Plants, which are well-known for their nourishing properties, contain essential nutrients such as protein, carbohydrates, vitamins, and minerals. In addition to their nourishing properties, natural sources are also of great medical importance (Mohammed et al., 2020b). Numerous studies have reported the diverse biological activities of plants, including antioxidant, anticancer, DNA protective, antiproliferative, antiaging, antiallergic, hepatoprotective, and anti-inflammatory effects (Kim et al., 2004; Mohammed et al., 2018; Mohammed et al., 2019; Ahmed et al., 2020; Mohammed et al., 2021; Zulfiqar et al., 2021; Unal et al., 2022; Uysal et al., 2023). Within this context, it is highly important to determine the biological activities of plants. In our study, we have compiled the reported usage areas, biological activities, and chemical contents of Echinacea species in the literature.

## Genus Echinacea and Usage Areas

The genus Echinacea belongs to the family Asteraceae. The name of the species is derived from the Greek word echinos. Species belonging to the genus Echinacea are perennial. The majority of these species are naturally found in certain regions of North America. In recent times, the popularity has been steadily increasing worldwide. From a morphological perspective, it can be observed that the plant in question typically emerges from an underground perennial with a basal rosette composed of petioled leaves and a one to several year stem. The disc flowers are conical, hemispherical, or occasionally flattened in shape. The capitulum is surrounded by 3 to 4 rows of bracts. Each disc flower has protrusions beyond the 5-lobed corolla on the receptacle. The flowers can exhibit a range of colours, including white, pink, magenta, and yellow, among others (Bauer, 1991; McKeown, 1999; Binns et al., 2002; Flagel et al., 2008; Karimmojeni et al., 2022). Numerous species within the Echinacea genus are utilised for various purposes. It has been reported that various parts of the plant, including leaves, roots, and flowers, have medicinal properties that can be used to treat a range of ailments, such as the common cold, toothache, snake bites, headaches, and wound infections,
as well as to boost immunity, treat blood poisoning, skin problems, syphilis, and respiratory infections (Mishima et al., 2004; Kumar and Ramaiah, 2011).

## Biological activity

Plants are natural products responsible for various biological activities (Pehlivan et al., 2018). This study compiles in vitro and in vivo biological activity studies on species belonging to the Echinacea species in the literature. Within this scope, it has been observed that extracts of Echinacea species such as ethanol, hydroalcoholic, ethylacetate, hexane, methanol, water, dichloromethane, acetone, and aqueous have been utilised. The findings related to biological activity studies are presented in Table 1.

Table 1. Biological activity of Echinacea species

| Plant species | Biological activity | Extraction | Geographic regions | References |
| :---: | :---: | :---: | :---: | :---: |
| Echinacea angustifolia DC. | Antimicrobial, antioxidant, hypoglycaemic, anti-inflammatory, antiproliferative | Ethanol, methanol, hydroalcoholic, ethylacetate, alcohol | Iran, Mexico, China, South Korea, Canada | (Hu and Kitts, 2000; Sloley et al., 2001; Li et al., 2011; Wendakoon et al., 2012; Aarland et al., 2017; Espinosa-Paredes et al., 2021; Moghtaderi et al., 2021; Choi and Choi, 2022) |
| Echinacea pallida (Nutt.) Nutt. | Antioxidant, antiproliferative, anti-inflammatory | Hexan, methanol, water, lipophilic, alcohol | Switzerland, Turkey, China, Italy, Canada | (Hu and Kitts, 2000; Sloley et al., 2001; Chicca et al., 2007; Pellati et al., 2012; Yaglıoglu et al., 2013; Erenler et al., 2015; Fan et al., 2021) |
| Echinacea purpurea (L.) Moench | Antimicrobial, antioxidant, antiproliferative, antiviral | Dichloromethane, n-hexane, ethanol ethylacetate, acetone, methanol, water, aqueous, hydroalcoholic, alcohol | Portugal, <br> Turkey, <br> Romania, <br> Mexico, Canada | (Hu and Kitts, 2000; Sloley et al., 2001; Aarland et al., 2017; Coelho et al., 2020; Sharif et al., 2021; BurlouNagy et al., 2022) |

## Antioxidant activity

All living organisms produce free radicals as a result of metabolic activities. The low levels of free radicals with oxidising properties are beneficial, whereas high levels can be highly detrimental (Krupodorova and Sevindik, 2020). As the levels of oxidant compounds increase, the antioxidant defence system is activated and suppresses the oxidant compounds (Bal et al., 2019). However, in cases where the antioxidant defence system is insufficient, oxidative stress occurs. Numerous serious illnesses such as multiple sclerosis, cancer, cardiovascular diseases, neurodegenerative diseases, Parkinson's, and Alzheimer's may manifest in individuals as a result of oxidative stress
(Selamoglu et al., 2020; Saridogan et al., 2021). According to Eraslan et al. (2021), the negative effects caused by oxidative stress can be prevented with the supplementation of antioxidants. Plants are considered significant natural sources of antioxidant supplements (Akgül et al., 2022). In this study, a compilation of antioxidant activity studies conducted on Echinacea species in the literature is presented (Table 1). In a study conducted in Turkey, the antioxidant activity of water and methanol extracts obtained from E. pallida species was investigated using DPPH, ABTS, and reducing power tests. According to the study findings, the DPHH test yielded an LC50 value of $143 \mu \mathrm{~g} / \mathrm{mL}$, while the ABTS test yielded an LC50 value of $25-30 \mu \mathrm{~g} / \mathrm{mL}$. Additionally, the reducing power test indicated that the aqueous extract demonstrated maximum results at a 700 nm absorbance level (Erenler et al., 2015). In a distinct study, the antioxidant status of E. pallida's hydroalcoholic extract was investigated using DPPH and ABTS assays, sourced from Mexico. According to the research findings, the LC50 values of DPPH and ABTS results were reported to be within the ranges of 0.24-4.8 and 1.26-10.5 $\mu \mathrm{g} / \mathrm{mL}$, respectively (Aarland et al., 2017). A study conducted in South Korea investigated the antioxidant status of extracts obtained from E. angustifolia species using DPPH, ABTS, and FRAP tests. The study reports the DPPH and ABTS test results as 27.98 and $20.29 \%$, respectively, while the FRAP test result is reported as $0.412 \mu \mathrm{~g}$ (Choi and Choi, 2022). According to a study conducted in Turkey, it has been reported that the aqueous extract obtained from E. purpurea exhibits strong antioxidant activity as determined by DPPH, ABTS, CUPRAC, and FRAP tests (Sharif et al., 2021). According to a study conducted in Canada, the methanol extract of E. purpurea, E. angustifolia, and E. pallida exhibited reducing power test results of 3.48, 3.84 , and $5.07 \mathrm{mg} / \mathrm{mL}$, respectively. Furthermore, it has been reported that the ABTS radical scavenging test yielded results of $11.0,20.6$, and $63.8 \mathrm{mg} /$ mL , respectively ( Hu and Kitts, 2000). In a study conducted in Canada, the alcohol extract scavenging capacity results of E. purpurea, E. angustifolia, and E. pallida were reported as $4.45,2.83$, and 2.79 , respectively, for their root parts. Furthermore, the leaf parts have been reported as $1.55,1.13$, and 1.33, respectively (Sloley et al., 2001). According to the literature, it has been observed that Echinacea species possess antioxidant potential.

## Antimicrobial activity

In recent years, numerous diseases have been found to be caused by microorganisms. The impacts of microorganisms are increasingly prevalent in contemporary times (Baba et al., 2020). The emergence of resistant microorganisms due to indiscriminate use of antibiotics renders current antimicrobial drugs inadequate (Mohammed et al., 2023). Within this scope, researchers have directed their efforts towards the discovery of novel antimicrobial drugs. Natural resources are utilised by humans as a source of
antimicrobial agents. Due to the potential adverse effects of synthetic drugs, individuals have turned to natural resources (Bal et al., 2017; Islek et al., 2021). Within the scope of our study, we have compiled the literature-reported antimicrobial activity studies of Echinacea species (Table 1). According to a study conducted in Iran, the antimicrobial activity of ethanol extract obtained from E. angustifolia species against multidrug-resistant Klebsiella pneumoniae was reported to be $77.1 \%$ (Moghtaderi et al., 2021). A study conducted in Mexico investigated the antimicrobial properties of an ethanol extract obtained from the species E. angustifolia. According to Wendakoon et al. (2012), the results of the study indicate that the extract obtained from the plant did not exhibit significant antibacterial activity against most of the strains tested, except for a strong activity of $90 \%$ against Staphylococcus epidermis. A study conducted in China investigated the antimicrobial properties of a supercritical carbon dioxide (SC-CO2) extract obtained from the species $E$. angustifolia against Botrytis cinerea. The study reported EC50 and EC90 values of 948 and $1869 \mu \mathrm{~g} / \mathrm{mL}$, respectively (Li et al., 2011). In a study conducted in Portugal, the antimicrobial activity of ethanol, ethyl acetate, and acetone extracts obtained from E. purpurea species were investigated against Escherichia coli, Klebsiella pneumoniae, Morganella morganii, Proteus mirabilis, Pseudomonas aeruginosa, Enterococcus faecalis, Listeria monocytogenes and Candida albicans. According to Coelho et al. (2020), the study results indicate that the microorganisms were inhibited by minimum inhibitory concentration (MIC) values ranging from 2.5 to $20 \mathrm{mg} / \mathrm{mL}$ against the strains used. According to a study conducted in Turkey, ethyl acetate, water, and methanol extracts obtained from the leaf and flower parts of $E$. purpurea were reported to possess antimicrobial activity against Yersinia enterocolitica, Enterococcus durans, Enterococcus faecalis, Enterococcus faecium, Sarcina lutea, Staphylococcus aureus, Staphylococcus epidermidis, Staphylococcus alpha haemolyticus, Streptococcus pneumoniae, Listeria monocytogenes, Escherichia coli, Enterobacter aerogenes, Proteus mirabilis, Proteus vulgaris, Salmonella enteritidis, Salmonella kentucky, Salmonella Typhimurium, Serratia marcescens, and Pseudomonas aeruginosa (Sharif et al., 2021). Within this context, it has been observed in the literature that Echinacea species possess significant antimicrobial potentials.

## Other activities

In a study conducted in Switzerland, the cytotoxic effect of hexane extract obtained from E. pallida species on human pancreatic cancer MIA $\mathrm{PaCa}-2$ and colon cancer COLO320 cell lines was investigated. As a result of the study, it was reported that the LC50 values of E. pallida were 46.41 and 10.55 $\mu \mathrm{g} / \mathrm{mL}$ in MIA PaCa-2 and COLO320 cells, respectively (Chicca et al., 2007). In a study conducted in Italy, the cytotoxic effect of the lipophilic extract obtained from the E. pallida species was examined. As a result of the study, it
was reported that the LC50 values of isolated (8Z,13Z)-pentadeca-8,13-diene-11-yn-2-one against COLO320 and MCF-7 cancer cell lines were $2.3 \mu \mathrm{M}$ and $2.5 \mu \mathrm{~m}$, respectively (Pellati et al., 2012). In a study conducted in Turkey, the antiproliferative effect of methanol extract obtained from E. pallida species on rat brain tumor cells (C6) and human uterine carcinoma (HeLa) was investigated. As a result of the research, it was reported that methanol extract significantly inhibited the proliferation of HeLa and C6 cancer cell lines at concentrations of $5-100 \mu \mathrm{~g} / \mathrm{mL}$ (Yaglioglu et al., 2013). In a study conducted in China, the anti-inflammatory activity of the extract obtained from E. pallida was investigated. As a result of the study, it was reported that E. pallida can inhibit the production of pro-inflammatory mediators in mouse peritoneal macrophages and has an anti-inflammatory effect by regulating MAPK signaling pathways (Fan et al., 2021). In a study conducted in Mexico, it was reported that the hydroalcoholic extract obtained from $E$. angustifolia and E. purpurea species has hypoglycaemic, anti-inflammatory and antiproliferative effects (Aarland et al., 2017). In another study conducted in South Korea, it was reported that extracts obtained from the E. angustifolia species showed an anti-inflammatory effect of $51.07 \%$ at $200 \mu \mathrm{~g} / \mathrm{mL}$ (Choi and Choi, 2022). In another study conducted in Mexico, the cytotoxic effect of ethanol ethylacetate extract obtained from E. angustifolia species was investigated. As a result of the study, it was reported that the LC50 value of the plant extract on breast cancer MDA-MB-231 cells was $28.18 \mu \mathrm{~g} / \mathrm{mL}$ and the LC50 value on MCF-7 cells was $19.97 \mu \mathrm{~g} / \mathrm{mL}$ (Espinosa-Paredes et al., 2021). In a study conducted in Portugal, the cytotoxic status of different extracts obtained from E. purpurea species was investigated. As a result of the study, it was reported that the best results were $48 \mu \mathrm{~g} / \mathrm{mL}$ against NCI H460 cell line, $36.7 \mu \mathrm{~g} / \mathrm{mL}$ against HepG2 cell line, $51 \mu \mathrm{~g} / \mathrm{mL}$ against HeLa cell line and 21 $\mu \mathrm{g} / \mathrm{mL}$ against MCF-7 cell line (Coelho et al., 2020). In a study conducted in Turkey, the lowest LC50 value of E. purpurea methanol extract against HeLa cell line was reported to be $73 \mu \mathrm{~g} / \mathrm{mL}$ (Sharif et al., 2021). It has been reported that different extracts from E. purpurea made in Romania can be effective on herpes simplex virus 1 and 2, human immunodeficiency virus types 1, H7N7 and H5N1, influenza viruses A (H1N1) and H3N2 and pandemic novel swineborne influenza (H1N1) (Burlou-Nagy et al., 2022). In this context, according to literature data, it has been observed that Echinacea species have especially high anticancer activity, apart from antioxidant and antimicrobial activities. In addition, it has been observed to have hypoglycaemic, anti-inflammatory and antiviral effects.

## Essential oil content

Plants produce numerous bioactive compounds with varying pharmacological properties in their structures. These bioactive compounds, which lack nutritional properties, possess significant medical potential
(Selamoglu et al., 2017; Akgül et al., 2020). In this study, the reported chemical contents of Echinacea species in the literature have been compiled. The findings obtained are presented in Table 2.

Table 2. Essential oil contents of Echinacea species

| Plant species | Geographic regions | Used <br> Part | Essential oil content | References |
| :---: | :---: | :---: | :---: | :---: |
| Echinacea angustifolia DC. | China | stem | trans-9-tetradecenyl (6.55\%), cyclopentadecanone (79.12\%), <br> 2-pentadecanone ( $2.34 \%$ ), 4-hexadecenal-6-yne (4.63\%), 6-hexadecenal-4-yne (4.12\%) | (Li et al., 2011) |
| Echinacea pallida (Nutt.) Nutt. | Ukraine | stem | 1,8-pentadecadiene ( $2.64 \%$ ), pentadecan-2-one ( $2.66 \%$ ), cyclopentadecanone (41.28\%), 8-cyclopentadecen-2-one (isomer) (2.03\%), 8-cyclopentadecen-2one ( $18.51 \%$ ), 8,10-cyclopentadecadien-2one (1.56\%), 6-hexadecene-4-in (1.19\%), methylic ester of 7,10-pentadecadiynic acid (8.28\%-9.46\%) | (Kyslychenko et al., 2008) |
| $\begin{aligned} & \text { Echinacea } \\ & \text { purpurea (L.) } \\ & \text { Moench } \end{aligned}$ | İtaly, Slovakia, İran, Turkey | aerial, stem | germacrene D (4.8-60.3\%), nerolidol (6.6\%), $\alpha$-pinene (5.1- <br> $13.1 \%$ ), $\alpha$-phelandrene (2.9-4.3\%), $\beta$-pinene (4.1\%), myrcene (15$19.8 \%$ ), $\beta$-caryophyllene (7.2- <br> $12.3 \%$ ), 1-pentadecene (4.4-5.1\%), caryophylleneoxide (\%8.7), $\alpha$-cadinol (\%6.3), naphthalene (\%3.3) | (Hudaib et al., 2002; Holla et al., 2005; Diraz et al., 2012; Ahmadi et al., 2022; Soltanbeigi and Maral, 2022) |

In the literature, it has been reported that the main components of the essential oil content of $E$. angustifolia species are 4-hexadecenal-6yne (4.63\%),trans-9-tetradecenyl (6.55\%), cyclopentadecanone (79.12\%), 2-pentadecanone (2.34\%) and 6-hexadecenal-4-yne (4.12\%) (Li et al., 2011). It has been reported that the main components in the essential oil content of E. pallida species are 6-hexadecene-4-in (1.19\%), 1,8-pentadecadiene ( $2.64 \%$ ), pentadecan-2-one ( $2.66 \%$ ), cyclopentadecanone (41.28\%), 8 -cyclopentadecen-2-one (isomer) (2.03\%), 8-cyclopentadecen-2-one (18.51) $\%$ ), 8,10-cyclopentadecadien-2-one (1.56\%) and 7,10-pentadecadiynic acid (8.28-9.46\%) (Kyslychenko et al., 2008). It has been reported that the main components in the essential oil content of E. purpurea species are germacrene D (4.8-60.3\%), nerolidol (6.6\%), $\alpha$-pinene (5.1-13.1\%), $\alpha$-phelandrene (2.9$4.3 \%$ ), $\beta$-pinene (4.1\%), myrcene (15-19.8\%), $\beta$-caryophyllene (7.2-12.3\%), 1-pentadecene (4.4-5.1\%), caryophylleneoxide (8.7\%), $\alpha$-cadinol (6.3\%) and naphthalene (3.3\%) (Hudaib et al., 2002; Holla et al., 2005; Diraz et al., 2012; Ahmadi et al., 2022; Soltanbeigi and Maral, 2022). In this context, it was observed that the highest compound was cyclopentadecanone in $E$.
angustifolia and E. pallida. In addition, the highest compound in E. purpurea was reported as germacrene D. According to the results of the literature, it has been seen that the reported species may be a natural source in terms of the compounds determined in their body.

## Conclusion

In this study, the usage areas, biological activities, and chemical contents of Echinacea species reported in the literature were compiled. As a result of the study, it was seen that the highest chemical compounds in Echinacea species was cyclopentadecanone and germacrene D. In addition, it has been determined that Echinacea species are important natural sources in terms of anticancer, antimicrobial, and antioxidant activity. In this context, it has been determined that Echinacea species can be a natural source in pharmacological designs.
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## -Chapter 9

# FORECASTING AGRICULTURAL PRODUCTS PRODUCER PRICE INDEX USING FUZZY LINEAR REGRESSION MODELS 

Aslı KILIÇ ${ }^{1}$<br>Özge ELMASTAŞ GÜLTEKİN ${ }^{2}$

[^1]

## INTRODUCTION

For a certain period, it is necessary to compare the prices determined by the producers of the products produced and sold in the country according to time and to measure their changes. This measurement is possible with the Producer Price Index (PPI). There are studies in which the short and long term asymmetric effects of PPI on the food and non-alcoholic beverages index included in the consumer price index (CPI) are analyzed (Oral and Eştürk, 2022:32). As of 2014, PPI in our country is divided into 3 sections as domestic producer price index (D-PPI), foreign producer price index (F-PPI) and agricultural products producer price index (Agriculture-PPI) and calculated separately (Emek, Ö.F., 2020). According to the Turkish Statistical Institute definition, Agriculture-PPI is "a proportional indicator of the changes in the first-hand sales prices of the products produced by the farmer and sold to the market over time." When calculating the Agriculture-PPI, agriculture, forestry and fishery products are used.

The volatility in food prices, in other words price instability, may affect the inflation process in the Turkish economy in an undesirable way (Çıplak and Yücel, 2004:04). There are many reasons for the instability in agriculture and food prices, such as the rise in oil prices, global warming, restrictions on product supply, etc. The literature on the relationship between agricultural inputs and food inflation for Turkey as a whole is not very extensive. However, as a result of the researches, although variables such as agricultural input price index, Food Price Index (FPI), oil prices, exchange rate, etc. affected the Agriculture-PPI, no significant relationship was found between the Agriculture-PPI and the exchange rate (Eştürk and Albayrak, 2018:18). There is a relationship between Agriculture-PPI and FPI at the end of the long term and it has been revealed that a $1 \%$ increase in Agriculture-PPI will increase FPI by $0.70 \%$ at the end of the long term (Demirağ and Sağır, 2022:24). Özyücel et al. (2022) analysed the relationship between Agriculture-PPI, agricultural input price index and FPI by time series methods, applied causality test and found a bidirectional and significant relationship between agricultural input price index, FPI and Agriculture-PPI. While the effect of the change in the food industry price index and oil price on agricultural product producer prices is felt in the short term, the effect of international food price, dollar and euro exchange rates is felt in the long term (Tay Bayramoğlu and Koç Yurtkur, 2015:15). There is a statistically significant co-integration relationship between consumer (CPI), producer (DPPI ) and agriculture (Agriculture-PPI) variables and that there are short-term causality relationships. In the long term, there was a statistically small but significant effect from Agriculture-PPI and D-PPI to CPI, and on the other hand, there was a significant and stronger effect from CPI to Agriculture-PPI and D-PPI (Koçak, 2021:1).

In this study, agricultural input price index, FPI and Brent oil are considered among the variables that are thought to affect the Agriculture-PPI in Turkey. Multivariate linear regression and fuzzy linear regression models were applied in modelling these variables and comparisons were made.

In the first part of the study, information about classical multivariate linear regression models was given. The economic, statistical and econometric assumptions required to investigate whether the forecasts are reliable models are mentioned. In the second part, fuzzy linear regression models are discussed. Among the fuzzy regression techniques frequently used in the literature, standard possibilistic linear regression (PLR) model, revised possibilistic linear regression model and fuzzy least squares regression (LSR) model are included. In the third part, multivariate linear and fuzzy linear regression models for the independent variables affecting the Agriculture-PPI dependent variable are discussed with the estimation of Agriculture-PPI values and comparison of regression models. In the conclusion section, the evaluation of the findings obtained is included.

## 1. MULTIVARIATE LINEAR REGRESSION ANALYSIS

Multivariate linear regression is an analysis technique used to evaluate the relationship between a dependent variable and at least two independent variables. Regression analysis assumes that the values of the independent variables do not contain error, that is, they are measured without error. Conversely, dependent variable values are assumed to contain random errors. A multivariate linear regression equation is represented as follows:

$$
\begin{equation*}
\hat{Y}_{i}=\beta_{0}+\beta_{1} x_{1 i}+\beta_{2} x_{2 i}+\cdots+\beta_{k} x_{k i}+e_{i}, \quad i=1,2, \ldots, n \tag{1}
\end{equation*}
$$

Although the same $\beta_{k}$ coefficients are used to estimate the values of the dependent variable for all values in the sample, the dependent variable values will differ according to different independent variable values. The aim of regression analysis is to estimate the $\beta_{k}$ coefficients to minimize the difference between the observed and predicted dependent variable values and to optimise the correlation between the observed and predicted dependent variable values in the data set. The Least Squares (LS) technique is generally used to calculate regression coefficients due to its ease of computation.

Regression analysis provides a mathematical demonstration of the relationship between variables, but does not reveal that these relationships are causal. The demonstration of causality is an experimental and logical problem rather than a statistical problem. However, the regression equation obtained
as a result of the analysis is highly sensitive to the combination of variables included in the model (Tabachnick and Fidell, 2007).

A mathematical expression that represents the relationship between one or more independent quantitative variables and a dependent variable that is thought to be a cause-and-effect relationship is called a regression model. With the help of the functional relationship obtained, depending on the values of the independent variables, the value of the dependent variable is tried to be estimated. In order for this estimation to be a good one, in addition to statistical criteria such as the coefficient and the significance of the regression model obtained and the high coefficient of determination, some basic assumptions such as the distribution of error terms being normal with zero mean and constant $\sigma^{2}$ variance, no multicollinearity between independent variables, no autocorrelation between consecutive error terms, and no changing variance must be met. In cases where one or more of these assumptions cannot be met, and also in cases where precise information about the variables is not available, expert opinions are included, complex systems are handled or sufficient data cannot be reached for analysis, the fuzzy regression method is an alternative method to classical regression. In addition, fuzzy regression analysis is also used when the variable of interest is a vague variable instead of a stochastic or random variable. Fuzzy regression analysis is not based on probability theory, but on possibility and fuzzy set theories. Therefore, the models do not contain error terms. Instead, the error is present at the fuzzy coefficients.

## 2. FUZZY LINEAR REGRESSION ANALYSIS

Fuzzy logic and fuzzy set theory were developed by Lotfi A. Zadeh in the 1960s. Zadeh proposed the use of the concept of set membership in the decision-making process for systems with uncertainty not caused by random factors. As is known, the boundaries of classical or definite sets are well defined and consist of elements that provide the membership property precisely. In other words, the element is either included in the set or it is not. Fuzzy sets, on the other hand, can contain objects or elements whose membership in that set is not certain. That is, an element that belongs to one fuzzy set can also be an element of another fuzzy set. Each element of a fuzzy set has a degree of belonging to the set, and these degrees are determined by the membership function. Let $X$ be the space of objects with each element denoted by $x$. A fuzzy set $A$ in $X$ is characterised by a membership function $\mu_{A}(x)$ that associates each point in $X$ with a real number in the interval [0,1]. The value of the membership function $\mu_{A}(x)$ in $x$ represents the membership degree of $x$ to the fuzzy set $A$. The closer the value of $\mu_{A}(x)$ is to 1 , the higher the membership of $x$ to the fuzzy set $A$ (Zadeh, 1965:8). The most well-known types of membership functions in the literature are triangular, trapezoidal,

Gaussian, etc. membership functions. Since triangular fuzzy numbers are used in the fuzzy regression techniques utilised in the study, the triangular membership function is mentioned.

The triangular membership function is defined as follows with three parameters, $(a, b, c)$.

$$
\mu_{A}(x)=\left\{\begin{array}{c}
\frac{x-a}{b-a}, \quad \text { if } a \leq x \leq b \\
\frac{c-x}{c-b}, \quad \text { if } b \leq x \leq c \\
0, \text { if } x<a \text { or } x>c
\end{array}\right.
$$

The following graph shows the triangle membership function:


Figure 1. Triangular membership function

In Figure 1, the place where the membership function takes the value 1 is called the modal (centre) value. The part between points $a$ and $b$ is called the left spread, and the part between $b$ and $c$ is called the right spread. A triangular fuzzy number is said to be symmetrical when the right and left spread are equal to each other. The part between points $a$ and $c$ is called support. A fuzzy set $\tilde{A}$ is represented as $\tilde{A}=\left(X, \mu_{\tilde{A}}(x)\right)$ with the objects belonging to the set and the membership function.

The fuzzy regression method is the method obtained by applying the fuzzy linear function to classical regression analysis. In classical regression analysis, the coefficients of the independent variables are determined as a single value, while in fuzzy regression analysis, these coefficients are estimated as an
interval rather than a single value, and the width of these intervals can vary according to a degree of belief ( $h$ ). (Tanaka et. al., 1982:12). In fuzzy linear regression, the variables to be included in the regression model must be linear.

There are many studies in which fuzzy linear regression model is applied in economic fields such as unemployment, inflation, municipal waste, etc. in the literature (Özer ve Büyükkeklik, 2022:30; İçen ve Günay, 2015:8; İşbilen Yücel, 2017:27; Erilli vd., 2012:13). In addition to these, fuzzy linear regression is widely used in fields such as textile, engineering, agriculture, meteorology and health (Kar, et.al., 2019:23; Arulchinnappan and Rajendran, 2011:10; Topuz, 2020:12; Sorkheh, et.al, 2018:42; Günay Akdemir ve Tiryaki, 2013:8).

In this study, standard possibilistic linear regression model, revised possibilistic linear regression model and fuzzy least squares regression model, which are frequently used in the literature, are included.

### 2.1 Standard Possibilistic Linear Regression Model

This technique is the first application of fuzzy set theory in regression analysis. In classical regression analysis, it is assumed that the difference between the observed values and the values predicted by the regression model is due to measurement errors, while in fuzzy regression method, it is assumed that this difference is due to the fuzziness of the system (Tanaka et. al., 1982:12). In the possibilistic regression technique, the spread of the regression coefficients obtained as a result of the analysis is considered as a measure of the fuzziness of the relationship between the dependent variable and the independent variable. In the method, fuzzy parameters are represented by symmetrical triangular membership functions. In a possibilistic regression model, the independent variable values are real-valued numbers. In contrast, regression coefficients are symmetrical triangular fuzzy numbers. In this case, the fuzzy linear regression model can be represented as follows:

$$
\begin{equation*}
\tilde{Y}_{i}=\tilde{A}_{0}+\tilde{A}_{1} x_{1 i}+\tilde{A}_{2} x_{2 i}+\cdots+\tilde{A}_{k} x_{k i}, i=1,2, \ldots, n \tag{2}
\end{equation*}
$$

Above, $\left(\tilde{A}_{0}, \tilde{A}_{1}, \ldots, \tilde{A}_{k}\right)$ is the fuzzy coefficients of $k$ independent variables. Each coefficient $\tilde{A}_{j}, j=0,1, \ldots, k$ is represented as $\tilde{A}_{j}=\left(a_{j}, c_{j}\right)$ with centre $a_{j}$ and spread $c_{j}$. The vector $\boldsymbol{x}_{i}=\left(1, x_{1 i}, x_{2 i}, \ldots, x_{k i}\right)$ formed by the independent variables consists of real-valued crisp numbers. Based on the model given above and the definitions made, $\tilde{Y}_{i}$ can be written as follows:
$\tilde{Y}_{i}=\tilde{A}_{0}+\sum_{j=1}^{k} \tilde{A}_{j} x_{j i}=\left(a_{0}, c_{0}\right)+\sum_{j=1}^{k}\left(a_{j}, c_{j}\right) x_{j i}, i=1,2, \ldots, n$

$$
\begin{gather*}
\tilde{Y}_{i}=\left(\left(a_{0}+a_{1} x_{1 i}+a_{2} x_{2 i}+\cdots+a_{k} x_{k i}\right),\left(c_{0}+c_{1}\left|x_{1 i}\right|+c_{2}\left|x_{2 i}\right|+\cdots+\right.\right. \\
\left.\left.c_{k}\left|x_{k i}\right|\right)\right) \tag{4}
\end{gather*}
$$

In possibilistic linear regression, equation (4) tries to obtain a model that fits the available data set by minimizing the total spread of the fuzzy coefficients to ensure that the observations of the dependent variable are in a suitable range. It is measured by the $h$ index of the degree to which the predicted fuzzy linear model fits into the data. $h$ index is called the degree of belief and is valued in the range [0,1]. In fuzzy linear regression, $h$ value is determined by the decision maker while estimating the parameters. While the solution is obtained by linear programming techniques, the chosen $h$ value has a significant impact on parameter estimation. If you are working with a large data set, $h=0$, and when the dataset is small, it is appropriate to select larger values. Since the increase in the value of the degree of belief will cause the prediction range to expand, the belonging to the set in question will also increase. In most studies available in the literature, different $h$ values are decided by analysis.

The possibilistic linear regression model for a value $h$ chosen by the decision maker can be formulated as a linear programming problem as follows:

$$
\begin{align*}
& \operatorname{Min} \sum_{i=1}^{n}\left[c_{0}+\sum_{j=1}^{k} c_{j}\left|x_{j i}\right|\right]  \tag{5a}\\
& \quad \text { subject to } \\
& \begin{aligned}
& a_{0}+\sum_{j=1}^{k} a_{j} x_{j i}+(1-h)\left[c_{0}+\sum_{j=1}^{k} c_{j}\left|x_{j i}\right|\right] \geq Y_{i}, \quad i \\
&=1,2, \ldots, n \\
& a_{0}+\sum_{j=1}^{k} a_{j} x_{j i}-(1-h)\left[c_{0}+\sum_{j=1}^{k} c_{j}\left|x_{j i}\right|\right] \leq Y_{i}, \quad i \\
&=1,2, \ldots, n \\
& c_{j} \geq 0, \quad j=0,1, \ldots, k
\end{aligned}
\end{align*}
$$

Possibilistic regression analysis has been criticized for being infinite in the number of possible solutions, wide prediction intervals, the method being heavily affected by outliers, and the emergence of a multicollinearity problem when the number of independent variables increases (Chukhrova and Johannssen, 2019:84).

### 2.2 Revised Possibilistic Linear Regression Model

He et. al. (2007) stated that in the possibilistic regression model, the degree of belief depends not only on the spread of the predicted dependent variable, but also on the distance between the predicted centre value of the dependent variable and the observed value of the dependent variable. Therefore, in addition to the objective of minimizing the entire spread, he added the goal of minimizing said distance in order to achieve a higher degree of belief or better pattern fit. Thus the proposed revised possibilistic regression model is expressed as follows in the form of a linear programming problem:

$$
\begin{align*}
& \operatorname{Min} \sum_{i=1}^{n}\left[c_{0}+\sum_{j=1}^{k} c_{j}\left|x_{j i}\right|\right]+\sum_{i=1}^{n} d_{i}  \tag{6a}\\
& \text { subject to } \\
& \frac{d_{i}}{\left[c_{0}+\sum_{j=1}^{k} c_{j}\left|x_{j i}\right|\right]} \leq\left(1-h_{i}\right), \quad i=1,2, \ldots, n  \tag{6b}\\
& d_{i}=y_{i}-\left[a_{0}+\sum_{j=1}^{k} a_{j} x_{j i}\right], \quad i=1,2, \ldots, n  \tag{6c}\\
& c_{j} \geq 0, a_{j} \text { unconstrained, } j=0,1, \ldots, k
\end{align*}
$$

He et. al. (2007) stated that as a result of their application, their proposed model gives better results than standard possibilistic linear regression model due to both the reduction of the fuzziness of the system and obtaining a higher degree of belief.

### 2.3 Fuzzy Least Squares Regression Model

The fuzzy least squares regression model was proposed by Diamond (1988). In the technique, it is aimed to make the distance between the observed dependent variable values and the estimated fuzzy dependent variable values minimum by using the distance measure. The method requires detailed calculations even in the case of a single independent variable, and in the case of more arguments, the applicability of the technique is adversely affected by the computational load. In this study, a two-stage fuzzy regression technique combining the least squares method and the minimum fuzziness criterion proposed by Savic and Pedrycz (1991) is utilised. In this method, first of all, the center values of the fuzzy regression coefficients are obtained by using the least squares method. In the next stage, the fuzzy widths of the fuzzy coefficients are obtained by using the minimum fuzziness criterion (Chang
and Ayyub, 2001:119). After obtaining the centre values using the least squares technique, the problem to be solved according to the minimum fuzziness criterion can be given as follows:

$$
\begin{gather*}
\operatorname{Min} \sum_{i=1}^{n}\left[c_{0}+\sum_{j=1}^{k} c_{j}\left|x_{j i}\right|\right] \\
a_{0}+\sum_{j=1}^{k} a_{j} x_{j i}+(1-h)\left[c_{0}+\sum_{j=1}^{k} c_{j}\left|x_{j i}\right|\right] \geq Y_{i}, \quad i \\
=1,2, \ldots, n \\
=1,2, \ldots, n  \tag{7b}\\
a_{0}+\sum_{j=1}^{k} a_{j} x_{j i}-(1-h)\left[c_{0}+\sum_{j=1}^{k} c_{j}\left|x_{j i}\right|\right] \leq Y_{i}, \quad i
\end{gather*}
$$

Above, all $a_{j}$ values which are the centre values of fuzzy coefficients are equal to the coefficients of multivariate linear regression model.

## 3. ESTIMATION OF AGRICULTURE-PPI WITH MULTIVARIATE LINEAR AND FUZZY LINEAR REGRESSION MODELS

In the literature, there are many variables affecting Turkey's Agriculture-PPI values. In this study, the dependent variable Agriculture-PPI and the independent variables agricultural input price index, food price index and Brent oil are considered and monthly observations are converted into quarterly averages. For the period between 2016:Q1-2021:Q4, multivariate linear regression and fuzzy linear regression models are considered for AgricultureIPI, FPI and Brent variables affecting the value of Agriculture-PPI. For these variables, firstly, estimation was made with multivariate linear regression model and it was checked whether the necessary assumptions were met. Then, among the fuzzy linear regression models, standard possibilistic linear regression model, revised possibilistic linear regression model and fuzzy least squares regression model are used to make predictions and the results are interpreted for different belief (h) values. Finally, the estimates of fuzzy linear regression models and classical multivariate linear regression models were compared and interpreted. In this study, the margin of error $(\alpha)$ was taken as 0.05 , MINITAB 21 statistical software was used to determine multivariate
linear regression model and to check whether all required assumptions were satisfied or not and LINGO 20.0 package program was used for the estimation of fuzzy linear regression models. Information on all variables considered in the study is given in Table 1.

Table 1. Variables considered in the study, their abbreviations and sources

| Variables | Abbreviations | Source |
| :--- | :--- | :--- |
| Agricultural Products Producer Price Index | Agriculture-PPI | EVDS |
| Agricultural Input Price Index | Agriculture-IPI | TURKSTAT |
| Food Price Index | FPI | www.fao.org |
| Brent Oil (TL per barrel) | Brent | www.eia.gov.tr |

### 3.1 Estimation of Agriculture-PPI with Multivariate Linear Regression Method

In order to apply the multivariate linear regression model for the estimation of the Agriculture-PPI variable, the scatter diagrams between the AgriculturePPI and each independent variable were first drawn.


Figure 2. Linear relationship between Agriculture-PPI and independent variables

At Figure 2, the relationship between Agriculture-PPI and each independent variable is in linear structures. As a result of applying the multivariate linear regression model, the predicted model is as follows:

$$
\begin{aligned}
& \text { Agriculture-PPI }=-36.573+1.28 \times \text { Agriculture-IPI (Input } 1+\text { Input } 2)+ \\
& \qquad \begin{array}{c}
0.196 \times \text { FPI- }-0.0726 \times \text { Brent }(\text { TL per barrel })
\end{array} \\
& \qquad \widehat{Y}_{i}=-36.573+1.28 x_{1 i}+0.196 x_{2 i}-0.0726 x_{3 i}
\end{aligned}
$$

According to the results of the analysis, while the coefficients were statistically significant for Agriculture-IPI ( $p=0.000$ ) and Brent ( $p=0.000$ ) variables, they were found to be insignificant for FPI ( $p=0.094$ ). In addition, the model was found to be generally significant ( $p=0.000$ ) and that $99.3 \%$ of the total changes in the dependent variable were explained by the independent variables.

When the econometric criteria are analysed; according to the Kolmogorov Smirnov test, it is determined that the errors are normally distributed ( $p=0.15$ ) and there is no multicollinearity since the VIF values are less than 10 for all variables. Moreover, the Durbin-Watson $d$ statistic value of 2.18001 indicates that there is no autocorrelation between the consecutive error terms and the scatter diagram for each independent variable against the standardized error terms shows that the errors do not have varying variance.

In conclusion, due to the fact that all the examined assumptions are satisfied, the regression model created is a multivariate linear regression model that can be used to predict Agriculture-PPI values.

### 3.2 Estimation of Agriculture-PPI with Fuzzy Linear Regression Models

In this study, standard PLR model, revised PLR model and fuzzy LSR model among fuzzy regression models were discussed to estimate Agriculture-PPI variable values.

### 3.2.1 Estimation with Standard Possibilistic Linear Regression Method

The graph of the Agriculture-PPI estimation values and their actual values for standard possibilistic linear regression model is as shown in Figure 3:


Figure 3. Representation of real and forecast values by standard PLR model

It was observed that the Agriculture-PPI centre forecast values and the actual values for standard PLR model had approximate values over the modeled period. In addition, the mean absolute percentage error (MAPE) was calculated as 2.312 because the center values were the same for all degrees of belief.

When standard PLR model is calculated for different belief ( $h$ ) values, the fuzzy linear regression models, fuzziness values of the system and average degrees of belief are as follows:

- Standard possibilistic linear regression model predicted for $h=0.0$ :

$$
\begin{gathered}
\tilde{Y}_{i}=(-40.86044 ; 4.010362)+(1.210150 ; 0) x_{1 i}+(0.2930840 ; 0) x_{2 i} \\
+(-0.05639407 ; 0.005568863) x_{3 i}
\end{gathered}
$$

For $h=0.0$, the calculated system fuzziness is 139.9609 and the average degree of belief is 0.434 . In addition, the graphical representation of standard PLR model for $h=0.0$ is given in Figure 4.


Figure 4. Graphical representation of standard PLR model for $h=0.0$

- Standard possibilistic linear regression model predicted for $h=0.3$ is:

$$
\begin{gathered}
\tilde{Y}_{i}=(-40.86044 ; 5.729089)+(1.210150 ; 0) x_{1 i}+(0.2930840 ; 0) x_{2 i} \\
+(-0.05639407 ; 0.007955519) x_{3 i}
\end{gathered}
$$

For $h=0.3$, the calculated system fuzziness is 199.9442 and the average degree of belief is 0.604 . In addition, the graphical representation of standard PLR model for $h=0.3$ is given in Figure 5.


Figure 5. Graphical representation of standard PLR model for $h=0.3$

- Standard possibilistic linear regression model predicted for $h=0.5$ is:

$$
\begin{gathered}
\tilde{Y}_{i}=(-40.86044 ; 8.020724)+(1.210150 ; 0) x_{1 i}+(0.2930840 ; 0) x_{2 i} \\
+(-0.05639407 ; 0.01113773) x_{3 i}
\end{gathered}
$$

For $h=0.5$, the calculated system fuzziness is 279.9219 and the average degree of belief is 0.717 . In addition, the graphical representation of standard PLR model for $h=0.5$ is given in Figure 6.


Figure 6. Graphical representation of standard PLR model for $h=0.5$

- Standard possibilistic linear regression model predicted for $h=0.7$ is:

$$
\begin{gathered}
\tilde{Y}_{i}=(-40.86044 ; 13.36787)+(1.210150 ; 0) x_{1 i}+(0.2930840 ; 0) x_{2 i} \\
+(-0.05639407 ; 0.01856288) x_{3 i}
\end{gathered}
$$

For $h=0.7$, the calculated system fuzziness is 466.5364 and the average degree of belief is 0.830 . Also, the graphical representation of standard PLR model for $h=0.7$ is given in Figure 7.


Figure 7. Graphical representation of standard PLR model for $h=0.7$

### 3.2.2 Estimation with Revised Possibilistic Linear Regression Model

The graph of Agriculture-PPI forecast values and actual values for the revised possibilistic linear regression model is as shown in Figure 8.


Figure 8. Representation of actual and forecast values by the revised PLR model

It is observed that the Agriculture-PPI centre forecast values and the actual values of the revised possibilistic linear regression model have approximate values within the modelled period. In addition, the mean absolute percentage error (MAPE) was calculated as 2.222 for $h=0.0,0.3$ and 0.5 degrees of belief and 2.554 for $h=0.7$ due to the different centre value.

When the revised PLR model is calculated for different belief $(h)$ values, the fuzzy linear regression models obtained are as follows, the fuzziness values of the system and the mean degrees of belief:

- Revised possibilistic linear regression model predicted for $h=0.0$ :

$$
\begin{gathered}
\tilde{Y}_{i}=(-41.26101 ; 4.260962)+(1.288930 ; 0) x_{1 i}+(0.2458718 ; 0) x_{2 i} \\
+(-0.07484608 ; 0.005007618) x_{3 i}
\end{gathered}
$$

For $h=0.0$, the calculated system fuzziness is 217.7682 and the average degree of belief is 0.458 . In addition, the graphical representation of the revised PLR model for $h=0.0$ is given in Figure 9.


Figure 9. Graphical representation of the revised PLR model for $h=0.0$

- Revised possibilistic linear regression model predicted for $h=0.3$ :

$$
\begin{gathered}
\tilde{Y}_{i}=(-41.26102 ; 6.087087)+(1.288930 ; 0) x_{1 i}+(0.2458719 ; 0) x_{2 i} \\
+(-0.07484609 ; 0.007153746) x_{3 i}
\end{gathered}
$$

For $h=0.3$, the calculated system fuzziness is 278.4411 and the average degree of belief is 0.621 . In addition, the graphical representation of the revised PLR model for $h=0.3$ is given in Figure 10.


Figure 10. Graphical representation of the revised PLR model for $h=0.3$

- Revised possibilistic linear regression model predicted for $h=0.5$ :

$$
\begin{gathered}
\tilde{Y}_{i}=(-41.26101 ; 8.521924)+(1.288930 ; 0) x_{1 i}+(0.2458718 ; 0) x_{2 i} \\
+(-0.07484608 ; 0.01001524) x_{3 i}
\end{gathered}
$$

For $h=0.5$, the calculated system fuzziness is 359.3381 and the average degree of belief is 0.729 . Furthermore, the graphical representation of the revised PLR model for $h=0.5$ is given in Figure 11.


Figure 11. Graphical representation of the revised PLR model for $h=0.5$

- Revised possibilistic linear regression model predicted for $h=0.7$ :

$$
\begin{gathered}
\tilde{Y}_{i}=(-40.31449 ; 22.19324)+(1.299402 ; 0) x_{1 i}+(0.2520130 ; 0) x_{2 i} \\
+(-0.08160821 ; 0) x_{3 i}
\end{gathered}
$$

For $h=0.7$, the calculated system fuzziness is 617.5729 and the average degree of belief is 0.841 . Furthermore, the graphical representation of the revised PLR model for $h=0.7$ is given in Figure 12.


Figure 12. Graphical representation of the revised PLR model for $h=0.7$

### 3.2.3 Estimation with Fuzzy Least Squares Regression Model

The graph of Agriculture-PPI forecast values and actual values for the fuzzy least squares regression model is as shown in Figure 13.


Figure 13. Representation of actual and forecast values with fuzzy LSR model

It is observed that the Agriculture-PPI centre forecast values and the actual values for the fuzzy least squares regression model have approximate values within the modelled period. In addition, the MAPE value was calculated as 2.155 because the center values were the same for all degrees of belief.

When the fuzzy least squares regression model is calculated for different belief ( $h$ ) values, the fuzzy linear regression models, the fuzziness values of the system and the average degrees of belief are as follows:

- Fuzzy least squares regression model estimated for $\boldsymbol{h}=\mathbf{0 . 0}$ :

$$
\begin{aligned}
\tilde{Y}_{i}=( & -36.573 ; 5.497710)+(1.28 ; 0) x_{1 i}+(0.196 ; 0) x_{2 i} \\
& +(-0.0726 ; 0.003896762) x_{3 i}
\end{aligned}
$$

For $h=0.0$, the calculated system fuzziness is 162.5323 and the average degree of belief is 0.544 . In addition, the graphical representation of the fuzzy least squares regression model for $h=0.0$ is given in Figure 14.


Figure 14. Graphical representation for the fuzzy LSR model for $h=0.0$

- Fuzzy least squares regression model estimated for $h=0.3$ :

$$
\begin{aligned}
\tilde{Y}_{i}=( & -36.573 ; 7.853871)+(1.28 ; 0) x_{1 i}+(0.196 ; 0) x_{2 i} \\
& +(-0.0726 ; 0.005566803) x_{3 i}
\end{aligned}
$$

For $h=0.3$, the calculated system fuzziness is 232.1890 and the average degree of belief is 0.681 . In this regard, the graphical representation of the fuzzy least squares regression model for $h=0.3$ is given in Figure 15.


Figure 15. Graphical representation for the fuzzy LSR model for $h=0.3$

- Fuzzy least squares regression model estimated for $h=0.5$ :

$$
\begin{aligned}
\tilde{Y}_{i}=( & -36.573 ; 10.99542)+(1.28 ; 0) x_{1 i}+(0.196 ; 0) x_{2 i} \\
& +(-0.0726 ; 0.007793525) x_{3 i}
\end{aligned}
$$

For $h=0.5$, the calculated system fuzziness is 325.0646 and the average degree of belief is 0.772 . In addition, the graphical representation of the fuzzy least squares regression model for $h=0.5$ is given in Figure 16.


Figure 16. Graphical representation for the fuzzy LSR model for $h=0.5$

- Fuzzy least squares regression model estimated for $\boldsymbol{h}=\mathbf{0 . 7}$ :

$$
\begin{aligned}
\tilde{Y}_{i}=( & -36.573 ; 18.32570)+(1.28 ; 0) x_{1 i}+(0.196 ; 0) x_{2 i} \\
& +(-0.0726 ; 0.01298921) x_{3 i}
\end{aligned}
$$

For $h=0.7$, the calculated system fuzziness is 541.7743 and the average degree of belief is 0.863 . In addition, the graphical representation of the fuzzy least squares regression model for $h=0.7$ is given in Figure 17.


Figure 17. Graphical representation for the fuzzy LSR model for $h=0.7$

### 3.3 Comparison of Fuzzy Linear Regression Methods with Classical Multivariate Linear Regression Methods

The system fuzziness, average belief levels and MAPE values calculated for different belief levels of the fuzzy linear regression models and multivariate linear regression models applied for the 2016:Q1-2021:Q4 periods used in the forecasting of the Agriculture-PPI variable are shown in Table 2.

Table 2. Comparison of fuzzy linear regression methods and classical multivariate linear regression model for forecasting AgriculturePPI values

|  | h | System <br> Fuzziness | $\bar{h}$ | $\begin{gathered} \text { MAPE } \\ \left(\frac{\sum_{i=1}^{n} \left\lvert\, \frac{\left\|Y_{i}-\bar{\gamma}_{i}\right\|}{Y_{i}}\right.}{n} \times \mathbf{1 0 0}\right) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| Classical Multivariate Linear Regression | - | - | - | 2.155 |
| Standard PLR model | 0.0 | 139.961 | 0.434 | 2.312 |
|  | 0.3 | 199.944 | 0.604 |  |
|  | 0.5 | 279.922 | 0.717 |  |
|  | 0.7 | 466.536 | 0.830 |  |
| Revised PLR model | 0.0 | 217.768 | 0.458 | 2.222 |
|  | 0.3 | 278.441 | 0.621 |  |
|  | 0.5 | 359.338 | 0.729 |  |
|  | 0.7 | 617.573 | 0.841 | 2.554 |
| Fuzzy LSR model | 0.0 | 162.532 | 0.544 | 2.155 |
|  | 0.3 | 232.189 | 0.681 |  |
|  | 0.5 | 325.065 | 0.772 |  |
|  | 0.7 | 541.774 | 0.863 |  |

According to Table 2, the fuzzy least squares regression model in terms of MAPE values results with a lower percentage of error than other fuzzy linear regression models. In addition, when examined in terms of average degrees of belief, it is seen that the average degrees of belief are higher in the fuzzy least squares regression model for all $h$ levels considered. Finally, in terms of system fuzziness, standard possibilistic linear regression model has the smallest fuzziness for all $h$ levels, while the revised possibilistic linear regression model has the largest fuzziness values. Since the $\bar{h}$ values calculated for all $h$ levels are evaluated as the goodness of fit of the model, it can be said that the fuzzy least squares regression model is the most appropriate model among the fuzzy linear regression models considered in the estimation of the Agriculture-PPI variable since it has a high $\bar{h}$ value and a low average forecast error percentage for the period considered.

## RESULTS AND DISCUSSION

Multivariate linear regression and fuzzy linear regression models (standard PLR, revised PLR and fuzzy LSR models) were applied for Agriculture-IPI, FPI and Brent oil variables affecting the Agriculture-PPI variable. As a result of the model estimated after determining that there is a linear relationship between the dependent variable Agriculture-PPI and the independent variables, Agriculture-IPI and Brent oil variables were found statistically significant. In addition, the assumptions of the classical multivariate linear regression model have been found to be satisfied. However, in all of the fuzzy linear regression models, it is determined that the fuzziness in brent oil, which is one of the independent variables, causes fuzziness in the dependent variable Agriculture-PPI and negatively affects the Agriculture-PPI. Among the fuzzy regression models obtained, it can be said that the most appropriate prediction model is the fuzzy LSR model, where the $\bar{h}$ value expressing the goodness of model fit is higher than the other fuzzy regression models for all degrees of belief and the MAPE value is at the lowest value.

As a result, when all models were evaluated, it was found that the AgriculturePPI value was positively affected by the Agriculture-IPI and FPI variables and the Brent oil variable was negative.
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## Chapter 10

## ORIENTATION OF SPIN SYSTEMS WITH HAARP TECHNOLOGY

Cengiz AKAY ${ }^{1}$<br>Zafer GÜLTEKİN ${ }^{2}$

[^2]

## 1. Introduction

In 2023, a 7.7 magnitude earthquake occurred in the Pazarcik district of Kahramanmaraş on 6 February. After this earthquake, a second earthquake occurred at 13.24. The magnitude of the earthquake, whose epicenter was in the Elbistan district of Kahramanmaraş, was recorded as 7.6. After these two earthquakes, discussions gained momentum that earthquakes were triggered by unnatural ways and artificial techniques. The prevailing view is that the earthquakes were allegedly initiated from HAARP facilities in the US state of Alaska and directed by American aircraft carriers in the bay. This study is about the contention between physics and metaphysics.

There is a profound difference in physics between definite and indefinite integrals. When you assign upper and lower bounds to an indefinite integral, you have made the transition from mathematics to physics. This is actually the very definition of physics. Physics is the optimized version of mathematics. The language of the universe is mathematics and its limits are endless. Physics does not accept this and optimizes it. To give an example, consider an engine. Physics does not accept the suggestion of mathematics, which says that it works with all kinds of fuels such as gasoline, diesel, kerosene, spirit and hydrogen, and optimizes it. It says that this engine will run on gasoline, that engine will run on kerosene, and that engine will run on hydrogen.

Mathematics is beyond physics, and physics is the optimized version of mathematics. From this point of view, metaphysics says that the laws of physics will never be completely true. This definition is also correct. If you add $\pm \infty$ to the lower and upper bounds of an indefinite integral, do you pass physics? The most logical answer depends on what you expect. If you say we pass, you may not be accepted because the terms $\pm \infty$ and 0 are objects in mathematics, but have no equivalent in physics. Zero denotes absence, $\pm \infty$ denotes inaccessibility. Just like accepting that two parallel lines intersect at infinity. This is unnecessary. Fortunately, physics has found a solution to this, the limit state of mathematics. Physics can find solutions that mathematics cannot find directly, based on experimental data, such as reverse engineering.

## 2. A look at the concept of energy

It is difficult to give a precise definition of energy because its definitions on the macroscopic and microscopic scales are different. These definitions are for us. Energy, defined as the ability to do work on a macroscopic scale, does not have to do work on a microscopic scale. When the force pulling a car does work on a macroscopic scale, the change in internal energy in heating a water predicts its definition according to the laws of thermodynamics. The unified field theory, which states that there is actually only one force in nature and that we perceive it differently in different applications, is not yet incomplete and complete.

The energy transferred from one point to another is called heat energy and this energy can be transferred in three different ways. Each of the physical contact, transport and radiation paths has different processes in itself. The most daring in energy transfer is electromagnetic radiation. Few people, other than experts working in this field, are aware of the transfer of magnetic energy through electromagnetic radiation.

## 3. Effect of magnetism

Let us give two examples of the transfer of magnetic energy by means of electromagnetic radiation. Induction heating technology, which is widely used in laboratories and industry, has almost entered our homes. The general mechanism of inductive heating can summarized by three successive physical phenomena. It is the creation of eddy currents by transferring the electromagnetic energy to the part to be heated through the coils, the conversion of the eddy currents into heat by the Joule effect, and the heat transfer from the hot region (surface) to the cold regions (deep) heat flow. These processes must completed. The basis of electromagnetic induction is based on Maxwell's laws, which describe the distribution of thermal energy generated by induced currents in the work piece.


Figure 1. Heating effect of magnetism

Figure 1 shows the state of a piece of steel heated close to its melting temperature with an inductive heater in our laboratory. Due to the ferromagnetic property of the steel workpiece, the hysteresis losses caused by the spins that change direction with the change of the magnetic field cause the material to be heated. The red glow of the steel is similar to the magma layer found underground. Both are susceptible to magnetic influences.

The magma itself, which is located under the layer that forms the earth's crust, is in a molten state because it is very hot. In the structure of the mantle, they are molten rocks, most of which contain some minerals such as highly molten iron, magnesium and calcium, and the part that reaches the earth is called lava [1]. While the surface of the lava, which is under the influence of open air, takes on a dark color, the high-temperature molten mixture continues to spread under the influence of gravity [2].


Figure 2. Exposed lava cools to a deep black color, while the molten rock beneath glows bright orange.

The molten presence of rocks composed largely of ferromagnesium silicates in the Earth's upper mantle leaves the door open to its magnetohydrodynamic effects. This means that magnetic liquids or melts can be directed to flow under the influence of an externally applied magnetic field. Consider that when you want to create an earthquake in a region where there is a fault line with a structure suitable for breaking, it is sufficient to apply magnetic pressure to this molten structure with ferromagnetic feature. Therefore, we can use an aircraft carrier to generate this triggering magnetic field. This aircraft carrier looks like an aircraft carrier but actually has coils with huge coils hidden underneath; let this aircraft carrier have a small atomic battery. Most aircraft carriers actually get their electricity from an atomic battery. The magnetic field oscillations created by these coils fed with tens of
thousands of currents can create magnetic pressure on the fault line and force it to break. According to geologists, at least as much energy as the power of an atomic bomb must be transferred to trigger an earthquake. This is true for the crust near the mantle. In fact, components with magnetic properties also respond to very low magnetic fields. Field strengths do not follow the strict rule. There is not four wheels to an engine, but an engine to all four wheels, and it is long-range. Figure 3 shows the VSM results of a ZnO semiconductor doped with various proportions of Co . While undoped ZnO has diamagnetic property (black curve), its ferromagnetic property increases as it is doped with Co (blue curve). The application of a small magnetic field is sufficient to magnetize this compound [3].


Figure 3. VSM results of Co-doped ZnO semiconductor.

The presence of ferromagnetic components such as $\mathrm{Fe}, \mathrm{Ni}$ and Co in the earth's crust and molten magma layer means that these molten, liquid-solid rocks will be affected by the applied external magnetic field oscillations. The earth is a gigantic magnet that produces its own magnetic field. These magnetic field oscillations in the VLF, ELF and ULF bands produced in the earth's crust may not be sufficient to trigger artificial earthquakes. Still, there are two more possibilities.

## 4. NMR phenomenon

The NMR phenomenon can briefly summarized as follows. A collection of spins under the influence of an external magnetic field splits into Zeeman
energy levels. The difference between these energy levels depends on the magnitude of the applied magnetic field. If a radio frequency radiation equal to the difference between the two energy levels applied to the system, a resonance phenomenon called spin reversal takes place. This event is a sign that the sent energy absorbed by the system and notifies us by sending an NMR signal.


Figure 4. NMR signal of drinking water taken in the earth's magnetic field.

Figure 4 is the pure NMR signal of drinking water obtained in the earth's magnetic field. This signal was obtained from the EFNMR device in our laboratory working in the magnetic field of the earth. The fact that this signal is so pure and clean is due to the good NMR sensitivity of the spins of the hydrogen atoms that make up the spin ensemble. For this reason, the NMR sensitivity of the nuclear spins forming the hydrogen atom is assumed to be one. There is another reason why this signal is good. The higher the number of spins involved in the resonance event, the higher the received signal strength. The signal is the vectorial sum of the signals given by the individual spins, because the field strength acts on each spin individually. In other words, the signal represents the net magnetization vector of the spin ensemble. This is the elegance of the sigma $\sum$ operator in mathematics. Other techniques are used to acquire NMR signals of compounds with very poor NMR sensitivity. For example, in order to receive the weak NMR signals of fluorine compounds, we can also strengthen the NMR signal by stimulating the electrons, which are also spins. This technique is known as the double resonance NMR technique, since the weak NMR signal is more clearly contributed by the electron spins excited by the ESR (electron spin resonance) technique. After all, it has support from one spin community to another spin community. Is
the artificial earthquake triggering of the magnetic field pulses produced by the aircraft carrier with a second radio frequency support directed over the ionosphere from Alaska, similar to the double resonance NMR technique? This works because field strengths are long range and can access individual turns individually. Various sources say that the HAARP technique is used to communicate at very low frequencies with American navy ships navigating the oceans. India protested China, saying its soldiers were being cooked with microwave weapons. China denied this news, who cares. Very low frequency magnetic field oscillations must go beyond HARP technology being a climate weapon. No one but one person knows enough about the capabilities of HAARP technology.

## 5. Nikola Tesla

The mysterious genius Nikola Tesla is considered the father of alternating current [4]. Thanks to the alternating current motors and machines that he found with his engineering intelligence, we are living the comfort and joy of the current century we live in. Following the death of Tesla, who also pursued the international intelligence services due to his numerous discoveries, his own works, which he had encrypted, were stolen from the hotel room where he stayed. It is said that among the stolen documents, there are documents closely related to HAARP technologies [5]. We do not know if Tesla was aware of the existence of spin and spin waves when listing his numerous discoveries. I could not find any significant information in the publication scans I made. I think the past century has belonged to electrical science, and the next century will be the century of magnetism. Right or wrong, let us focus on the two issues attributed to him, wireless energy transmission and the Philadelphia experiment.

The further away two or more spin particles are from each other, the more they can communicate with each other simultaneously. In other words, two spin particles interact with each other no matter how far apart they are. In the physics world, this topic is known as quantum entanglement. The speed of this interaction is said to be much higher than the speed of light, and the constancy of the speed of light in the universe is still a controversial issue. In Tesla's wireless energy transfer, it is not the electrons transferred, but the activation of the electrons, namely the spins, where they should be. How Nikola Tesla accomplished this is an engineering problem, not a physics one. If a spin that is trillions of light years away can interact with spin regardless of time and space, it means that whoever controls the world of spins can rule us.

The Philadelphia Experiment is an experiment that are said to have been carried out on October 28, 1943 in the state of Pennsylvania by the American navy, based on Tesla's secret projects [6]. In this experiment, the DE173 class 1240-ton USS Eldridge, a naval protection destroyer, returned to the Norfolk
naval base 640 km away in a short time. Although there is no evidence of the existence of the experiment, the dream is beautiful, let us continue. Are you aware, we are talking about a directed mass transfer? A mass transfer to the region where the fault line is to be broken can create enough pressure to trigger an earthquake. This technique is the quantum mechanical equivalent of what geologists call hydraulic fracturing to create artificial earthquakes. We live in a universe where mass and energy are equivalent.

## 6. Artificial earthquake generation

If magnetic energy can transferred by radiation, then let us produce an artificial earthquake. Let us also decide how we should apply the data we have obtained to the earth. Figure 5 shows the experimental setup used to generate the artificial earthquake. This assembly actually consists of a coil that converts the square wave sent to it into magnetic pulses and a magnet group that converts these magnetic pulses into mechanical vibrations. This magnet group represents the magma layer of the earth.


Figure 5. Artificial earthquake generator.


Figure 6. Artificial earthquake simulator.

In a sense, it converts magnetic energy into vibrational energy. An MPU6050 vibration sensor was used to detect these vibrations. The magnet group symbolizing the magma is affixed to the bottom of the mechanical earthquake mechanism. Each magnetic energy pulse is transformed into vibrational energy in this mechanical mechanism.

Figure 6 is the position of this experimental setup placed on the mechanical earthquake setup. As the mechanical earthquake mechanism vibrates, the MPU6050 vibration sensor placed on it converts the vibrations into signals and transfers them to the computer. Graphical interpretations of these transmitted signals are given in Figure 7, Figure 8, Figure 9 and Figure 10.

Magnetic energy pulses are produced at different square wave rates and frequencies. Square wave rates were chosen as $20 \%, 40 \%, 60 \%$, and $80 \%$ stepwise, for each rate were applied at $1 \mathrm{~Hz}, 5 \mathrm{~Hz}, 10 \mathrm{~Hz}$ and 20 Hz frequencies, respectively.

Since the MPU6050 vibration sensor simultaneously measures the translational and angular acceleration components in three axes, each of the graphs is grouped in square wave (on/off) ratios.


Figure 7. Signals received at $20 \%$ square wave rate.


Figure 8. Signals received at $40 \%$ square wave rate.


Figure 9. Signals received at $60 \%$ square wave rate.


Figure 10. Signals received at $80 \%$ square wave rate.

Although each of the graphs above look the same, they are not. The junction point of the mechanical earthquake sensor, which is made by bending a metal wire in the form of a square ring, is not fixed to the ground, but is in a movable position. Therefore, it can also perform rotational motion. The right side of the graphics clearly indicates that the system is also subject to rotation. It is noticed that the amplitudes of translational and rotational vibrations depend on the square wave ratios and the application frequencies.

These charts are not important on their own. However, we can start from the amplitude and period values of the vibrations. Any physics book will say that the energy of a vibrating system is proportional to the square of the amplitude of the vibration.

$$
\begin{equation*}
E=\frac{1}{2} k x^{2} \tag{1}
\end{equation*}
$$

In this equation, k is a local constant of the system and x represents the amplitude of the vibrating system. Let us rewrite this equation for a signal with period N in the Python scripting language [7].

$$
\begin{equation*}
P=\frac{1}{N} \sum_{n=0}^{N-1} x(n)^{2} \tag{2}
\end{equation*}
$$

This expression gives the average power of a signal with period N. Average power includes the sum of translational and rotational kinetic energies. Figure 11 shows the average power plots obtained. This chart only summarizes the situation for this setup. In this mechanical earthquake mechanism, which represents the earthquake zone, it seen that the most appropriate magnetic pulses to be sent to create an earthquake should be at a frequency of 5 Hz and a square wave rate of $60 \%$. This is also the local, natural vibrational value of that area.


Figure 11. Average power values of vibrations.

## 7. Conclusion

The lines written by the conspiracy theorists should read. It is a way of understanding which theories of physics they interpret in their own world. The source of those lines they wrote may be the telepathic views of an alien in another corner of space. As FBI agent Fox Molder said, there are aliens among us. Dreams based on mathematical hunches are beyond physical and each one is real. The truth is out there.
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## INTRODUCTION

Hydrogen bonding is a powerful and specific noncovalent interaction found in many organic molecules, including those in physical systems where it plays a critical role in supramolecular organization. H-bonding is also important in electrically conducting materials related to biology, such as melanin and indigo [1-5]. The study of H -bonded organic semiconductors is particularly relevant for applications that involve interfacing electronics with biological systems. Moreover, hydrogen bonds play a crucial role in various applications such as biomolecules, dyes, pigments, ionic conductors, and organic semiconductors [6-7]. In the field of organic electronics, which has transitioned from scientific research to mature commercial technologies, the study of the role of hydrogen bonding interactions in organic conducting and semiconducting materials is significant. H-bonding has been demonstrated to be a highly specific tool for self-organizing organic materials. While there have been many studies on the utilization of H -bonding in synthetic materials science, there have been relatively few in the field of organic electronics. Hbond mediated supramolecular semiconducting systems have been demonstrated for field-effect transistor and light-emitting diode applications[8-10].

The charge transfer rate is an important factor in establishing the structureproperty relationship of molecules in the supramolecular semiconducting systems. The charge transfer rate depends on parameters such as reorganization energy and charge transfer integral. The charge transfer integral is related to the intensity of the electronic coupling constant, which is influenced by the geometry of the stacking interactions in the solid phase, including the distance between rings, pitch and roll distances and angles, and stacking type [11-14]. Experimental and theoretical studies have shown that a higher electronic coupling, achieved through increased overlap between adjacent rings and favorable stacking, results in a higher charge transfer integral. This is desirable for efficient charge transfer rates, as confirmed by Marcus Electron Theory[15]. Therefore, along with examining the single crystal structure and electronic interactions of molecules, it is necessary to conduct theoretical investigations to predict the charge transport rate of practical materials. The reorganization energy determines the change in energy of the molecule due to the presence of excess charge and the surrounding medium. Minimizing the reorganization energy and maximizing the transfer integral are considered favorable for molecular design[16].

In this study, the effects of molecular packing, noncovalent interactions, and crystal geometry on the charge transport properties of the molecules were analyzed through crystallographic and theoretical studies to fully understand the structure-property relationships and predict charge carrier mobility from a microscopic perspective. The studied molecule behaves as an n-type molecule
having te smaller electron reorganization energy ( 0.007 eV ) which is smaller than reorganization of the pentacene known as the best semiconducting material than that of hole of the studied molecule ( 0.05 eV ) It was envisioned that better n-type transistors could be achieved. Additionally, its electron charge transfer integral $(0.8 \mathrm{eV})$ was found high due to distinct aggregation cluster in its crystal phase. Furthermore, the electron charge transfer rate $\left(6.02 \times 10^{11} 1 / \mathrm{s}\right)$ was predicted to be very high according to the Marcus Electron Transfer Theory, taking into account the reorganization energy and transfer integral.

One of the important goals of this study was to investigate 1,1-Diamino-2,2dinitroethylene molecule which was studied in terms of crystal structure but charge transfer properties was not investigated for optoelectronic materials, as the use of this derivatives in the optoelectronic field has been relatively rare. Based on the results, the molecule is considered highly suitable for n-type organic semiconducting single crystals with high mobility and preferred clustering modes in the solid phase. This study paves the way for designing new organic semiconductors of the derivatives of the studied molecule with high mobility. In addition this research suggests that this study could lead to the development of novel n-type optoelectronic materials combine low internal electron reorganization energy with high electron affinity.

## TEORETICAL METHODOLOGY

The optimized geometry of the molecule in its neutral and charged states were obtained using the B3LYP hybrid functional and 6-31 G (d,p) basis set at the DFT level. These computational methods provide sufficient accuracy for small organic molecules. The electronic and optical properties were analyzed using the B3LYP functionals [17]. The charge transfer rates of the molecule were calculated based on the reorganization energy and charge transfer integral, given by Marcus Electron Theory in the following equation.

$$
\begin{equation*}
k=\frac{4 \pi^{2}}{\lambda} \frac{1}{\sqrt{4 \pi h k_{B} T}} t^{2} \exp \left(-\frac{\lambda}{4 k_{B} T}\right) \tag{1}
\end{equation*}
$$

The reorganization energy $(\lambda)$ includes two components: the inner reorganization energy, which accounts for the geometric changes within the molecule upon adding or removing an electron, and the outer reorganization energy, which reflects modifications caused by polarization effects in the surrounding medium. In this study, only the inner reorganization energy was calculated, as the outer reorganization energy is typically challenging to compute due to its requirement for considering both electronic polarization and electron-phonon coupling of the surrounding molecules. The inner reorganization energy $(\lambda)$ is further divided into two parts: $\lambda^{1}$ represents the
geometry relaxation energy from the neutral to the charged state, and $\lambda^{2}$ represents the geometry relaxation energy from the charged to the neutral state.

$$
\lambda=\lambda_{\text {rel }}^{1}+\lambda_{\text {rel }}^{2}
$$

To evaluate $\lambda$, the two terms were computed directly from the adiabatic potential energy surfaces. The $\lambda \_$anion corresponds to the geometry relaxation energy for a molecule transitioning from the neutral state to the charged state, while the $\lambda_{\text {_ction }}$ represents the geometry relaxation energy for a molecule transitioning from the charged state to the neutral state. These calculations involve determining the energies of the neutral and charged states at different molecular geometries [18-20].

$$
\begin{align*}
& \lambda_{\text {anion }}=\lambda_{\text {rel }}^{1}+\lambda_{\text {rel }}^{2}=\left[E^{(0)}\left(M^{-}\right)-E^{(0)}(M)\right]+\left[E^{(1)}(M)-E^{(1)}\left(M^{-}\right)\right]  \tag{3}\\
& \lambda_{\text {cation }}=\lambda_{\text {rel }}^{1}+\lambda_{\text {rel }}^{2}=\left[E^{(0)}\left(M^{+}\right)-E^{(0)}(M)\right]+\left[E^{(1)}(M)-E^{(1)}\left(M^{+}\right)\right]
\end{align*}
$$

The ionization energy, both adiabatic (IPa) and vertical (IPv), as well as the adiabatic/vertical electron affinity (EAa)/(EAv) of the molecules, were calculated using the energy differences between the neutral and charged states at various geometries.

$$
\begin{align*}
& I P a=E^{0}(M)^{+}-E^{0}(M) \text { and } I P v=E^{1}(M)^{+}-E^{0}(M)  \tag{4}\\
& E A a=E^{0}(M)-E^{0}(M)^{-} \text {and } E A v=E^{0}(M)-E^{1}(M)^{-}
\end{align*}
$$

The charge transfer integral of the molecules was determined using the DFToptimized molecular configurations of the dimeric structures formed by hydrogen bonding interactions. In these dimers, the HOMO (LUMO) levels from each molecule combine to form the HOMO and HOMO-1 (LUMO and LUMO +1 ) levels. The charge transfer integral ( t ) is approximated as half the energy difference between the HOMO and HOMO-1 levels for hole transfer or the LUMO and LUMO+1 levels for electron transfer. The accurate calculation of $t$ assumes that the two monomers exhibit symmetric transformation, resulting in equal site energies between them and negligible polarization effects. The hopping integral for intermolecular hole transfer and electron transfer, t_hole and t_electron, respectively, were estimated using the energy splitting between the corresponding electronic levels [21].

$$
\begin{equation*}
t_{\text {hole }}=\frac{H O M O-H O M O-1}{2} \quad t_{\text {electron }}=\frac{L U M O-L U M O+1}{2} \tag{5}
\end{equation*}
$$

## RESULTS\&DISCUSSIONS

The arrangement of $\pi$-conjugated molecules is of great importance in determining the charge transport properties of organic semiconductors. This is because the molecular organization directly influences the degree of intermolecular orbital overlap, which is critical for efficient charge transport [22]. In small-molecule organic semiconductors, the efficient transfer of charge carriers between individual molecules is essential for proper functionality. The size and arrangement of the molecular crystals play a crucial role in enabling efficient charge transport. Hydrogen bonding offers a means to facilitate the reorganization of molecular packing through selfassembly [23]. However, in hydrogen-bonded small molecules, the charge transfer process often leads to poor solubility in most organic solvents due to the strong hydrogen bonding interactions. This results in the formation of crosslinked network-like materials in the solid state, which are challenging to use for direct fabrication of organic field-effect transistors (OFETs) using solution processing method.[24]


Figure 1. Neutral and charged optimized structures of the molecule
The crystal structure of the molecule (1,1-Diamino-2,2-dinitroethylene) was taken from Cambridge crystallographic database sample 130779 (a = $6.941(1) \AA, \quad \mathrm{b}=6.659(1) \AA, \quad \mathrm{c}=11.315(2) \AA, \quad \mathrm{Z}=4$ and $\left.\alpha=90^{\circ}, \beta=90.55(2)^{\circ}, \gamma=90^{\circ}\right)[25]$. . The charge transfer and electronic properties of the molecule were examined by analyzing their hole and electron reorganization energies, charge transfer integral, energy gap, ionization potential (IP), and electron affinity (EA), as summarized in Table 1. The optimized structures of the molecule in its neutral and charged states.

The torsional angles between the diamino and dinitroethylene moities in the gas phase is $13.57^{\circ}$ which closely match the values observed in the solid phase. When a molecule undergoes charge transfer, it undergoes geometric relaxation to accommodate the new charge distribution. As a result, the torsional angles of molecule change to $17.50^{\circ}$ and $22.09^{\circ}$ in the anionic and
cationic states, respectively. The change in torsion angles in the cationic state is more high for the molecule compared to the anionic state, indicating that the electron reorganization energy is smaller than that of hole. The same change in the torsisonal angles are observed other fragments of the molecule. This observation is further supported by the calculation of hole and electron reorganization energies listed in Table 1. The calculated reorganization energies for charge transfer are 0.05 eV ( $\mu$ hole) and 0.007 eV ( $\mu$ electron), respectively. Due to the lower hole reorganization energy, the molecule exhibits a high intrinsic electron transfer rate $\left(6.02 \times 10^{11} \mathrm{~s}^{-1}\right)$, Consequently, The molecule can be identified n-type semiconductors, with the majority carriers being electrons. The presence of nitro groups in the $\pi$ system contributes to the reduction in electron reorganization energies.

To gain further insight into the charge transfer process and the strength of electronic coupling between adjacent molecules, the charge transfer integrals $(\mathrm{t})$ of the molecule were determined. The value of the transfer integral t is highly dependent on the molecular configuration of the dimer formed through hydrogen bonding interactions. The packing structures of the molecules, as revealed by X-ray diffraction analysis, cluster type stacking interactions along the (001) plane, creating charge transport channels in the solid phases through $\mathrm{N}-\mathrm{H} . . . \mathrm{O}$ hydrogen bondings (Figure 2). By considering these charge transport channels, the molecular cluster was taken into account for the calculation of charge transfer integrals. The geometries of the cluster were optimized using the B3LYP/6-31G(d,p) method, by freezing the coordinate of the fragments. The LUMO and HOMO levels of the two monomers were combined to create LUMO+1, LUMO, HOMO, and HOMO-1 in the cluster configurations. Along the channel, the energy level splitting between HOMO and HOMO-1 is approximately 0.02 eV while the energy splitting between LUMO and $\mathrm{LUMO}+1$ is 0.004 eV for the molecule. In the charge transport channels of the molecules, the clusters exhibit symmetry, and are equivalent under symmetric transformations. Consequently, the electrostatic polarization effect becomes negligible, with site energies approximately equal [26]. It is worth noting that the highest charge transfer integral in the molecules occurs along the cluster sstacking arrangements with the hydrogen bondings along the (100).


Figure 2. The view of the charge pathways of the molecule in solid phase


Figure 3. Energy level diagram of the frontier orbitals for cluster state of the molecule in solid phase.

Table 1. The value of parameters determining the charge transfer property of
the molecule.

| Molecule | $\lambda_{\text {hole }}$ (eV) | $\lambda_{\text {electr }}$ <br> (eV) | $t_{\text {elec }}$ | $t_{\text {hole }}$ | $\begin{aligned} & \mathrm{IPa} \\ & (\mathrm{eV}) \end{aligned}$ | $\begin{aligned} & \text { IPv( } \\ & \text { eV) } \end{aligned}$ | $\begin{gathered} \text { Ea } \\ (\mathrm{e} \\ \mathrm{V}) \end{gathered}$ | $\begin{gathered} \text { Ev } \\ \text { (e } \\ \text { V) } \end{gathered}$ | $\begin{aligned} & \mathrm{k} \mathrm{k}_{\text {hol }} \\ & \mathrm{e}\left(\mathrm{~s}^{-1)}\right. \end{aligned}$ | kt electron ( $\mathrm{s}^{-1}$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Molecule | 0.05 | 0.007 | 0.8 | 0.01 | 8.80 | 9.21 | $\begin{gathered} \hline 0 . \\ 53 \end{gathered}$ | $\begin{gathered} 0.0 \\ 4 \end{gathered}$ | $\begin{gathered} 2.32 \\ \times 10^{1} \\ 1 \end{gathered}$ | $\underset{11}{6.02 \times 10}$ |

## MOLECULAR IONIZATION POTENTIAL AND ELECTRON AFFINITY

The injection of holes and electrons is a crucial aspect in the development of optimized electronic devices. Information about the performance and stability of organic devices can be obtained from parameters such as ionization potential (IP) and electron affinity (EA), which determine the energy barrier for hole and electron injection into a molecule [27].

For organic semiconductors, air stability in the environment is a critical feature, along with charge transport characteristics [28]. The ionization energy represents the energy required to remove electrons from a neutral molecule, creating a cationic molecule. Higher IP values indicate that the molecule is less likely to become a cation in the presence of $\mathrm{OH}-(\mathrm{H} 2 \mathrm{O})$ or $\mathrm{O} 2-(\mathrm{O} 2)$ ions in the atmosphere. Practical applications favor molecules that are more stable and less prone to oxidation [29]. The EA values of the molecule is 0.53 eV (Table 6). In devices, a high EA value implies a small injection energy for electrons, which is desirable when using commonly used metallic electrodes (with an energy level of 3 eV and Lumo of the molecule iss 2.29 eV ). Therefore, based on these EA values, molecule exhibits better electron transport feature, as it lowers the energy barrier for electron injection (energy barrier 0.007 eV ). Additionally, the HOMO energy level of compound (7.05 $\mathrm{eV})$ does not align well with the work function of the gold electrode $(-5.2 \mathrm{eV})$. Consequently, hole injection from gold to the organic semiconductor is very hard. The molecule can not show p type semiconductor properties.

## FRONTIER MOLECULAR ORBITALS

Frontier orbitals are parameters that describe the electron gain or loss state of a molecule. In this study, the incorporation of nitro groups into the terminal sides of the molecule significantly affects the atomic and subatomic orbitals of the compound. The frontier orbitals of the molecule are depicted in Figure 3. The HOMO and LUMO molecular orbital densities primarily arise from the delocalized $\pi$-orbitals of the structure. The nitro groups contribute significantly to the HOMO and LUMO, leading to a push-pull effect
commonly observed in D- $\pi$-A molecules, [30-31]. In push-pull molecules, the charge is withdrawn from the donor by the acceptor side of the molecule, generating polarization and facilitating the interaction between the donor and acceptor groups known as intramolecular charge transfer (ICT). The ICT process creates low-energy molecular orbitals, as evident in molecule.

## HIRSHFELD SURFACE ANALYSIS

Understanding intermolecular interactions is crucial for comprehending the properties and behavior of molecular crystals. Hirshfeld surface analysis has emerged as a powerful tool in the field of crystallography for investigating these interactions. Hirshfeld surface analysis is based on the concept of the Hirshfeld partitioning of the crystal electron density. It involves the construction of a three-dimensional molecular surface that encloses each atom, revealing its associated region of electron density [32-33]. The surface is color-coded to represent the contribution of neighboring atoms to the Hirshfeld surface points. The closer the contacts between atoms, the more significant their contribution to the surface. By analyzing the shape, size, and features of the Hirshfeld surface, valuable information about intermolecular interactions can be obtained. Prominent intermolecular interactions, such as hydrogen bonds, $\pi-\pi$ stacking, and van der Waals contacts, can be identified and characterized using Hirshfeld surface analysis. The analysis enables the identification of key interactions governing crystal packing and offers a deeper understanding of the structural stability and properties of the crystal. In materials science, it provides insights into the properties of functional materials, such as organic semiconductors and metal-organic frameworks. The ability to quantify intermolecular interactions using Hirshfeld surface analysis has revolutionized the field of crystallography, facilitating the interpretation and prediction of crystal structures and properties[34].


Figure 4. Views of the hirshfeld surfaces mapped with shape-index and curvedness, and fingerprint plotts for compounds.

Hirshfeld surface analysis provided distinct insights into the intermolecular interactions present in the crystal structure of the studied molecule. The analysis revealed that in the molecule, the $\mathrm{C} \cdots \mathrm{O}, \mathrm{C} \ldots \mathrm{H}$ and $\mathrm{C} \ldots \mathrm{N}$ contacts are in the range of $6.2 \%, 4.4 \&$ and $1.1 \%$ respectively. These interactions were visualized as spikes in the donor and acceptor regions of the fingerprint plot. These C...H interactions were identified as large red spots on the dnorm surface, indicating its close proximity within the crystal structure and attributes $\mathrm{C}-\mathrm{H} . . \mathrm{N}$ hydrohe bonds. A significant feature was the intermolecular $\mathrm{c} \cdots \mathrm{H}$ contacts, constituting $6.6 \%$ of the total Hirshfeld surfaces in the molecule. These contacts were represented by adjacent deep-red regions on the dnorm map.

## CONCLUSIONS

In this study, we conducted an investigation into the electronic properties, and charge transport characteristics of studied molecule. This was achieved through techniques including density functional theory calculations, and interpretation using Marcus Electron Theory. We calculated the optimized geometric structures, reorganization energy, charge transfer integral, charge transsfer rate, frontier orbitals, ionization potential (IP), and electronic affinity
(EA) of the molecule. Our aim was to establish the relationship between the molecular structure and properties, considering its crystal geometry, hydrogen bonding interactions, and aggregation modes in the solid phase. The incorporation of nitro groups into the terminal side of the molecular skeleton caused to n-type semiconductor material behavior. From the Marcus Electron Theory calculations, the charge transfer rate for the electron of the molecule was determined to be $6.02 \times 10^{11} \mathrm{~s}^{-1}$, while that of hole was $2.32 \times 10^{11} \mathrm{~s}^{-1}$. Consequently, the studiedd molecule can be considered highly suitable n-type organic semiconducting single crystals, exhibiting high mobility and preferred clusster modes through strong hydrogen bondings in the solid phase.
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## Chapter 12

## INVOLUTE CURVES OF ANY NON-UNIT SPEED CURVE IN EUCLIDEAN 3-SPACE

Sümeyye GÜR MAZLUM ${ }^{1}$

Mehmet BEKTAȘ ${ }^{2}$

[^3]

## 1. Introduction

The Euclidean space is a comprehensive space that has been discussed with the basic information in the book "Euclid's Elements" written by Euclid in 300 BC , and has been continuously developed by various mathematicians since then, (Sertöz, 2019). Differential geometry studies in Euclidean space focused on the theory of surfaces, lines and curves, (Do Carmo, 2016; Hacısalihoğlu, 2000). The curves theory is one of the topics that is always up to date. Especially special curve types such as helices find a place for themselves in technological and scientific studies. Apart from the special curves recognized as single, there are also some curves referred to as pairs: Bertrand curves, involute-evolute curves, Mannheim curves etc. There are many studies on these curves in Euclidean 3-space, (As and Sarıoğlugil, 2014; Azak, 2021; Bektaş and Yüce, 2013; Çalışkan and Bilici, 2002; Hanif and Hou, 2018; Honda and Takahashi, 2020; Jianu et al., 2021; Kasap et al., 2009; Öztürk et al., 2018; Y1lmaz and Erdem, 2021). The curve with the tangential line perpendicular to the tangential line of a curve is called the involute curve of the first curve, in the circumstances the first curve is called the evolute curve. Although these curves are called pairs, it is possible to find more than one evolute curve of an involute curve. This also applies to other curve pairs. On the other hand, studies on curves are generally on unit-speed curves for ease of processing. For this reason, the results obtained for unit speed curves cannot be applied directly to non-unit speed curves. In such cases, the first thing that comes to mind is to convert the curve to a unit speed curve. But instead of repeating this process for each different non-unit speed curve, it is wise to derive the general expressions for well-known theorems and the corollaries of these curves. Some studies on the non-unit speed curves are (Gür Mazlum and Bektaş, 2022; Gür Mazlum et al., 2022; Monterde 2020). One of the most important tools used to determine the geometric properties of a curve is the Frenet frame of the curve. In addition, the curvature and torsion of the curve also have an significant role in specifying the characteristic features of the curve. Zero curvature means the curve is straight and zero torsion means the curve is planar. Derivatives of Frenet vectors are obtained in terms of the curvature, torsion and Frenet vectors. These equations are called Frenet derivative equations. Also, the Darboux vector is known as the axis of motion of the Frenet frame. The unit Darboux vector is called pole vector. This vector can also be expressed in terms of the angle between the binormal and tangent vectors. Calculations of all these elements are given separately for both unit speed and non-unit speed curves, (Hacisalihoğlu, 2000). In the light of these considerations, the relationships of the geometric properties between a nonunit speed curve and its involute curves have been the main subject of this study. Thus, the distance between of these curves has obtained. Besides the relationships between the curvatures, torsions, Frenet vectors, Frenet derivative equations, Darboux vectors and pole vectors of these curves have
attained. In addition, these curves are shown on an example and their graphs are drawn.

## 2. Preliminaries

Let the curve $(\overrightarrow{\mathfrak{J}})$ be a differentiable space curve in $\mathbb{E}^{3}$. If the velocity vector at each point is non-zero, then $(\overrightarrow{\mathfrak{J}})$ is a regular curve. The tangent vector, the binormal vector and the principal normal vector of the regular curve $(\overrightarrow{\mathfrak{J}})$ are $\left\langle\overrightarrow{\Upsilon_{1}}=\frac{\overrightarrow{\mathfrak{J}}}{\|\overrightarrow{\mathfrak{J}}\|}\right.$,

$$
\left\{\begin{array}{l}
\overrightarrow{\Upsilon_{3}}=\frac{\overrightarrow{\mathfrak{J}} \wedge \overrightarrow{\mathfrak{J}}}{\|\overrightarrow{\mathfrak{J}} \wedge \overrightarrow{\mathfrak{J}}\|},  \tag{1}\\
\overrightarrow{\Upsilon_{2}}=\overrightarrow{\Upsilon_{3}} \wedge \overrightarrow{\Upsilon_{1}},
\end{array}\right.
$$

respectively. Here, if $\|\overrightarrow{\mathfrak{J}}\| \neq 1,(\overrightarrow{\mathfrak{J}})$ is a non-unit speed curve. So $\left\{\overrightarrow{\Upsilon_{1}}, \overrightarrow{\Upsilon_{2}}, \overrightarrow{\Upsilon_{3}}\right\}$ is Frenet frame of $(\overrightarrow{\mathfrak{J}})$. Also curvature and torsion of $(\overrightarrow{\mathfrak{J}})$ are $\wp_{1}=\frac{\|\overrightarrow{\mathfrak{J}} \wedge \overrightarrow{\mathfrak{J}}\|}{\|\overrightarrow{\mathfrak{J}}\|^{3}}$
and
$\wp_{2}=\frac{\langle\overrightarrow{\mathfrak{J}} \wedge \overrightarrow{\mathfrak{J}}, \overrightarrow{\dddot{J}}\rangle}{\|\overrightarrow{\mathfrak{J}} \wedge \overrightarrow{\mathfrak{J}}\|^{2}}$
respectively. The Frenet derivative formulae of $(\overrightarrow{\mathfrak{J}})$ are

$$
\left[\begin{array}{c}
\overrightarrow{\dot{\Upsilon}_{1}}  \tag{4}\\
\frac{\dot{\Upsilon}_{2}}{\dot{\Upsilon}_{3}}
\end{array}\right]=\left[\begin{array}{ccc}
0 & \|\overrightarrow{\mathfrak{J}}\| \wp_{1} & 0 \\
-\|\overrightarrow{\mathfrak{J}}\| \wp_{1} & 0 & \|\overrightarrow{\mathfrak{J}}\| \wp_{2} \\
0 & -\|\overrightarrow{\dot{J}}\| \wp_{2} & 0
\end{array}\right]\left[\begin{array}{l}
\overrightarrow{\Upsilon_{1}} \\
\overrightarrow{\Upsilon_{2}} \\
\overrightarrow{\Upsilon_{3}}
\end{array}\right]
$$

The Darboux vector of $(\overrightarrow{\mathfrak{J}})$ is

$$
\begin{equation*}
\vec{\Psi}=\|\overrightarrow{\mathfrak{J}}\|\left(\wp_{2} \overrightarrow{\Upsilon_{1}}+\wp_{1} \overrightarrow{\Upsilon_{3}}\right) \tag{5}
\end{equation*}
$$

and the norm of this vector is

$$
\begin{equation*}
\|\vec{\Psi}\|=\|\dot{\mathfrak{J}}\| \sqrt{\wp_{1}^{2}+\wp_{2}^{2}} \tag{6}
\end{equation*}
$$

The unit pole vector of $(\overrightarrow{\mathfrak{J}})$ is

$$
\begin{equation*}
\vec{\Omega}=\frac{\vec{\Psi}}{\|\vec{\Psi}\|}=\sin \omega \overrightarrow{\Upsilon_{1}}+\cos \omega \overrightarrow{\Upsilon_{3}} \tag{7}
\end{equation*}
$$

here $\omega$ is the angle between $\overrightarrow{\Upsilon_{3}}$ and $\vec{\Psi}$, Figure 1 .


Figure 1. The Darboux vector of $(\overrightarrow{\mathfrak{J}})$

## 3. Involute Curves of Any Non-Unit Speed Curve in Euclidean 3-Space

Let $(\overrightarrow{\mathfrak{J}})=\overrightarrow{\mathfrak{J}}(t)$ and $\left(\overrightarrow{\mathfrak{J}^{*}}\right)=\overrightarrow{\mathfrak{J}^{*}}\left(t^{*}\right)$ be two non-unit speed regular curves with the parameters $t$ and $t^{*}$ in Euclidean 3 -space $\mathbb{E}^{3}$, respectively. Considering (1), there are the following equations for these curves:
$\xi(t)=\left\|\frac{\overrightarrow{d \mathfrak{J}}(t)}{d t}\right\|=\|\overrightarrow{\mathfrak{J}}(t)\|$,
$\xi^{*}\left(t^{*}\right)=\left\|\frac{\overrightarrow{d \mathfrak{J}^{*}}\left(t^{*}\right)}{d t^{*}}\right\|=\left\|\overrightarrow{\mathfrak{J}^{*}}\left(t^{*}\right)\right\|$.
Definition 2.1. Let $\left\{\overrightarrow{r_{1}}(t), \overrightarrow{r_{2}}(t), \overrightarrow{r_{3}}(t)\right\} \quad$ and $\left\{\overrightarrow{\Upsilon_{1}^{*}}\left(t^{*}\right), \overrightarrow{\Upsilon_{2}^{*}}\left(t^{*}\right), \overrightarrow{\Upsilon_{3}^{*}}\left(t^{*}\right)\right\}$ be Frenet frames of $(\overrightarrow{\mathfrak{J}})$ and $(\overrightarrow{\mathfrak{J}})$, respectively. If $\overrightarrow{\Upsilon_{1}}(t)$ at the point $\overrightarrow{\mathfrak{J}}(t)$ of $(\overrightarrow{\mathfrak{J}})$ passes throughout the point $\overrightarrow{\mathfrak{J}}\left(t^{*}\right)$ of $(\overrightarrow{\mathfrak{J}})$ and $\left\langle\overrightarrow{\Upsilon_{1}^{*}}\left(t^{*}\right), \overrightarrow{\Upsilon_{1}}(t)\right\rangle=0$, then $(\overrightarrow{\mathfrak{J}})$ is called involute curve of $(\overrightarrow{\mathfrak{J}})$, Figure 2.


Figure 2. The non-unit speed curve $(\overrightarrow{\mathfrak{J}})$ and its involute curve $(\overrightarrow{\mathfrak{J}})$
Theorem 3.2. Let $(\overrightarrow{\mathfrak{J}})$ be a involute curve of $(\overrightarrow{\mathfrak{J}})$. In this case, there is the following equation:

$$
\begin{equation*}
\overrightarrow{\mathfrak{J}}\left(t^{*}\right)=\overrightarrow{\mathfrak{J}}(t)-\int \xi(t) d t \overrightarrow{\Upsilon_{1}}(t) . \tag{10}
\end{equation*}
$$

Proof. Since $(\overrightarrow{\mathfrak{J}})$ is involute curve of $(\overrightarrow{\mathfrak{J}})$, from Figure 2,
$\overrightarrow{\mathfrak{J}}\left(t^{*}\right)=\overrightarrow{\mathfrak{J}}(t)+\zeta(t) \overrightarrow{\Upsilon_{1}}(t)$
is written, where $\zeta(t)$ is a arbitrary function of $t$. If (11) is derived in terms of $t$,

$$
\begin{equation*}
\overrightarrow{\mathfrak{J}}^{*}\left(t^{*}\right) \frac{d t^{*}}{d t}=\overrightarrow{\mathfrak{J}}(t)+\dot{\zeta}(t) \vec{\Upsilon}_{1}(t)+\zeta(t) \overrightarrow{\dot{\Upsilon}}_{1}(t) \tag{12}
\end{equation*}
$$

is gotten. If expressions (4), (8) and (9) are substituted in (12),
$\xi^{*}\left(t^{*}\right) \frac{d t^{*}}{d t} \overrightarrow{\Upsilon_{1}^{*}}\left(t^{*}\right)=(\dot{\zeta}(t)+\xi(t)) \overrightarrow{\Upsilon_{1}}(t)+\xi(t) \zeta(t) \wp_{1}(t) \overrightarrow{\Upsilon_{2}}(t)$
is obtained. If both sides of (13) are inner multiplied by $\overrightarrow{\Upsilon_{1}}(t)$,
$\dot{\zeta}(t)=-\xi(t)$
and so,
$\zeta(t)=-\int \xi(t) d t$
is found. If (13) is substituted in (11), the expression (10) is obtained.
Corollary 3.3. Let $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ be a involute curve of $(\overrightarrow{\mathfrak{J}})$. The distance between of the points $\overrightarrow{\mathfrak{J}}(t)$ of $(\overrightarrow{\mathfrak{J}})$ and $\overrightarrow{\mathfrak{J}^{*}}\left(t^{*}\right)$ of $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ is as follows:
$|\zeta(t)|=\left|\int \xi(t) d t\right|$.
Proof. From (11),
$\overrightarrow{\mathfrak{J}^{*}}\left(t^{*}\right)-\overrightarrow{\mathfrak{J}}(t)=\zeta(t) \overrightarrow{\Upsilon_{1}}(t)$
is gotten. If the norm of both sides of (17) is taken, the distance between of the points $\overrightarrow{\mathfrak{J}}(t)$ of $(\overrightarrow{\mathfrak{J}})$ and $\overrightarrow{\mathfrak{J}^{*}}\left(t^{*}\right)$ of $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ is found as
$\left\|\overrightarrow{\mathfrak{J}^{*}}\left(t^{*}\right)-\overrightarrow{\mathfrak{J}}(t)\right\|=|\zeta(t)|$.
From (15) and (18), the expression (16) is obtained.
Theorem 3.4. Let $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ be a involute curve of $(\overrightarrow{\mathfrak{J}})$. There is the following equation between the curvatures $\wp_{1}^{*}\left(t^{*}\right)$ of $\left(\overrightarrow{\mathfrak{J}^{*}}\right), \wp_{1}(t) \neq 0$ of $(\overrightarrow{\mathfrak{J}})$ and torsion $\wp_{2}(t)$ of $(\overrightarrow{\mathfrak{J}})$ :
$\wp_{1}^{*}\left(t^{*}\right)=\frac{\sqrt{\wp_{1}{ }^{2}(t)+\wp_{2}{ }^{2}(t)}}{\wp_{1}(t)\left|\int \xi(t) d t\right|}$.
Proof. If (14) and (15) are substituted in (13),
$\xi^{*}\left(t^{*}\right) \frac{d t^{*}}{d t} \overrightarrow{\Upsilon_{1}{ }^{*}}\left(t^{*}\right)=-\wp_{1}(t) \xi(t) \int \xi(t) d t \overrightarrow{\Upsilon_{2}}(t)$
is gotten. If the norm of both sides of (20) is taken,
$\frac{d t^{*}}{d t}=\frac{\wp_{1}(t) \xi(t)\left|\int \xi(t) d t\right|}{\xi^{*}\left(t^{*}\right)}$
is found. So, from (20) and (21), $\overrightarrow{\Upsilon_{1}^{*}}\left(t^{*}\right)= \pm \overrightarrow{\Upsilon_{2}}(t)$ is obtained. Here,
$\overrightarrow{\Upsilon_{1}{ }^{*}\left(t^{*}\right)=\overrightarrow{\Upsilon_{2}}(t), ~(t)}$
is assumed. If (22) is derived in terms of $t$,
$\frac{d t^{*}}{d t} \overrightarrow{\dot{\Upsilon}}_{1}^{*}\left(t^{*}\right)=\overrightarrow{\dot{\Gamma}_{2}}(t)$
and so (4) and (21) are considered,
$\left|\int \xi(t) d t\right| \wp(t) \wp \sigma^{*}\left(t^{*}\right) \overrightarrow{\Upsilon_{2}^{*}}\left(t^{*}\right)=-\wp_{1}(t) \overrightarrow{\Upsilon_{1}}(t)+\wp_{2}(t) \overrightarrow{\Upsilon_{3}}(t)$
is obtained. If the norm of both sides of (23) is taken,

$$
\left|\int \xi(t) d t\right| \wp_{1}(t) \wp_{2}^{*}\left(t^{*}\right)=\sqrt{\wp \wp_{1}^{2}(t)+\wp \wp_{2}^{2}(t)}
$$

is found. Thus, $(19)$ is obtained.
Theorem 3.5. Let $(\overrightarrow{\mathfrak{J}})$ be a involute curve of $(\overrightarrow{\mathfrak{J}})$. There is the following equation between the torsion $\wp_{2}^{*}\left(t^{*}\right)$ of $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$, curvature $\wp_{1}(t) \neq 0$ and torsion $\wp_{2}(t)$ of $(\overrightarrow{\mathfrak{J}})$ :

$$
\begin{equation*}
\wp_{2}^{*}\left(t^{*}\right)=\frac{\dot{\wp}_{1}(t) \wp_{2}(t)-\wp_{1}(t) \dot{\wp}_{2}(t)}{\xi(t) \wp_{1}(t)\left(\wp_{1}^{2}(t)+\wp_{2}^{2}(t)\right) \int \xi(t) d t} . \tag{24}
\end{equation*}
$$

Proof. If the first, second and third derivatives of (10) in terms of $t$ are taken,

$$
\begin{equation*}
\overrightarrow{\dot{\Im}^{*}}\left(t^{*}\right) \frac{d t^{*}}{d t}=-\xi(t) \wp_{1}(t) \int \xi(t) d t \overrightarrow{\Upsilon_{2}}(t) \tag{25}
\end{equation*}
$$

$$
\begin{align*}
\overrightarrow{\dddot{\Im}^{*}}\left(t^{*}\right) \frac{d t^{* 2}}{d t^{2}}= & \xi^{2}(t) \wp_{1}^{2}(t) \int \xi(t) d t \overrightarrow{\Upsilon_{1}}(t) \\
& -\left(\xi^{2}(t) \wp_{1}(t)+\left(\xi(t) \dot{\wp}_{1}(t)+\dot{\xi}(t) \wp_{1}(t)\right) \int \xi(t) d t\right) \overrightarrow{\Upsilon_{2}}(t)  \tag{26}\\
& -\wp_{1}(t) \wp_{2}(t) \xi^{2}(t) \int \xi(t) d t \overrightarrow{\Upsilon_{3}}(t)
\end{align*}
$$

and

$$
\begin{align*}
\overrightarrow{\Im_{\Im}}\left(t^{*}\right) \frac{d t^{* 3}}{d t^{3}}= & \left(\xi^{3}(t) \wp_{1}^{2}(t)+\left(2 \dot{\xi}(t) \wp_{1}(t)+3 \xi(t) \dot{\wp}_{2}(t)\right) \wp_{1}(t) \xi(t) \int \xi(t) d t\right) \overrightarrow{\Upsilon_{1}}(t) \\
+ & \left(-\xi^{2}(t) \dot{\wp}_{1}(t)+\left(\wp_{1}^{2}(t)+\wp_{2}^{2}(t)\right) \wp_{1}(t) \xi^{3}(t) \int \xi(t) d t\right.  \tag{27}\\
& \left.\quad-\left(\dot{\xi}(t) \dot{\wp}_{1}(t)+\xi(t) \ddot{\wp}_{1}(t)\right) \int \xi(t) d t\right) \overrightarrow{\Upsilon_{2}}(t) \\
& \quad\left(\xi^{3}(t) \wp_{1}(t) \wp_{2}(t)+2 \xi(t) \dot{\xi}(t) \wp_{1}(t) \wp_{2}(t) \int \xi(t) d t\right. \\
& \left.+\left(2 \dot{\wp}_{1}(t) \wp_{2}(t)+\wp_{1}(t) \dot{\wp}_{2}(t)\right) \xi^{2}(t) \int \xi(t) d t\right) \overrightarrow{\Upsilon_{3}}(t)
\end{align*}
$$

are gotten, respectively. If the vector product operation is applied to (25) and (26),
$\overline{\mathfrak{J}^{*}}\left(t^{*}\right) \wedge \overline{\mathfrak{\Im}}\left(t^{*}\right)=\frac{d t^{3}}{d t^{* 3}} \wp_{1}^{2}(t) \wp_{2}(t) \xi^{3}(t)\left(\int \xi(t) d t\right)^{2}\left(\wp_{2}(t) \overrightarrow{\left.\Upsilon_{1}(t)+\wp_{1}(t) \overrightarrow{\Upsilon_{3}}(t)\right), ~}\right.$
is found. If the inner product operation is applied to the expressions (27) and (28),

$$
\begin{equation*}
\left\langle\overrightarrow{\mathfrak{\xi}^{*}}\left(t^{*}\right) \wedge \overrightarrow{\mathfrak{\xi}}\left(t^{*}\right), \overrightarrow{\mathfrak{\xi}}\left(t^{*}\right)\right\rangle=\frac{d t^{6}}{d t^{* 6}}\left(\xi^{5}(t) \wp_{2}(t) \wp_{1}^{3}(t)\left(\int \xi(t) d t\right)^{3}\left(\dot{\wp}_{1}(t) \wp_{2}(t)-\wp_{1}(t) \dot{\wp}_{2}(t)\right)\right) \tag{29}
\end{equation*}
$$

is obtained. Also, if the norm of both sides of (28) is taken,

$$
\begin{equation*}
\left\|\overrightarrow{\mathfrak{J}^{\mathfrak{J}}}\left(t^{*}\right) \wedge \overrightarrow{\mathfrak{\mathfrak { J }}}\left(t^{*}\right)\right\|=\frac{d t^{6}}{d t^{* 6}}\left(\xi^{6}(t) \wp \wp_{1}^{4}(t)\left(\int \xi(t) d t\right)^{4}\left(\wp_{1}^{2}(t)+\wp \wp_{2}^{2}(t)\right)\right) \tag{30}
\end{equation*}
$$

is gotten. If (29) and (30) are substituted in (3), the expression (24) is obtained.
Theorem 3.6. Let $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ be a involute curve of $(\overrightarrow{\mathfrak{J}})$. There is the following equation between the Frenet frames of $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ and $(\overrightarrow{\mathfrak{J}})$ :

$$
\left[\begin{array}{l}
\overrightarrow{\Upsilon_{1}^{*}\left(t^{*}\right)}  \tag{31}\\
\overrightarrow{\Upsilon_{2}^{*}}\left(t^{*}\right) \\
\overrightarrow{\Upsilon_{3}^{*}}\left(t^{*}\right)
\end{array}\right]=\left[\begin{array}{ccc}
0 & 1 & 0 \\
-\frac{\wp_{1}(t)}{\sqrt{\wp_{1}^{2}(t)+\wp_{2}^{2}(t)}} & 0 & \frac{\wp_{2}(t)}{\sqrt{\wp_{1}^{2}(t)+\wp_{2}^{2}(t)}}
\end{array}\right]\left[\begin{array}{l}
\overrightarrow{\Upsilon_{1}}(t) \\
\frac{\wp_{2}(t)}{\sqrt{\wp_{1}^{2}(t)+\wp_{2}^{2}(t)}}
\end{array} 0 \frac{\wp_{1}(t)}{\sqrt{\wp_{1}^{2}(t)+\wp_{2}^{2}(t)}}\right]\left[\begin{array}{l}
\overrightarrow{\Upsilon_{3}(t)}
\end{array}\right]
$$

Proof. If (28) and (30) are substituted in (1),
$\overrightarrow{\Upsilon_{3}{ }^{*}}\left(t^{*}\right)=\frac{\wp_{2}(t) \overrightarrow{\Upsilon_{1}}(t)+\wp_{1}(t) \overrightarrow{\Upsilon_{3}}(t)}{\sqrt{\wp_{1}^{2}(t)+\wp_{2}^{2}(t)}}$
is gotten. If (22) and (32) are substituted in (1),

$$
\begin{equation*}
\overrightarrow{\Upsilon_{2}^{*}}\left(t^{*}\right)=\frac{-\wp_{1}(t) \overrightarrow{\Upsilon_{1}}(t)+\wp_{2}(t) \overrightarrow{\Upsilon_{3}}(t)}{\sqrt{\wp_{1}^{2}(t)+\wp_{2}^{2}(t)}} \tag{33}
\end{equation*}
$$

is found. From (22), (32) and (33), the expression (31) is obtained.
Theorem 3.7. Let $(\overrightarrow{\mathfrak{J}})$ be a involute curve of $(\overrightarrow{\mathfrak{J}})$. There is the following equation between the Darboux vectors $\overrightarrow{\Psi^{*}}\left(t^{*}\right)$ of $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ and $\vec{\Psi}(t)$ of $(\overrightarrow{\mathfrak{J}})$ :
$\overrightarrow{\Psi^{*}}\left(t^{*}\right)=\xi^{*}(t)\left(\frac{\vec{\Psi}(t)+\dot{\omega}(t) \overrightarrow{\Upsilon_{2}}(t)}{\wp_{1}(t) \xi(t) \int \xi(t) d t}\right)$
or
$\overrightarrow{\Psi^{*}}\left(t^{*}\right)=\frac{d t}{d t^{*}}\left(\vec{\Psi}(t)+\dot{\omega}(t) \overrightarrow{\Upsilon_{2}}(t)\right)$,
here $\omega(t)$ is the angle between $\overrightarrow{\Upsilon_{3}}(t)$ and $\vec{\Psi}(t)$.
Proof. If (19), (22), (24) and (32) are substituted in (5),
$\overrightarrow{\Psi^{*}}\left(t^{*}\right)=\frac{\xi^{*}(t)}{\int \xi(t) d t}\left(\frac{\wp_{2}(t)}{\wp_{1}(t)} \overrightarrow{r_{1}}(t)+\frac{\dot{\wp}_{1}(t) \wp_{2}(t)-\wp_{1}(t) \dot{\wp}_{2}(t)}{\xi(t) \wp_{1}(t)\left(\wp_{1}^{2}(t)+\wp_{2}^{2}(t)\right)} \overline{r_{2}}(t)+\overrightarrow{\Upsilon_{3}}(t)\right)$
is gotten. Or from (5), the expression (36) is written as
$\overrightarrow{\Psi^{*}}\left(t^{*}\right)=\frac{\xi^{*}(t)}{\wp_{1}(t) \xi(t) \int \xi(t) d t}\left(\vec{\Psi}(t)+\frac{\dot{\wp}_{1}(t) \wp_{2}(t)-\wp_{1}(t) \dot{\wp}_{2}(t)}{\wp_{1}^{2}(t)+\wp_{2}^{2}(t)} \overrightarrow{\Upsilon_{2}}(t)\right)$.
On the other hand, from Figure 1, it is known that
$\cos \omega(t)=\frac{\wp_{1}(t)}{\sqrt{\wp_{1}^{2}(t)+\wp_{2}^{2}(t)}}$,
$\sin \omega(t)=\frac{\wp_{2}(t)}{\sqrt{\wp_{1}^{2}(t)+\wp_{2}^{2}(t)}}$.
From (38) and (39),
$\tan \omega(t)=\frac{\wp_{2}(t)}{\wp_{1}(t)}$
is gotten. If (40) is derived in terms of $t$,
$\left(1+\tan ^{2} \omega(t)\right) \dot{\omega}(t)=\frac{\dot{\wp}_{1}(t) \wp_{2}(t)-\wp \wp_{1}(t) \dot{\wp}_{2}(t)}{\wp_{1}^{2}(t)}$
is found. From (40),
$\dot{\omega}(t)=\frac{\dot{\wp}_{1}(t) \wp_{2}(t)-\wp_{1}(t) \dot{\wp}_{2}(t)}{\wp_{1}^{2}(t)+\wp_{2}^{2}(t)}$
is gotten. If (41) is substituted in (37), the expression (34) is obtained. Or from (21) and (34), the expression (35) is obtained.

Corollary 3.8. Let $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ be a involute curve of $(\overrightarrow{\mathfrak{J}})$. There is the following equation between the Frenet frames of $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ and $(\overrightarrow{\mathfrak{J}})$ :

$$
\left[\begin{array}{l}
\overrightarrow{\Upsilon_{1}^{*}}\left(t^{*}\right)  \tag{42}\\
\overrightarrow{\Upsilon_{2}^{*}}\left(t^{*}\right) \\
\overrightarrow{\Upsilon_{3}^{*}}\left(t^{*}\right)
\end{array}\right]=\left[\begin{array}{ccc}
0 & 1 & 0 \\
-\cos \omega(t) & 0 & \sin \omega(t) \\
\sin \omega(t) & 0 & \cos \omega(t)
\end{array}\right]\left[\begin{array}{l}
\overrightarrow{\Upsilon_{1}}(t) \\
\overrightarrow{\Upsilon_{2}}(t) \\
\overrightarrow{\Upsilon_{3}}(t)
\end{array}\right],
$$

here $\omega(t)$ is the angle between $\overrightarrow{\Upsilon_{3}}(t)$ and $\vec{\Psi}(t)$.
Proof. It is clear that (22), (32), (33), (38) and (39).
Corollary 3.9. Let $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ be a involute curve of $(\overrightarrow{\mathfrak{J}})$. The binormal vector $\overrightarrow{\Upsilon_{3}{ }^{*}}\left(t^{*}\right)$ of $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ and pole vector $\vec{\Omega}(t)$ of $(\overrightarrow{\mathfrak{J}})$ are the same.
Proof. It is clear that from (7) and (42).

Corollary 3.10. Let $(\overrightarrow{\mathfrak{J}})$ be a involute curve of $(\overrightarrow{\mathfrak{J}})$. If $(\overrightarrow{\mathfrak{J}})$ with non-zero curvature is a helix,

- the Darboux vectors $\vec{\Psi}(t)$ of $(\overrightarrow{\mathfrak{J}})$ and $\overrightarrow{\Psi^{*}}\left(t^{*}\right)$ of $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ is linearly dependent,
- the binormal vector $\overrightarrow{\Upsilon_{3}^{*}}\left(t^{*}\right)$ of $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ and Darboux vector $\overrightarrow{\Psi^{*}}\left(t^{*}\right)$ of $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ is linearly dependent.

Proof. If $(\overrightarrow{\mathfrak{J}})$ with non-zero curvature is a helix, it is known that
$\frac{\wp_{2}(t)}{\wp_{1}(t)}=$ constant .
If (43) is derived in terms of $t$,
$\dot{\wp}_{1}(t) \wp_{2}(t)-\wp_{1}(t) \dot{\wp}_{2}(t)=0$
is gotten. So, from (41) and (44),
$\dot{\omega}(t)=0$
is obtained. Or, on the other hand, from (40) and (43),
$\tan \omega(t)=$ constant
is gotten. If (46) is derived in terms of $t$,
$\left(1+\tan ^{2} \omega(t)\right) \dot{\omega}(t)=0$
is found. Thus, from (47), the expression (45) is clearly obtained again. If (45) is substituted in (35),

$$
\begin{equation*}
\overrightarrow{\Psi^{*}}\left(t^{*}\right)=\frac{d t}{d t^{*}} \vec{\Psi}(t) \tag{48}
\end{equation*}
$$

is gotten. From (7), (48) and Corollary 3.10,
$\overrightarrow{\Psi^{*}}\left(t^{*}\right)=\frac{d t}{d t^{*}}\|\vec{\Psi}(t)\| \overrightarrow{\Upsilon_{3}^{*}}\left(t^{*}\right)$.
Corollary 3.11 is clear, from (48) and (49).
Theorem 3.11. Let $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ be a involute curve of $(\overrightarrow{\mathfrak{J}})$. There is the following equation between the pole vectors $\overrightarrow{\Omega^{*}}\left(t^{*}\right)$ of $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ and $\vec{\Omega}(t)$ of $(\overrightarrow{\mathfrak{J}})$ :

$$
\begin{equation*}
\overrightarrow{\Omega^{*}}\left(t^{*}\right)=\frac{\xi(t) \sqrt{\wp_{1}^{2}(t)+\wp_{2}^{2}(t)} \vec{\Omega}(t)+\dot{\omega}(t) \overrightarrow{\Upsilon_{2}}(t)}{\sqrt{\dot{\omega}^{2}(t)+\xi^{2}(t)\left(\wp_{1}^{2}(t)+\wp_{2}^{2}(t)\right)}} \tag{50}
\end{equation*}
$$

Proof. If the norm of both sides of (35) is taken,

$$
\begin{equation*}
\left\|\overrightarrow{\Psi^{*}}\left(t^{*}\right)\right\|=\frac{d t}{d t^{*}} \sqrt{\|\vec{\Psi}(t)\|+\dot{\omega}^{2}(t)} \tag{51}
\end{equation*}
$$

is gotten. From (7), (35) and (51),
$\overrightarrow{\Omega^{*}}\left(t^{*}\right)=\frac{\vec{\Psi}(t)+\dot{\omega}(t) \overrightarrow{\Upsilon_{2}}(t)}{\sqrt{\dot{\omega}^{2}(t)+\xi^{2}(t)\left(\wp_{1}^{2}(t)+\wp_{2}^{2}(t)\right)}}$
is found. From (5) and (52), the expression (50) is obtained.
Corollary 3.12. Let $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ be a involute curve of $(\overrightarrow{\mathfrak{J}})$. If $(\overrightarrow{\mathfrak{J}})$ with non-zero curvature is a helix, the pole vectors $\overrightarrow{\Omega^{*}}\left(t^{*}\right)$ of $(\overrightarrow{\mathfrak{J}})$ and $\vec{\Omega}(t)$ of $(\overrightarrow{\mathfrak{J}})$ are the same.
Proof. If expression (45) is substituted in (50),
$\overrightarrow{\Omega^{*}}\left(t^{*}\right)=\vec{\Omega}(t)$
is gotten. So, from (53), Corollary 3.13 is clear.
Theorem 3.13. Let $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ with non-zero curvature be a involute curve of $(\overrightarrow{\mathfrak{J}})$ with non-zero curvature. Let $\omega(t)$ be the angle between $\overrightarrow{\Upsilon_{3}}(t)$ and $\vec{\Psi}(t)$ of $(\overrightarrow{\mathfrak{J}})$, and $\omega^{*}\left(t^{*}\right)$ be the angle between of the vectors $\overrightarrow{\Upsilon_{3}{ }^{*}}\left(t^{*}\right)$ and $\overrightarrow{\Psi^{*}}\left(t^{*}\right)$ of $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$. There is the following equation between the angles $\omega^{*}\left(t^{*}\right)$ and $\omega(t)$ :
$\omega^{*}\left(t^{*}\right)=\arctan \left( \pm \frac{\dot{\omega}(t)}{\xi(t) \sqrt{\wp_{1}^{2}(t)+\wp_{2}^{2}(t)}}\right)$.
Proof. Similar to (40),
$\tan \omega^{*}\left(t^{*}\right)=\frac{\wp_{2}^{*}\left(t^{*}\right)}{\wp_{1}^{*}\left(t^{*}\right)}$
is written. If (19) and (24) are substituted in (55),

$$
\begin{equation*}
\tan \omega^{*}\left(t^{*}\right)= \pm \frac{\dot{\wp}_{1}(t) \wp_{2}(t)-\wp_{1}(t) \dot{\wp}_{2}(t)}{\xi(t)\left(\wp_{1}^{2}(t)+\wp_{2}^{2}(t)\right)^{3 / 2}} \tag{56}
\end{equation*}
$$

is gotten. If (41) is substituted in (56), the expression (54) is obtained.

Corollary 3.14. Let $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ be a involute curve of $(\overrightarrow{\mathfrak{J}})$. There is the following equation between the pole vector $\overrightarrow{\Omega^{*}}\left(t^{*}\right)$ of $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ and Frenet vectors of $(\overrightarrow{\mathfrak{J}})$ :

$$
\begin{align*}
\overrightarrow{\Omega^{*}}\left(t^{*}\right)= & \cos \left(\arctan \left( \pm \frac{\dot{\omega}(t)}{\xi(t) \sqrt{\wp_{1}^{2}(t)+\wp_{2}^{2}(t)}}\right)\right) \sin \omega \overrightarrow{\Upsilon_{1}}(t) \\
& +\sin \left(\arctan \left( \pm \frac{\dot{\omega}(t)}{\xi(t) \sqrt{\wp_{1}^{2}(t)+\wp_{2}^{2}(t)}}\right)\right) \overrightarrow{\Upsilon_{2}(t)}  \tag{57}\\
& +\cos \left(\arctan \left( \pm \frac{\dot{\omega}(t)}{\xi(t) \sqrt{\wp_{1}^{2}(t)+\wp_{2}^{2}(t)}}\right)\right) \cos \omega \overrightarrow{\Upsilon_{3}}(t)
\end{align*}
$$

Proof. From (7),
$\overrightarrow{\Omega^{*}}\left(t^{*}\right)=\sin \omega^{*}\left(t^{*}\right) \overrightarrow{\Upsilon_{1}^{*}}\left(t^{*}\right)+\cos \omega^{*}\left(t^{*}\right) \overrightarrow{\Upsilon_{3}^{*}}\left(t^{*}\right)$
is written. If (42) and (54) are substituted in (58), the expression (57) is obtained.

Corollary 3.15. Let $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ be a involute curve of $(\overrightarrow{\mathfrak{J}}) \cdot(\overrightarrow{\mathfrak{J}})$ with non-zero curvature is a helix if only if $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ is planar.
Proof. Since $(\overrightarrow{\mathfrak{J}})$ is a helix, from (24) and (44),
$\wp_{2}^{*}\left(t^{*}\right)=0$.
is gotten. So, from (59), Corollary 3.15 is clear.
Example. Consider the helix curve
$(\overrightarrow{\mathfrak{J}})=\overrightarrow{\mathfrak{J}}(t)=(\cos t, \sin t, t)$.
For this curve, the following equations are obtained:

$$
\begin{align*}
& \|\overrightarrow{\mathfrak{J}}(t)\|=\xi(t)=\sqrt{2}  \tag{61}\\
& \zeta(t)=-\int \xi(t) d t=-\sqrt{2} t+c \tag{62}
\end{align*}
$$

From (1), the Frenet vectors of $(\overrightarrow{\mathfrak{J}})$ are

$$
\left\{\begin{array}{l}
\overrightarrow{\Upsilon_{1}}(t)=\frac{1}{\sqrt{2}}(-\sin t, \cos t, 1)  \tag{63}\\
\overrightarrow{\Upsilon_{2}}(t)=(-\cos t, \sin t, 0) \\
\overrightarrow{\Upsilon_{3}}(t)=\frac{1}{\sqrt{2}}(\sin t,-\cos t, 1)
\end{array}\right.
$$

From (2) and (3), the curvature and torsion of $(\overrightarrow{\mathfrak{J}})$ are

$$
\begin{equation*}
\wp_{1}(t)=\wp_{2}(t)=\frac{1}{2} \tag{64}
\end{equation*}
$$

From (5) and (7), the Darboux vector and pole vector of $(\overrightarrow{\mathfrak{J}})$ are

$$
\begin{equation*}
\vec{\Psi}(t)=\vec{\Omega}(t)=(0,0,1) \tag{65}
\end{equation*}
$$

From (38) and (39), since
$\cos \omega(t)=\sin \omega(t)=\frac{1}{\sqrt{2}}$,
the angle between $\overrightarrow{\Upsilon_{3}}(t)$ and $\vec{\Psi}(t)$ of $(\overrightarrow{\mathfrak{J}})$ is found as,
$\omega(t)=\frac{\pi}{4}$.
On the other hand, from (11), (60), (62) and (63), the involute curve $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ of $(\overrightarrow{\mathfrak{J}})$ is obtained as
$(\overrightarrow{\mathfrak{J}})=\overrightarrow{\mathfrak{J}}\left(t^{*}\right)=\overrightarrow{\mathfrak{J}}(t)=\left(\cos t+\left(t-\frac{c}{\sqrt{2}}\right) \sin t, \sin t-\left(t-\frac{c}{\sqrt{2}}\right) \cos t, \frac{c}{\sqrt{2}}\right)$,
Figure 3 , where $c$ is arbitrary real number. Here, $(\overrightarrow{\mathfrak{J}})$ has an involute curve at any different point for each different value of $c$. From (68),

$$
\begin{equation*}
\left\|\overrightarrow{\mathfrak{J}^{*}}(t)\right\|=\xi^{*}(t)=\frac{|\sqrt{2} t-c|}{\sqrt{2}} \tag{69}
\end{equation*}
$$

is gotten. Thus, from (21), (61), (62), (64) and (69),

$$
\begin{equation*}
\frac{d t^{*}}{d t}=1 \tag{70}
\end{equation*}
$$

is found. The Frenet vectors of $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ are

$$
\left\{\begin{array}{l}
\overrightarrow{\Upsilon_{1}^{*}}(t)=(-\cos t,-\sin t, 0), \\
\overrightarrow{\Upsilon_{2}^{*}}(t)=(\sin t,-\cos t, 0),  \tag{71}\\
\overrightarrow{\Upsilon_{3}^{*}}(t)=(0,0,1) .
\end{array}\right.
$$



Figure 3. The helix curve $(\overrightarrow{\mathfrak{J}})$ and its three involute curves for $c=0,2,4$

Thus, from (63) and (71), it is clear that $\left\langle\overrightarrow{\Upsilon_{1}^{*}}(t), \overrightarrow{\Upsilon_{1}}(t)\right\rangle=0$. Also it is seen that (31) is provided, from (63), (64) and (71), indeed

$$
\left[\begin{array}{l}
\overrightarrow{\Upsilon_{1}{ }^{*}}\left(t^{*}\right)  \tag{72}\\
\overrightarrow{\Upsilon_{2}{ }^{*}}\left(t^{*}\right) \\
\overrightarrow{\Upsilon_{3}{ }^{*}}\left(t^{*}\right)
\end{array}\right]=\left[\begin{array}{ccc}
0 & 1 & 0 \\
-1 / \sqrt{2} & 0 & 1 / \sqrt{2} \\
1 / \sqrt{2} & 0 & 1 / \sqrt{2}
\end{array}\right]\left[\begin{array}{c}
\overrightarrow{\Upsilon_{1}}(t) \\
\overrightarrow{\Upsilon_{2}}(t) \\
\overrightarrow{\Upsilon_{3}}(t)
\end{array}\right] .
$$

From (2) and (3), the curvature and torsion of $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ are

$$
\begin{equation*}
\wp_{1}^{*}(t)=\frac{\sqrt{2}}{|\sqrt{2} t-c|} \quad \text { and } \quad \wp_{2}^{*}(t)=0 \tag{73}
\end{equation*}
$$

It is seen that (19) and (24) are indeed provided, from(62), (64) and (73). Also, as in Corollary 3.15 , since $(\overrightarrow{\mathfrak{J}})$ is a helix, it is proven that its involute curve $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ is planar. From (5) and (7), the Darboux vector and the pole vector of $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ are
$\overrightarrow{\Psi^{*}}(t)=\overrightarrow{\Omega^{*}}(t)=(0,0,1)$.
It is seen that (34), (35) and (50) are indeed provided, from (61), (62), (63), (64), (65), (67) and (69). Since $(\overrightarrow{\mathfrak{J}})$ is a helix, from (65), (71) and (74), it is seen that, Corollary 3.9 and Corollary 3.12 are provided. It means that, the Darboux vector $\overrightarrow{\Psi^{*}}(t)$ and binormal vector $\overrightarrow{\Upsilon_{3}{ }^{*}}(t)$ of $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ is linearly dependent and the pole vector $\vec{\Omega}(t)$ of $(\overrightarrow{\mathfrak{J}})$ and pole vector $\overrightarrow{\Omega^{*}}(t)$ of $\left(\overrightarrow{\mathfrak{J}^{*}}\right)$ are same. Moreover, for the involute curve $(\overrightarrow{\mathfrak{J}})$, from (38), (39) and (73), the following equalities are obtained:
$\cos \omega^{*}(t)=1, \quad \sin \omega^{*}(t)=0$.
Thus, the angle between $\overrightarrow{\Upsilon_{3}{ }^{*}}(t)$ and $\overrightarrow{\Psi^{*}}(t)$ of this curve is found as $\omega^{*}(t)=0$.

It is seen that, (54) is indeed provided, from (61), (64) and (67). Besides, (76) is another proof that $\overrightarrow{\Upsilon_{3}{ }^{*}}(t)$ and $\overrightarrow{\Psi^{*}}(t)$ is linearly dependent.

## 4. Conclusions

Although studies on unit speed curves provide ease of processing, the results are limited because they do not cover all curves in general. Of course, any curve can be made into a unit speed curve. However, instead of doing this for each curve, it would be wise to obtain general results for non-unit speed curves. In this paper, the involute curves of a non-unit speed curve are studied in Eucliden 3-space. The relationships between some geometric properties of these curves are given and the results are reinforced with an example. Similar studies can be done for other types of curves or in different spaces, similar to (Abdel Aziz et al., 2019; Akyiğit et al., 2010; Almaz and Külahcı, 2021; Bilici and Çalışkan, 2009; Bilici and Çalışkan, 2022; Bükcü and Karacan, 2007; Elsharkawy, 2020; Gür and Şenyurt, 2013; Şenyurt and Gür, 2012).
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## 1. Introduction

It is well known that Mobius transformations are important in many fields, especially in complex analysis, geometry and biology. Especially in geometry (Niamsup, 2000; Özgür et al, 2005), it has been used by performing multiple steps such as stereographic projection to the unit two-sphere from the plane, rotating and moving the sphere to a new location, orientation in space, tereographic projection to the plane from the new position of the sphere. Mobius transformations, which are important mappings in complex analysis, are also used in biology as 2D projections from 3D configurations of samples such as humans, fungi and fish (Lundh et al, 2011; Petukhov, 1989). The most basic characteristic property of this transformations, which are also called homographic transformations, linear fractional transformations or bilinear transformations, is that they map circles to circles. In order to apply this idea to other curves in 3D Euclidean space, using quaternions the Poincare expansion was defined in (Beardon, 1983). With the expansion, the mobius transformation studied in the expanded complex plane is actually expanded to quaternions.

Quaternions, introduced by William R. Hamilton in (Hamilton, 1844), are non-commutative number systems that are extended by complex numbers. With their useful properties (i.e., homothetic motions especially used in kinematics (Düldül, 2010)), quaternions have recently played an important role in many areas of physical science, such as differential geometry, analysis and synthesis of mechanisms and machines, simulation of particle motion in the theory of relativity (Adler, 1995; Agrawal, 1987). The relationship between quaternions and rotations in 3- and 4-dimensional Euclidean space was completely studied, and the use of quaternions in spherical geometry and mechanics was also considered in (Ward, 1997). Next, the quaternion-based rotational system was defined in (Shoemake, 1985). Kula and Yaylı (2007) studied on split quaternions and rotations in Semi-Euclidean $E_{2}^{4}$ and then Jafari and Yaylı (2015) defined generalized quaternions and gave some algebraic properties of generalized quaternions.

In light of the foregoing, our motivation in this paper is to examine whether the mobius transform, which converts circles to circles, preserves this
property for special curves such as involute-evolute curve pairs. In addition, in this study, the conditions under which the property of being involute-evolute pairs are preserved in $E^{4}$ and $E_{2}^{4}$ are also given.

## 2. Preliminaries

In this part, we discuss mobius transformations, quaternions, Poincare expansion of mobius transformation and a special pair of curves, InvoluteEvolute curves, since we study spherical involute-evolute curves under Mobius transformations that expand the complex plane to quaternions with poincare expansion.

### 2.1. Möbius Transformations

Definition 1. A Möbius transformation $M$ of the complex plane is a rational function of the form
$M: \widehat{\mathbb{C}} \rightarrow \widehat{\mathbb{C}}, M(z)=\frac{a_{1} z+b_{1}}{c_{1} z+d_{1}}, \quad a_{1}, b_{1}, c_{1}, d_{1} \in \mathbb{C},\left|\begin{array}{ll}a_{1} & b_{1} \\ c_{1} & d_{1}\end{array}\right| \neq 0$
where $\widehat{\mathbb{C}}=\mathbb{C} \cup\{\infty\}$ is the expanded complex. In case of $c_{1}=0$, the Mobius transformation $S(z)=A_{1} z+B_{1}, A_{1} \neq 0$ is called a similarity and if $a_{1}=d_{1}=0$ and $b_{1}=c_{1}=1$, this transformation is called an inversion is given by $J(z)=\frac{1}{z}$. In addition, every Mobius transformation can be written as the composition of similarities and inversions (Jones and Singerman, 1987; Lehner, 1964).

At first glance, it does not appear obvious what the action of these transformations on $\widehat{\mathbb{C}}$ looks like. However, the information that follows greatly aids comprehension and visualization (Amer, 2014):

Lemma 1. Any Mobius transformation can be constructed from the following types of maps:

$$
\left(b_{1}=c_{1}=0, d_{1}=1\right), \quad z \mapsto a_{1} z
$$

$$
\begin{aligned}
& \left(c_{1}=0, a_{1}=d_{1}=1\right), \quad z \mapsto z+b_{1} \\
& \left(a_{1}=d_{1}=0, b_{1}=c_{1}=1\right), \quad z \mapsto \frac{1}{z}
\end{aligned}
$$

Proof. Case 1: $c_{1}=0$. By the restriction that $a_{1} d_{1}-b_{1} c_{1} \neq 0, d_{1} \neq 0$, so we have

$$
G=g_{1} \circ g_{2}
$$

where $g_{1}: z \mapsto z+\frac{b_{1}}{d_{1}}$ and $g_{2}: z \mapsto \frac{a_{1}}{d_{1}} z$.

Case 2: For $c_{1} \neq 0$, let we choose
$g_{1}: z \mapsto z+\frac{a_{1}}{c_{1}}, g_{2}: z \mapsto \frac{1}{c_{1}}, g_{3}: z \mapsto \frac{1}{z}, \quad g_{4}: z \mapsto z+d_{1}, g_{5}: z \mapsto c_{1} z$
then we have

$$
G=g_{1} \circ g_{2} \circ g_{3} \circ g_{4} \circ g_{5}
$$

### 2.2. Quaternions

Definition 2. A quaternion is the form given by

$$
q=x+y i+u j+v k
$$

where
a) If $i^{2}=-1, j^{2}=-1, k^{2}=-1, q$ is called a real quaternion and then the product of two real quaternion $q_{1}=z_{1}+w_{1} j$ and $q_{2}=z_{2}+$ $w_{2} j$ is given by

$$
q_{1} q_{2}=\left(z_{1}+w_{1} j\right)\left(z_{2}+w_{2} j\right)=\left(z_{1} z_{2}-w_{1} \bar{w}_{2}\right)+\left(z_{1} w_{2}+w_{1} \bar{z}_{2}\right) j
$$

Besides it can be found that $(z+w j)(\bar{z}-w j)=|z|^{2}+|w|^{2}$ and $j z=\bar{z} j$
for $z, w \in \mathbb{C}$ (Jafari and Yaylı, 2015).
b) If $i^{2}=-1, j^{2}=1, k^{2}=1, q$ is a split quaternion and then the product of two split quaternion $q_{1}=z_{1}+w_{1} j$ and $q_{2}=z_{2}+w_{2} j$ is given by

$$
q_{1} q_{2}=\left(z_{1}+w_{1} j\right)\left(z_{2}+w_{2} j\right)=\left(z_{1} z_{2}+w_{1} \bar{w}_{2}\right)+\left(z_{1} w_{2}+w_{1} \bar{z}_{2}\right) j
$$

Besides it can be found that $(z+w j)(\bar{z}-w j)=|z|^{2}-|w|^{2}$ and $j z=\bar{z} j$ for $z, w \in \mathbb{C}$ (Kula and Yaylı, 2007).

### 2.3. Involute-Evolute Curves

Definition 3. Let $\gamma: I \rightarrow E^{4}$ be a curve with $\gamma^{\prime}(s) \neq 0$, where $\gamma^{\prime}(s)=$ $\frac{d \gamma(s)}{d s}$. The arc-lenght $s$ of a curve $\gamma(s)$ is determined such that $\left\|\gamma^{\prime}(s)\right\|=$ 1. The curve $\gamma$ is called evolute of $\tilde{\gamma}$ if the tangent vectors are orthogonal at the corresponding points for each $s \in I \subseteq R$. In this case, $\tilde{\gamma}$ is called involute of the curve $\gamma$ and there exists a relationship between the position vectors as
$\tilde{\gamma}\left(s^{*}\right)=\gamma(s)+\lambda T(s)$
where $\lambda$ is the distance between the curves $\gamma$ and $\tilde{\gamma}$ at the corresponding points for each $s$. The pair of $(\tilde{\gamma}, \gamma)$ is called a involute-evolute pair. $\lambda$ is not a constant for involute-evolute pairs (Tunçer et al, 2020).

### 2.4. Poincare Extension of Mobius Transformations in $E^{4}$

The image of $q=z+w j$ real quaternion under the Mobius transformation which is called Poincare extension of real quaternions is obtained as

$$
\begin{aligned}
& T(z+w j) \\
& =\frac{\left(a_{1} z+b_{1}\right)\left(\overline{c_{1} z+d_{1}}\right)+a_{1} \overline{c_{1}}|w|^{2}+\left|a_{1} d_{1}-b_{1} c_{1}\right| w j}{\left|c_{1} z+d_{1}\right|^{2}+\left|c_{1} w\right|^{2}}
\end{aligned}
$$

This extension for similarity transformation $S(z)=A_{1} z+B_{1}, A_{1} \neq 0$ and inversion transformation $J(z)=\frac{1}{z}$ is denoted respectively by

$$
\begin{gathered}
S(z+w j)=A_{1} z+B_{1}+\left|A_{1}\right| w j \\
J(z+w j)=\frac{\bar{z}+w j}{|z|^{2}+|w|^{2}} .
\end{gathered}
$$

It can be found the image of the curve $\gamma: I \rightarrow E^{4}, \gamma(s)=$ $\left(\gamma_{1}(s), \gamma_{2}(s), \gamma_{3}(s), \gamma_{4}(s)\right)$ under the similarity and inversion transformations through this extension by deciding the quaternion $\gamma=\gamma_{1}+$ $\gamma_{2} i+\gamma_{3} j+\gamma_{4} k$. The image of the curve $\gamma$ for similarity transformation $S(z)=A_{1} z+B_{1}, A_{1} \neq 0, A_{1}=\left(a_{11}, a_{12}\right), B_{1}=\left(b_{11}, b_{12}\right)$ is

$$
\begin{gathered}
S(\gamma(s))=\left(a_{11} \gamma_{1}-a_{12} \gamma_{2}+b_{11}, a_{11} \gamma_{2}+a_{12} \gamma_{1}\right. \\
\left.+b_{12},\left|A_{1}\right| \gamma_{3},\left|A_{1}\right| \gamma_{4}\right)
\end{gathered}
$$

and for inversion transformation $J(z)=\frac{1}{z}$ the image is given by

$$
J(\gamma(s))=\left(\frac{\gamma_{1}}{\|\gamma\|^{2}},-\frac{\gamma_{2}}{\|\gamma\|^{2}}, \frac{\gamma_{3}}{\|\gamma\|^{2}}, \frac{\gamma_{4}}{\|\gamma\|^{2}}\right)
$$

(Beardon, 1983; Brannon et al, 1999).

### 2.5. Poincare Extension of Mobius Transformations in $E_{2}^{4}$

The image of $q=z+w j$ split quaternion under the Mobius transformation which is called Poincare extension of split quaternions is obtained as

$$
\begin{aligned}
& T(z+w j) \\
& =\frac{\left(a_{1} z+b_{1}\right)\left(\overline{c_{1} z+d_{1}}\right)-a_{1} \overline{c_{1}}|w|^{2}+\left|a_{1} d_{1}-b_{1} c_{1}\right| w j}{\left|c_{1} z+d_{1}\right|^{2}-\left|c_{1} w\right|^{2}}
\end{aligned}
$$

This extension for similarity transformation $S(z)=A_{1} z+B_{1}, A_{1} \neq 0$ and inversion transformation $J(z)=\frac{1}{z}$ is denoted respectively by

$$
\begin{array}{r}
S(z+w j)=A_{1} z+B_{1}+\left|A_{1}\right| w j \\
\\
J(z+w j)=\frac{\bar{z}+w j}{|z|^{2}-|w|^{2}} .
\end{array}
$$

It can be found the image of the curve $\gamma: I \rightarrow E_{2}^{4}, \gamma(s)=$ $\left(\gamma_{1}(s), \gamma_{2}(s), \gamma_{3}(s), \gamma_{4}(s)\right)$ under the similarity and inversion transformations through this extension by deciding the split quaternion $\gamma=$ $\gamma_{1}+\gamma_{2} i+\gamma_{3} j+\gamma_{4} k$. The image of the curve $\gamma$ for similarity transformation $S(z)=A_{1} z+B_{1}, \quad A_{1} \neq 0, \quad A_{1}=\left(a_{11}, a_{12}\right), \quad B_{1}=$ $\left(b_{11}, b_{12}\right)$ is

$$
\begin{gathered}
S(\gamma(s))=\left(a_{11} \gamma_{1}-a_{12} \gamma_{2}+b_{11}, a_{11} \gamma_{2}+a_{12} \gamma_{1}\right. \\
\left.+b_{12},\left|A_{1}\right| \gamma_{3},\left|A_{1}\right| \gamma_{4}\right)
\end{gathered}
$$

and for inversion transformation $J(z)=\frac{1}{z}$ the image is given by

$$
J(\gamma(s))=\left(\frac{\gamma_{1}}{\|\gamma\|_{L}^{2}},-\frac{\gamma_{2}}{\|\gamma\|_{L}^{2}}, \frac{\gamma_{3}}{\|\gamma\|_{L}^{2}}, \frac{\gamma_{4}}{\|\gamma\|_{L}^{2}}\right)
$$

where $\|\gamma\|_{L}^{2}=\gamma_{1}^{2}+\gamma_{2}^{2}-\gamma_{3}^{2}-\gamma_{4}^{2}$ (Nurkan, 2011).

## 3. Spherical Involute-Evolute Curves under Mobius Transformations

3.1. Spherical Involute-Evolute Curves under Mobius Transformations in $E^{4}$

The 3-dimensional unit sphere in $E^{4}$ is determined by

$$
S^{3}=\left\{X=\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \in R^{4}: x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}=1\right\}
$$

with the metric $g(x, x)=\langle x, x\rangle=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}$ and Poincare extension of Mobius transformations in $E^{4}$ converts spherical curves to spherical curves.

Lemma 2. Let $\gamma$ and $\tilde{\gamma}$ be unit speed curves lying on $S^{3}$. If $\tilde{\gamma}$ is spherical involute of $\gamma$ then the image $J(\tilde{\gamma})$ under the inversion transformation $J(z)=\frac{1}{z}$ is spherical involute of $J(\gamma)$.

Proof. Let $s$ be the arc-length parameter of $\gamma$ and $\tilde{\gamma}$. The Frenet frame of the curves at the points $\gamma(s)$ and $\tilde{\gamma}(s)$ are respectively $\left\{T(s), N(s), B_{1}(s), B_{2}(s)\right\}$ and $\left\{\widetilde{T}(s), \widetilde{N}(s), \tilde{B}_{1}(s), \tilde{B}_{2}(s)\right\}$. Since $\tilde{\gamma}$ is spherical involute of $\gamma$ there exist the following equation
$\langle T(s), \widetilde{T}(s)\rangle=0$
By putting $T(s)=\gamma^{\prime}(s)$ and $\tilde{T}(s)=\tilde{\gamma}^{\prime}(s)$ in (1)
$\left\langle\gamma^{\prime}(s), \tilde{\gamma}^{\prime}(s)\right\rangle=0$
is found.
The images of $\gamma(s)$ and $\tilde{\gamma}(s)$ under the inversion transformation $J$ which are expressed by $J(\gamma(s))$ and $J(\tilde{\gamma}(s))$ respectively, are obtained as

$$
\begin{aligned}
& J(\gamma(s))=\left(\frac{\gamma_{1}}{\|\gamma\|^{2}},-\frac{\gamma_{2}}{\|\gamma\|^{2}}, \frac{\gamma_{3}}{\|\gamma\|^{2}}, \frac{\gamma_{4}}{\|\gamma\|^{2}}\right)=\gamma^{*} \\
& J(\tilde{\gamma}(s))=\left(\frac{\tilde{\gamma}_{1}}{\|\tilde{\gamma}\|^{2}},-\frac{\tilde{\gamma}_{2}}{\|\tilde{\gamma}\|^{2}}, \frac{\tilde{\gamma}_{3}}{\|\tilde{\gamma}\|^{2}}, \frac{\tilde{\gamma}_{4}}{\|\tilde{\gamma}\|^{2}}\right)=\tilde{\gamma}^{*}
\end{aligned}
$$

By computing the first Frenet vectors of the image curves;

$$
T^{*}=\frac{\gamma^{* \prime}}{\left\|\gamma^{* \prime}\right\|}, \quad \tilde{T}^{*}=\frac{\tilde{\gamma}^{* \prime}}{\left\|\tilde{\gamma}^{*^{\prime}}\right\|}
$$

are found. So the inner product of $T^{*}$ and $\tilde{T}^{*}$ is obtained as;

$$
\left\langle T^{*}, \tilde{T}^{*}\right\rangle=\frac{1}{\left\|\gamma^{* \prime}\right\|\left\|\tilde{\gamma}^{*^{\prime}}\right\|}\left\langle\gamma^{*^{\prime}}, \tilde{\gamma}^{*^{\prime}}\right\rangle
$$

$$
=\frac{1}{\left\|\gamma^{*^{\prime}}\right\|\left\|\tilde{\gamma}^{*^{\prime}}\right\|} \cdot \frac{1}{\|\gamma\|^{3}\|\tilde{\gamma}\|^{3}} \cdot\left[\begin{array}{c}
\|\gamma\|\|\tilde{\gamma}\|\left\langle\gamma^{\prime}, \tilde{\gamma}^{\prime}\right\rangle \\
+4\|\gamma\|^{\prime}\|\tilde{\gamma}\|^{\prime}\langle\gamma, \tilde{\gamma}\rangle \\
-2\|\gamma\|\|\tilde{\gamma}\|^{\prime}\left\langle\gamma^{\prime}, \tilde{\gamma}\right\rangle \\
-2\|\gamma\|^{\prime}\|\tilde{\gamma}\|\left\langle\gamma, \tilde{\gamma}^{\prime}\right\rangle
\end{array}\right]
$$

By putting $\left\langle\gamma^{\prime}, \tilde{\gamma}^{\prime}\right\rangle=0$, from equation (2),
$\left\langle T^{*}, \tilde{T}^{*}\right\rangle=\frac{1}{\left\|\gamma^{*^{\prime}}\right\|\left\|\tilde{\gamma}^{\prime}\right\|} \cdot \frac{1}{\|\gamma\|^{3} \| \tilde{\gamma^{3}}} \cdot\left[\begin{array}{c}4\|\gamma\|^{\prime}\|\tilde{\gamma}\|^{\prime}\langle\gamma, \tilde{\gamma}\rangle \\ -2\|\gamma\|\|\tilde{\gamma}\|^{\prime}\left\langle\gamma^{\prime}, \tilde{\gamma}\right\rangle \\ -2\|\gamma\|^{\prime}\|\tilde{\gamma}\|\left\langle\gamma, \tilde{\gamma}^{\prime}\right\rangle\end{array}\right]$
is found. Since $\gamma, \tilde{\gamma} \subset S^{3}$, there exists

$$
\begin{aligned}
& \|\gamma\|=1 \Rightarrow\|\gamma\|^{\prime}=0 \\
& \|\tilde{\gamma}\|=1 \Rightarrow\|\tilde{\gamma}\|^{\prime}=0
\end{aligned}
$$

By putting these expressions in (3),

$$
\left\langle T^{*}, \tilde{T}^{*}\right\rangle=0
$$

is obtained. This result proves that $J(\tilde{\gamma})$ is spherical involute of $J(\gamma)$.

Lemma 3. Let $\gamma$ and $\tilde{\gamma}$ be unit speed curves lying on $S^{3}$. If $\tilde{\gamma}$ is spherical involute of $\gamma$ then the image $S(\tilde{\gamma})$ under the similarity transformation $S(z)=A_{1} z+B_{1} ; A_{1} \neq 0$ is spherical involute of $S(\gamma)$.

Proof. The images of $\gamma(s)$ and $\tilde{\gamma}(s)$ under the similarity transformations are

$$
\begin{gathered}
S(\gamma(s))=\left(a_{11} \gamma_{1}-a_{12} \gamma_{2}+b_{11}, a_{11} \gamma_{2}+a_{12} \gamma_{1}+b_{12},\left|A_{1}\right| \gamma_{3},\left|A_{1}\right| \gamma_{4}\right) \\
=\gamma^{* *} \\
\begin{array}{c}
S(\tilde{\gamma}(s))=\left(a_{11} \tilde{\gamma}_{1}-a_{12} \tilde{\gamma}_{2}+b_{11}, a_{11} \tilde{\gamma}_{2}+a_{12} \tilde{\gamma}_{1}+b_{12},\left|A_{1}\right| \tilde{\gamma}_{3},\left|A_{1}\right| \tilde{\gamma}_{4}\right) \\
=\tilde{\gamma}^{* *}
\end{array}
\end{gathered}
$$

and the first Frenet vectors of image curves are found as $T^{* *}=$ $\frac{\gamma^{* * \prime}}{\left\|\gamma^{* \prime^{\prime}}\right\|}, \quad \tilde{T}^{*}=\frac{\widetilde{\gamma}^{* * \prime}}{\left\|\widetilde{\gamma}^{* *^{\prime}}\right\|}$

By doing the following calculations

$$
\begin{aligned}
\left\langle T^{* *}, \tilde{T}^{* *}\right\rangle= & \frac{1}{\left\|\gamma^{* * \prime}\right\|\left\|\tilde{\gamma}^{* \prime^{\prime}}\right\|}\left\langle\gamma^{* \prime^{\prime}}, \tilde{\gamma}^{* * \prime}\right\rangle \\
& =\frac{1}{\left\|\gamma^{*{ }^{\prime}}\right\|\left\|\tilde{\gamma}^{* *^{\prime}}\right\|}|A|^{2}\left\langle\gamma^{\prime}, \tilde{\gamma}^{\prime}\right\rangle
\end{aligned}
$$

is obtained. Since $\tilde{\gamma}$ and $\gamma$ are involute-evolute curves, it can be written $\left\langle\gamma^{\prime}, \tilde{\gamma}^{\prime}\right\rangle=0$. So the below equation is found

$$
\left\langle T^{* *}, \tilde{T}^{* *}\right\rangle=0
$$

This result proves that $S(\tilde{\gamma})$ is spherical involute of $S(\gamma)$.

Theorem 1. The Poincare extension of Mobius transformations in $E^{4}$ keep being spherical involute-evolute curves.

Proof. From Lemma 2 and Lemma 3, we can say that the spherical involute evolute curves preserve their feature of being spherical involute-evolute under similarity and inverse transformations. We also know from Lemma 1 that mobius transformations can be written as a combination of similarity and inverse transformation. Therefore, we can say that the Mobius transformation, which is written as the composition of these transformations, preserve its spherical involute-evolute.

Example 1. Let the unit speed curve $\gamma: I \rightarrow E^{4}$ defined by

$$
\gamma(s)=\left(\cos \sqrt{\frac{2}{3}} s, \sin \sqrt{\frac{2}{3}} s, \cos \sqrt{\frac{1}{3}} s, \sin \sqrt{\frac{1}{3}} s\right)
$$

Frenet frame vector fields are given by

$$
\begin{gathered}
T(s)=\left(-\sqrt{\frac{2}{3}} \sin \sqrt{\frac{2}{3}} s, \sqrt{\frac{2}{3}} \cos \sqrt{\frac{2}{3}} s,-\sqrt{\frac{1}{3}} \sin \sqrt{\frac{1}{3}} s, \sqrt{\frac{1}{3}} \cos \sqrt{\frac{1}{3}} s\right) \\
N(s)=\left(\frac{-2}{\sqrt{5}} \cos \sqrt{\frac{2}{3}} s, \frac{-2}{\sqrt{5}} \sin \sqrt{\frac{2}{3}} s, \frac{-1}{\sqrt{5}} \cos \sqrt{\frac{1}{3}} s, \frac{-1}{\sqrt{5}} \sin \sqrt{\frac{1}{3}} s\right) \\
B_{1}(s)=\left(\frac{1}{\sqrt{3}} \sin \sqrt{\frac{2}{3}} s, \frac{-1}{\sqrt{3}} \cos \sqrt{\frac{2}{3}} s,-\sqrt{\frac{2}{3}} \sin \sqrt{\frac{1}{3}} s, \sqrt{\frac{2}{3}} \cos \sqrt{\frac{1}{3}} s\right) \\
B_{2}(s)=\left(\frac{1}{\sqrt{5}} \cos \sqrt{\frac{2}{3}} s, \frac{1}{\sqrt{5}} \sin \sqrt{\frac{2}{3}} s, \frac{-2}{\sqrt{5}} \cos \sqrt{\frac{1}{3}} s, \frac{-2}{\sqrt{5}} \sin \sqrt{\frac{1}{3}} s\right)
\end{gathered}
$$

(Deshmukh et al, 2017).

It can easily be seen from here that $T(s)$ and $N(s)$ are spherical involuteevolute curves. According to this, from Lemma 2,

$$
\begin{gathered}
J(T(s))=\left(-\sqrt{\frac{2}{3}} \sin \sqrt{\frac{2}{3}} s,-\sqrt{\frac{2}{3}} \cos \sqrt{\frac{2}{3}} s,-\sqrt{\frac{1}{3}} \sin \sqrt{\frac{1}{3}} s, \sqrt{\frac{1}{3}} \cos \sqrt{\frac{1}{3}} s\right) \\
=\gamma^{*} \\
J(N(s))=\left(\frac{-2}{\sqrt{5}} \cos \sqrt{\frac{2}{3}} s, \frac{2}{\sqrt{5}} \sin \sqrt{\frac{2}{3}} s, \frac{-1}{\sqrt{5}} \cos \sqrt{\frac{1}{3}} s, \frac{-1}{\sqrt{5}} \sin \sqrt{\frac{1}{3}} s\right)=\tilde{\gamma}^{*}
\end{gathered}
$$

and so,

$$
T^{*}(s)=\left(\frac{-2}{\sqrt{5}} \cos \sqrt{\frac{2}{3}} s, \frac{2}{\sqrt{5}} \sin \sqrt{\frac{2}{3}} s, \frac{-1}{\sqrt{5}} \cos \sqrt{\frac{1}{3}} s, \frac{-1}{\sqrt{5}} \sin \sqrt{\frac{1}{3}} s\right)
$$

$$
\tilde{T}^{*}(s)=\left(\frac{2 \sqrt{2}}{3} \sin \sqrt{\frac{2}{3}} s, \frac{2 \sqrt{2}}{3} \cos \sqrt{\frac{2}{3}} s, \frac{1}{3} \sin \sqrt{\frac{1}{3}} s, \frac{-1}{3} \cos \sqrt{\frac{1}{3}} s\right)
$$

By putting these expressions,

$$
\left\langle T^{*}, \tilde{T}^{*}\right\rangle=0
$$

is obtained. Therefore, since $N(s)$ is spherical involute of $T(s)$, the image $J(N(s))$ under the inversion transformation $J(z)=\frac{1}{z} \quad$ is spherical involute of $J(T(s))$.

Similarly, again, since $N(s)$ is spherical involute of $T(s)$, from Lemma 3,

$$
\begin{gathered}
S(T(s))=\left(-a_{11} \sqrt{\frac{2}{3}} \sin \sqrt{\frac{2}{3}} s-a_{12} \sqrt{\frac{2}{3}} \cos \sqrt{\frac{2}{3}} s+b_{11}, a_{11} \sqrt{\frac{2}{3}} \cos \sqrt{\frac{2}{3}} s\right. \\
-a_{12} \sqrt{\frac{2}{3}} \sin \sqrt{\frac{2}{3}} s \\
\left.+b_{12},-\left|A_{1}\right| \sqrt{\frac{1}{3}} \sin \sqrt{\frac{1}{3}} s,\left|A_{1}\right| \sqrt{\frac{1}{3}} \cos \sqrt{\frac{1}{3}} s\right)=\gamma^{* *} \\
\begin{array}{r}
S(N(s))=\left(-\frac{2 a_{11}}{\sqrt{5}} \cos \sqrt{\frac{2}{3}} s+\frac{2 a_{12}}{\sqrt{5}} \sin \sqrt{\frac{2}{3}} s+b_{11},-\frac{2 a_{11}}{\sqrt{5}} \sin \sqrt{\frac{2}{3}} s\right. \\
\left.-\frac{2 a_{12}}{\sqrt{5}} \cos \sqrt{\frac{2}{3}} s+b_{12},-\frac{\left|A_{1}\right|}{\sqrt{5}} \cos \sqrt{\frac{1}{3}} s,-\frac{\left|A_{1}\right|}{\sqrt{5}} \sin \sqrt{\frac{1}{3}} s\right) \\
=\tilde{\gamma}^{* *}
\end{array}
\end{gathered}
$$

and so,

$$
\begin{aligned}
& r^{* * \prime}(s)=\left(-\frac{2 a_{11}}{3} \cos \sqrt{\frac{2}{3}} s+\frac{2 a_{12}}{3} \sin \sqrt{\frac{2}{3}} s,-\frac{2 a_{11}}{3} \sin \sqrt{\frac{2}{3}} s\right. \\
& \left.\quad-\frac{2 a_{12}}{3} \cos \sqrt{\frac{2}{3}} s,-\frac{\left|A_{1}\right|}{3} \cos \sqrt{\frac{1}{3}} s,-\frac{\left|A_{1}\right|}{3} \sin \sqrt{\frac{1}{3}} s\right) \\
& \tilde{\gamma}^{* * \prime}(s)=\left(\frac{2 \sqrt{2} a_{11}}{\sqrt{15}} \sin \sqrt{\frac{2}{3}} s+\frac{2 \sqrt{2} a_{12}}{\sqrt{15}} \cos \sqrt{\frac{2}{3}} s,-\frac{2 \sqrt{2} a_{11}}{\sqrt{15}} \cos \sqrt{\frac{2}{3}} s\right. \\
& \left.+\frac{2 \sqrt{2} a_{12}}{\sqrt{15}} \sin \sqrt{\frac{2}{3}} s, \frac{\left|A_{1}\right|}{\sqrt{15}} \sin \sqrt{\frac{1}{3}} s, \frac{-\left|A_{1}\right|}{\sqrt{15}} \cos \sqrt{\frac{1}{3}} s\right)
\end{aligned}
$$

By putting these expressions, because of $\left\|\gamma^{* *}\right\| \neq 0$ and $\left\|\tilde{\gamma}^{* *^{\prime}}\right\| \neq 0$,

$$
\left\langle T^{* *}, \tilde{T}^{* *}\right\rangle=0
$$

is obtained. Therefore, since $N(s)$ is spherical involute of $T(s)$, the image $S(N(s))$ is spherical involute of $S(T(s))$.

The main curve $\gamma$ and its spherical indicatrix curves $T$ and $N$ are shown in the following computer-generated graphs.


Figure 1. Projections of the main curve (on the left) and its spherical involuteevolute curve pair $T$ (green) and $N$ (blue) (on the right).

The pictures of some projections of the images of spherical involute-evolute curve pair $T$ and $N$ under the inversion and similarity transformation respectively are as follows. Here, yellow and purple curves are $\gamma^{*}$ and $\tilde{\gamma}^{*}$, pink and black curves are $\gamma^{* *}$ and $\tilde{\gamma}^{* *}$ respectively.


Figure 2. Projections of the images of $T$ and $N$ under the inversion transformation (on the left) and similarity transformation (on the right)
3.2. Spherical Involute-Evolute Curves under Mobius Transformations in $E_{2}^{4}$

The 3-dimensional unit hyperbolic sphere in $E_{2}^{4}$ is determined by

$$
H_{0}^{3}=\left\{X=\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \in R^{4}: x_{1}^{2}+x_{2}^{2}-x_{3}^{2}-x_{4}^{2}=1\right\}
$$

with the metric $g(x, x)=\langle x, x\rangle_{L}=x_{1}^{2}+x_{2}^{2}-x_{3}^{2}-x_{4}^{2}$ and Poincare extension of Mobius transformations in $E_{2}^{4}$ converts spherical curves to spherical curves.

Lemma 4. Let $\gamma$ and $\tilde{\gamma}$ be unit speed and spacelike curves lying on $H_{0}^{3}$. If $\tilde{\gamma}$ is spherical involute of $\gamma$ then the image $J(\tilde{\gamma})$ under the inversion transformation $J(z)=\frac{1}{z}$ is spherical involute of $J(\gamma)$.

Proof. Let $s$ be the arc-length parameter of $\gamma$ and $\tilde{\gamma}$. The Frenet frame of the curves at the points $\gamma(s)$ and $\tilde{\gamma}(s)$ are respectively $\left\{T(s), N(s), B_{1}(s), B_{2}(s)\right\}$ and $\left\{\widetilde{T}(s), \widetilde{N}(s), \tilde{B}_{1}(s), \tilde{B}_{2}(s)\right\}$. Since $\tilde{\gamma}$ is spherical involute of $\gamma$ there exist the following equation
$\langle T(s), \widetilde{T}(s)\rangle_{L}=0$
By putting $T(s)=\gamma^{\prime}(s)$ and $\tilde{T}(s)=\tilde{\gamma}^{\prime}(s)$ in (4)
$\left\langle\gamma^{\prime}(s), \tilde{\gamma}^{\prime}(s)\right\rangle_{L}=0$
is found.
The images of $\gamma(s)$ and $\tilde{\gamma}(s)$ under the inversion transformation $J$ which are expressed by $J(\gamma(s))$ and $J(\tilde{\gamma}(s))$ respectively, are obtained as

$$
\begin{aligned}
& J(\gamma(s))=\left(\frac{\gamma_{1}}{\|\gamma\|_{L}^{2}},-\frac{\gamma_{2}}{\|\gamma\|_{L}^{2_{L}}}, \frac{\gamma_{3}}{\|\gamma\|_{L}^{2}}, \frac{\gamma_{4}}{\|\gamma\|_{L}^{2}}\right)=\gamma^{*} \\
& J(\tilde{\gamma}(s))=\left(\frac{\tilde{\gamma}_{1}}{\|\tilde{\gamma}\|_{L}^{2}},-\frac{\tilde{\gamma}_{2}}{\|\tilde{\gamma}\|_{L}}, \frac{\tilde{\gamma}_{3}}{\|\tilde{\gamma}\|_{L}^{2}}, \frac{\tilde{\gamma}_{4}}{\|\tilde{\gamma}\|_{L}^{2}}\right)=\tilde{\gamma}^{*}
\end{aligned}
$$

By computing the first Frenet vectors of the image curves;

$$
T^{*}=\frac{\gamma^{* \prime}}{\left\|\gamma^{*^{\prime}}\right\|_{L}}, \quad \tilde{T}^{*}=\frac{\tilde{\gamma}^{* \prime}}{\left\|\tilde{\gamma}^{*^{\prime}}\right\|_{L}}
$$

are found. So the inner product of $T^{*}$ and $\widetilde{T}^{*}$ is obtained as;

$$
\begin{aligned}
& \left\langle T^{*}, \tilde{T}^{*}\right\rangle_{L}=\frac{1}{\left\|\gamma^{*^{\prime}}\right\|_{L}\left\|\tilde{\gamma}^{*^{\prime}}\right\|_{L}}\left\langle\gamma^{* \prime}, \tilde{\gamma}^{* \prime}\right\rangle_{L} \\
& =\frac{1}{\left\|\gamma^{* \prime}\right\|_{L}\left\|\tilde{\gamma}^{*^{\prime}}\right\|_{L}} \cdot \frac{1}{\|\gamma\|_{L}^{3}\|\tilde{\gamma}\|_{L} \|_{L}} \cdot\left[\begin{array}{c}
\|\gamma\|_{L}\|\tilde{\gamma}\|_{L}\left\langle\gamma^{\prime}, \tilde{\gamma}^{\prime}\right\rangle_{L} \\
+4\|\gamma\|_{L}^{\prime}\|\tilde{\gamma}\|_{L}^{\prime}\langle\gamma, \tilde{\gamma}\rangle_{L} \\
-2\|\gamma\|_{L}\|\tilde{\gamma}\|_{L}^{\prime}\left\langle\gamma^{\prime}, \tilde{\gamma}\right\rangle_{L} \\
-2\|\gamma\|_{L}^{\prime}\|\tilde{\gamma}\|_{L}\left\langle\gamma, \tilde{\gamma}^{\prime}\right\rangle_{L}
\end{array}\right]
\end{aligned}
$$

By putting $\left\langle\gamma^{\prime}, \tilde{\gamma}^{\prime}\right\rangle_{L}=0$, from equation (5),

$$
\begin{gather*}
\left\langle T^{*}, \tilde{T}^{*}\right\rangle_{L}= \\
\frac{1}{\left\|\gamma^{*^{\prime}}\right\|_{L}\left\|\tilde{\gamma}^{*^{\prime}}\right\|_{L}} \cdot \frac{1}{\|\gamma\|_{L}^{3}\|\tilde{\gamma}\|_{L}^{3}} \cdot\left[\begin{array}{c}
4\|\gamma\|_{L}^{\prime}\|\tilde{\gamma}\|_{L}^{\prime}\langle\gamma, \tilde{\gamma}\rangle_{L} \\
-2\|\gamma\|_{L}\|\tilde{\gamma}\|_{L}^{\prime}\left\langle\gamma^{\prime}, \tilde{\gamma}\right\rangle_{L} \\
-2\|\gamma\|_{L}^{\prime}\|\tilde{\gamma}\|_{L}\left\langle\gamma, \tilde{\gamma}^{\prime}\right\rangle_{L}
\end{array}\right] \tag{6}
\end{gather*}
$$

is found. Since $\gamma, \tilde{\gamma} \subset H_{0}^{3}$, there exists

$$
\begin{aligned}
& \|\gamma\|_{L}=1 \Rightarrow\|\gamma\|_{L}^{\prime}=0 \\
& \|\tilde{\gamma}\|_{L}=1 \Rightarrow\|\tilde{\gamma}\|_{L}^{\prime}=0 .
\end{aligned}
$$

By putting these expressions in (6),

$$
\left\langle T^{*}, \widetilde{T}^{*}\right\rangle_{L}=0
$$

is obtained. This result proves that $J(\tilde{\gamma})$ is spherical involute of $J(\gamma)$.
Lemma 5. Let $\gamma$ and $\tilde{\gamma}$ be unit speed and spacelike curves lying on $H_{0}^{3}$. If $\tilde{\gamma}$ is spherical involute of $\gamma$ then the image $S(\tilde{\gamma})$ under the similarity transformation $S(z)=A_{1} z+B_{1} ; A_{1} \neq 0$ is spherical involute of $S(\gamma)$.

Proof. The images of $\gamma(s)$ and $\tilde{\gamma}(s)$ under the similarity transformations are

$$
\begin{gathered}
S(\gamma(s))=\left(a_{11} \gamma_{1}-a_{12} \gamma_{2}+b_{11}, a_{11} \gamma_{2}+a_{12} \gamma_{1}\right. \\
\left.+b_{12},\left|A_{1}\right| \gamma_{3},\left|A_{1}\right| \gamma_{4}\right)=\gamma^{* *} \\
S(\tilde{\gamma}(s))=\left(a_{11} \tilde{\gamma}_{1}-a_{12} \tilde{\gamma}_{2}+b_{11}, a_{11} \tilde{\gamma}_{2}+a_{12} \tilde{\gamma}_{1}\right. \\
\left.+b_{12},\left|A_{1}\right| \tilde{\gamma}_{3},\left|A_{1}\right| \tilde{\gamma}_{4}\right)=\tilde{\gamma}^{* *}
\end{gathered}
$$

and the first Frenet vectors of image curves are found as

$$
T^{* *}=\frac{\gamma^{* * \prime}}{\left\|\gamma^{* * \prime}\right\|_{L}}, \quad \tilde{T}^{* *}=\frac{\tilde{\gamma}^{* * \prime}}{\left\|\tilde{\gamma}^{* *^{\prime}}\right\|_{L}}
$$

By doing the following calculations

$$
\begin{aligned}
\left\langle T^{* *}, \tilde{T}^{* *}\right\rangle_{L}= & \frac{1}{\left\|\gamma^{* *}\right\|_{L}\left\|\tilde{\gamma}^{* *^{\prime}}\right\|_{L}}\left\langle\gamma^{* * \prime}, \tilde{\gamma}^{* * \prime}\right\rangle_{L} \\
& =\frac{1}{\left\|\gamma^{* * \prime}\right\|_{L}\left\|\tilde{\gamma}^{* *^{\prime}}\right\|_{L}}|A|^{2}\left\langle\gamma^{\prime}, \tilde{\gamma}^{\prime}\right\rangle_{L}
\end{aligned}
$$

is obtained. Since $\tilde{\gamma}$ and $\gamma$ are involute-evolute curves, it can be written $\left\langle\gamma^{\prime}, \tilde{\gamma}^{\prime}\right\rangle_{L}=0$. So the below equation is found

$$
\left\langle T^{* *}, \tilde{T}^{* *}\right\rangle_{L}=0
$$

This result proves that $S(\tilde{\gamma})$ is spherical involute of $S(\gamma)$.

Theorem 2. The Poincare extension of Mobius transformations in $E_{2}^{4}$ keep being spherical involute-evolute curves.

Proof. From Lemma 4 and Lemma 5, we can say that the spherical involute evolute curves preserve their feature of being spherical involute-evolute under similarity and inverse transformations. We also know from Lemma 1 that mobius transformations can be written as a combination of similarity and inverse transformation. Therefore, we can say that the Mobius
transformation, which is written as the composition of these transformations, preserve its spherical involute-evolute.

Example 2. Let the unit speed and spacelike curve lying on $H_{0}^{3}, \gamma: I \rightarrow E_{2}^{4}$ defined by

$$
\gamma(s)=\left(\frac{3 s}{2}, \cosh s, \sinh s, \frac{s}{2}\right)
$$

Two of the Frenet frame vector fields $T(s)$ and $N(s)$ are given by

$$
\begin{aligned}
& T(s)=\left(\frac{3}{2}, \sinh s, \cosh s, \frac{1}{2}\right) \\
& N(s)=(0, \cosh s, \sinh s, 0)
\end{aligned}
$$

It can easily be seen from here that $T(s)$ and $N(s)$ are spherical involuteevolute curves. According to this, from Lemma 4,

$$
\begin{aligned}
& J(T(s))=\left(\frac{3}{2},-\sinh s, \cosh s, \frac{1}{2}\right)=\gamma^{*} \\
& J(N(s))=(0, \cosh s,-\sinh s, 0)=\tilde{\gamma}^{*}
\end{aligned}
$$

and so,

$$
\begin{aligned}
& T^{*}(s)=(0,-\cosh s, \sinh s, 0) \\
& \tilde{T}^{*}(s)=(0, \sinh s,-\cosh s, 0)
\end{aligned}
$$

By putting these expressions,

$$
\left\langle T^{*}, \tilde{T}^{*}\right\rangle_{L}=0
$$

is obtained. Therefore, since $N(s)$ is spherical involute of $T(s)$, the image $J(N(s))$ under the inversion transformation $J(z)=\frac{1}{z} \quad$ is spherical involute of $J(T(s))$.

Similarly, again, since $N(s)$ is spherical involute of $T(s)$, from Lemma 5,

$$
\begin{gathered}
S(T(s))=\left(\frac{3 a_{11}}{2}-a_{12} \sinh s+b_{11}, a_{11} \sinh s+\frac{3 a_{12}}{2}\right. \\
\left.+b_{12},\left|A_{1}\right| \cosh s, \frac{\left|A_{1}\right|}{2}\right)=\gamma^{* *} \\
S(N(s))=\left(-a_{12} \cosh s+b_{11}, a_{11} \cosh s+b_{12},\left|A_{1}\right| \sinh s, 0\right)=\tilde{\gamma}^{* *}
\end{gathered}
$$

and so,

$$
\begin{aligned}
& \gamma^{* *^{\prime}}(s)=\left(-a_{12} \cosh s, a_{11} \cosh s,\left|A_{1}\right| \sinh s, 0\right) \\
& \tilde{\gamma}^{* *^{\prime}}(s)=\left(-a_{12} \sinh s, a_{11} \sinh s,\left|A_{1}\right| \cosh s, 0\right)
\end{aligned}
$$

By putting these expressions, because of $\left\|\gamma^{* * '}\right\|_{L} \neq 0$ and $\left\|\tilde{\gamma}^{*{ }^{*}}\right\|_{L} \neq 0$,

$$
\left\langle T^{* *}, \widetilde{T}^{* *}\right\rangle_{L}=0
$$

is obtained. Therefore, since $N(s)$ is spherical involute of $T(s)$, the image $S(N(s))$ is spherical involute of $S(T(s))$.

## 4. Conclusions

Transformations defined in the expanded complex plane are called mobius transformations. This transformation can operate in four-dimensional spaces with the help of quaternions. This article was inspired by the question of whether curve pairs have access to the Mobius transformations property of converting circles into circles. The problem revealed in this study specifically for the involute-evolute curve pair under consideration. It has been demonstrated that a spherical curve pair is all that is necessary for Mobius transformations to keep their characteristic of being an involute-evolute curve pair. Future research will focus on the characteristics of other curve pairs whose properties are preserved by the Mobius transformations.
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## -Chapter 14

# STATISTICAL INFERENCE FOR THE KUMARASWAMY WEIBULL DISTRIBUTION UNDER DOUBLY TYPE II CENSORING 

Gamze GÜVEN ${ }^{1}$ Birdal ŞENOĞLU ${ }^{2}$

[^4]
## 1 INTRODUCTION

The Weibull distribution is one of the most widely used probability distribution in life testing experiments and reliability theory, see Weibull (1939). Therefore, different forms of the Weibull distribution, such as exponentiated Weibull, inverse Weibull, transmuted inverse Weibull, etc., have received tremendous attention in recent years. For example, Cordeiro et al. (2010) proposed another generalization of the Weibull distribution called as Kumaraswamy Weibull which is very flexible for modelling data sets in various different research areas, see Kumaraswamy (1980) in the context of Kumaraswamy distribution. In the rest of the paper, Kumaraswamy Weibull distribution is denoted as Kw -Weibull for brevity.

It should be noted that the experimenter may not always observe all observations in the fields of reliability analysis, survival analysis and life testing, etc. If the $r_{1}$ smallest and the $r_{2}$ largest observations are censored from the data, then the resulting data set is termed as doubly Type II censored. Complete samples ( $r_{1}=r_{2}=0$ ), left Type II censored samples $\left(r_{1}=0\right)$ and right Type II censored samples $\left(r_{2}=0\right)$ are the special cases of the doubly Type II censored samples.

There exists a vast literature about Type II censored samples in the context of parameter estimation. For example, Tiku (1967a) derived modified maximum likelihood (MML) estimators of the mean and standard deviation of the normal distribution, Balakrishnan and Varadan (1991) derived approximate maximum likelihood estimators for the extreme value distribution, Wu (2007) and Wu (2008) proposed joint confidence region for the parameters of twoparameter exponential distribution and Pareto distribution under Type II doubly censoring, respectively. Volterman et al. (2012) discussed nonparametric inferential methods and Feroze and Aslam (2012) considered Bayesian analysis of inverse Rayleigh distribution for the situation of doubly Type II censored samples. Pak et al. (2013) studied maximum likelihood (ML) estimation of the scale parameter of the Rayleigh distribution under doubly Type II censoring scheme when the lifetime observations are fuzzy. Çelik and Şenoğlu (2018) estimated the one-way ANOVA model parameters when the underlying distribution is Azzalini’s skew normal and Yalçınkaya et al. (2021) used ML and maximum product of spacings (MPS) methods to estimate the parameters of the skew normal distribution for Type II censored samples.

In this paper, ML and MML estimators of the unknown parameters of the KwWeibull distribution are derived under doubly Type II censoring when the shape parameters are assumed to be known. Then the efficiencies of the estimators are investigated in terms of mean square error (MSE) criterion
using a Monte Carlo simulation study. At the end of the study, simulated data is analyzed for illustrative purposes.

## 2 METHODOLOGY

In this section, Kw -Weibull distribution is presented and then the ML and MML estimators of $\mu$ and $\sigma$ are obtained for doubly Type II censored samples under the assumption of known shape parameters.

### 2.1 Kw-Weibull Distribution

Inserting the cumulative distribution function (cdf) of the Weibull distribution into the cdf of the Kumaraswamy distribution, Kw-Weibull cdf is obtained as follows

$$
\begin{equation*}
F(x)=1-\left\{1-\left[1-\exp \left\{-\left(\frac{x-\mu}{\sigma}\right)^{p}\right\}\right]^{a}\right\}^{b} x \geq \mu, p, \sigma>0 \tag{1}
\end{equation*}
$$

Then, the corresponding probability density function (pdf) of Kw-Weibull distribution is derived as
$f(x)=\frac{a b p}{\sigma}\left(\frac{x-\mu}{\sigma}\right)^{p-1} \exp \left\{-\left(\frac{x-\mu}{\sigma}\right)^{p}\right\}\left[1-\exp \left\{-\left(\frac{x-\mu}{\sigma}\right)^{p}\right\}\right]^{a-1}\{1-[1-$
$\left.\left.\exp \left\{-\left(\frac{x-\mu}{\sigma}\right)^{p}\right\}\right]^{a}\right\}^{b-1}$

Therefore, a random variable $X$ with density function $f(x)$ is denoted as KwWeibull $(a, b, p, \sigma, \mu)$, see Cordeiro et al. (2010) for the moments and other mathematical features of the Kw-Weibull distribution.

Plots of the Kw-Weibull density function for different shape parameter values $a, b$ and $p$ are displayed in Figure 1.


Figure 1: Kw-Weibull probability density functions for different shape parameter values.

The simulated skewness and kurtosis values of the Kw-Weibull distribution are presented below for better understanding the shape of the Kw-Weibull probability density functions.

| $(a, b)=$ | $(1,1)$ | $(2,2)$ | $(6,3.5)$ | $(50,3.5)$ |
| :--- | :--- | :--- | :--- | :--- |
| $p=1.5$ |  |  |  |  |
| Skewness | 1.072 | 0.715 | 0.331 | 0.287 |
| Kurtosis | 4.392 | 3.641 | 3.179 | 3.220 |
| $p=3$ |  |  |  |  |
| Skewness | 0.168 | 0.041 | -0.053 | 0.102 |
| Kurtosis | 2.728 | 2.899 | 3.041 | 3.093 |
| $p=6$ |  |  |  |  |
| Skewness | -0.374 | -0.340 | -0.257 | 0.009 |
| Kurtosis | 3.038 | 3.188 | 3.191 | 3.074 |

It can easily be seen from Figure 1 that Kw -Weibull distribution reduces to the Weibull, Exponential and Rayleigh distributions when $(a, b)=(1,1)$, $(a, b, p)=(1,1,1)$ and $(a, b, p)=(1,1,2)$, respectively.

### 2.2 Parameter Estimation

In this subsection, estimators of the location and scale parameters of the KwWeibull distribution are derived using ML and MML methodologies when the shape parameters $a, b$ and $p$ are known, see Tiku $(1967 \mathrm{~b}, 1968)$ in the context of MML methodology.

Let $x_{\left(r_{1}+1\right)}, \ldots, x_{\left(n-r_{2}\right)}$ be a doubly Type II censored sample of size $n-r_{1}-$ $r_{2}$ from $X \sim \mathrm{Kw}$-Weibull $(a, b, p, \sigma, \mu)$ distribution, then the likelihood ( $L$ ) function is given by

$$
\begin{gather*}
L=  \tag{3}\\
\frac{n!}{r_{1}!r_{2}!}\left(\frac{1}{\sigma}\right)^{n-r_{1}-r_{2}}\left(\prod_{i=r_{1}+1}^{n-r_{2}} f\left(z_{(i)}\right)\right)\left\{F\left(z_{\left(r_{1}+1\right)}\right)\right\}^{r_{1}}\left\{1-F\left(z_{\left(n-r_{2}\right)}\right)\right\}^{r_{2}}
\end{gather*}
$$

Here, $r_{1}$ and $r_{2}$ denote the number of left and right censored observations, respectively. Also,

$$
z_{(i)}=\frac{x_{(i)}-\mu}{\sigma}, z_{\left(r_{1}+1\right)}=\frac{x_{\left(r_{1}+1\right)}-\mu}{\sigma} \text { and } z_{\left(n-r_{2}\right)}=\frac{x_{\left(n-r_{2}\right)}-\mu}{\sigma} .
$$

By taking logarithm of the likelihood function, the $\log$ likelihood $(\ln L)$ function is obtained as follows

$$
\begin{align*}
& \ln L=\ln \left(\frac{n!}{r_{1}!r_{2}!}\right)-\left(n-r_{1}-r_{2}\right) \ln \sigma+\sum_{i=r_{1}+1}^{n-r_{2}} \ln \left(f\left(z_{(i)}\right)\right) \\
& \quad+r_{1} \ln \left(F\left(z_{\left(r_{1}+1\right)}\right)\right)+r_{2} \ln \left(1-F\left(z_{\left(n-r_{2}\right)}\right)\right) . \tag{4}
\end{align*}
$$

ML estimators of $\mu$ and $\sigma$ are obtained by setting the derivatives of the $\ln L$ function to zero and then solving the following system of equations

$$
\begin{equation*}
\frac{\partial \ln L}{\partial \mu}=-\frac{1}{\sigma}\left(\sum_{i=r_{1}+1}^{n-r_{2}} g_{1}\left(z_{(i)}\right)+r_{1} g_{2}\left(z_{\left(r_{1}+1\right)}\right)-r_{2} g_{3}\left(z_{\left(n-r_{2}\right)}\right)\right)=0 \tag{5}
\end{equation*}
$$

and

$$
\begin{align*}
& \frac{\partial \ln L}{\partial \sigma}=-\frac{1}{\sigma}\left(n-r_{1}-r_{2}+\sum_{i=r_{1}+1}^{n-r_{2}} z_{(i)} g_{1}\left(z_{(i)}\right)+r_{1} z_{\left(r_{1}+1\right)} g_{2}\left(z_{\left(r_{1}+1\right)}\right)-\right. \\
& \left.r_{2} z_{\left(n-r_{2}\right)} g_{3}\left(z_{\left(n-r_{2}\right)}\right)\right)=0 \tag{6}
\end{align*}
$$

Here,

$$
g_{1}\left(z_{(i)}\right)=\frac{f^{\prime}\left(z_{(i)}\right)}{f\left(z_{(i)}\right)}, g_{2}\left(z_{\left(r_{1}+1\right)}\right)=\frac{f\left(z_{\left(r_{1}+1\right)}\right)}{F\left(z_{\left(r_{1}+1\right)}\right)} \text { and } g_{3}\left(z_{\left(n-r_{2}\right)}\right)=\frac{f\left(z_{\left(n-r_{2}\right)}\right)}{1-F\left(z_{\left(n-r_{2}\right)}\right)} .
$$

It can easily be seen that this system of equations has no analytic solution and so numerical methods should be used. However, using numerical methods may cause to some problems such as non-convergence of iterations, convergence to wrong root, etc. Therefore, MML methodology which obtains explicit estimators of the parameters $\mu$ and $\sigma$ is used by applying the following steps.

Step 1: The nonlinear functions $g_{1}(),. g_{2}($.$) and g_{3}($.$) in Eqs. (5) and (6) are$ linearized employing the Taylor series around $t_{(i)}=E\left(z_{(i)}\right)\left(i=r_{1}+\right.$ $\left.1, \ldots, n-r_{2}\right), \quad t_{1}=E\left(z_{\left(r_{1}+1\right)}\right)$ and $t_{2}=E\left(z_{\left(n-r_{2}\right)}\right)$, respectively. The linearized forms of the $g_{1}(),. g_{2}($.$) and g_{3}($.$) functions are defined as follows$

$$
\begin{align*}
& g_{1}\left(z_{(i)}\right) \cong \alpha_{1 i}-\beta_{1 i} z_{(i)}  \tag{7}\\
& g_{2}\left(z_{\left(r_{1}+1\right)}\right) \cong \alpha_{2}-\beta_{2} z_{\left(r_{1}+1\right)} \tag{8}
\end{align*}
$$

and

$$
\begin{equation*}
g_{3}\left(z_{\left(n-r_{2}\right)}\right) \cong \alpha_{3}+\beta_{3} z_{\left(n-r_{2}\right)} \tag{9}
\end{equation*}
$$

respectively. Here,
$\alpha_{1 i}=\frac{f^{\prime}\left(t_{(i)}\right)}{f\left(t_{(i)}\right)}+\beta_{1 i} t_{(i)}, \quad \beta_{1 i}=-\left(\frac{f^{\prime \prime}\left(t_{(i)}\right) f\left(t_{(i)}\right)-\left(\left(f^{\prime}\left(t_{(i)}\right)\right)\right)^{2}}{\left(f\left(t_{(i)}\right)\right)^{2}}\right), \quad \alpha_{2}=\frac{f\left(t_{1}\right)}{q_{1}}+$ $\beta_{2} t_{1}, \quad \beta_{2}=-\left(\frac{f^{\prime}\left(t_{1}\right)}{q_{1}}-\frac{\left(f\left(t_{1}\right)\right)^{2}}{q_{1}^{2}}\right), \alpha_{3}=\frac{f\left(t_{2}\right)}{q_{2}}-\beta_{3} t_{2}, \quad \beta_{3}=\frac{f^{\prime}\left(t_{2}\right)}{q_{2}}+\frac{\left(f\left(t_{2}\right)\right)^{2}}{q_{2}^{2}}$, $q_{1}=r_{1} /(n+1)$ and $q_{2}=1-r_{2} /(n+1)$.

Note that $t_{(i)}, t_{1}$ and $t_{2}$ cannot be obtained exactly, therefore their approximate values are obtained by solving the following equalities

$$
\int_{0}^{t_{(i)}} f(z) d z=\frac{i}{n+1}\left(i=r_{1}+1, \ldots, n-r_{2}\right), F\left(t_{1}\right)=q_{1} \text { and } F\left(t_{2}\right)=q_{2},
$$

respectively. Here, $f(z)=a b p z^{p-1} \exp \left\{-z^{p}\right\}\left[1-\exp \left\{-z^{p}\right\}\right]^{a-1}\{1-[1-$ $\left.\left.\exp \left\{-z^{p}\right\}\right]^{a}\right\}^{b-1}$ is the standard Kw -Weibull distribution.

Step 2: Modified likelihood equations are obtained as follows by incorporating the equalities in Eqs. (7)-(9) into the Eqs. (5) and (6)

$$
\begin{align*}
& \frac{\partial \ln L^{*}}{\partial \mu}=-\frac{1}{\sigma}\left(\sum_{i=r_{1}+1}^{n-r_{2}}\left(\alpha_{1 i}-\beta_{1 i} z_{(i)}\right)+r_{1}\left(\alpha_{2}-\beta_{2} z_{\left(r_{1}+1\right)}\right)-r_{2}\left(\alpha_{3}+\right.\right. \\
& \left.\left.\beta_{3} z_{\left(n-r_{2}\right)}\right)\right)=0 \tag{10}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{\partial \ln L^{*}}{\partial \sigma}=-\frac{1}{\sigma}\left(\left(n-r_{1}-r_{2}\right)+\sum_{i=r_{1}+1}^{n-r_{2}} z_{(i)}\left(\alpha_{1 i}-\beta_{1 i} z_{(i)}\right)+r_{1} z_{\left(r_{1}+1\right)}\left(\alpha_{2}-\right.\right. \\
& \left.\left.\beta_{2} z_{\left(r_{1}+1\right)}\right)-\quad r_{2} z_{\left(n-r_{2}\right)}\left(\alpha_{3}+\beta_{3} z_{\left(n-r_{2}\right)}\right)\right)=0 \tag{11}
\end{align*}
$$

Step 3: Solutions of the Eqs. in (10) and (11) are called as MML estimators and obtained as follows

$$
\begin{equation*}
\hat{\mu}=K-D \hat{\sigma} \quad \text { and } \quad \hat{\sigma}=\frac{-B+\sqrt{B^{2}+4 A C}}{2 \sqrt{A(A-1)}} \tag{1}
\end{equation*}
$$

Where
$K=\left\{\sum_{i=r_{1}+1}^{n-r_{2}} \beta_{1 i} x_{(i)}+r_{1} \beta_{2} x_{\left(r_{1}+1\right)}+r_{2} \beta_{3} x_{\left(n-r_{2}\right)}\right\} / m, D=$ $\left\{\sum_{i=r_{1}+1}^{n-r_{2}} \alpha_{1 i}+r_{1} \alpha_{2}-r_{2} \alpha_{3}\right\} / m$,
$m=\sum_{i=r_{1}+1}^{n-r_{2}} \beta_{1 i}+r_{1} \beta_{2}+r_{2} \beta_{3}, A=n-r_{1}-r_{2}$,
$B=\sum_{i=r_{1}+1}^{n-r_{2}} \alpha_{1 i}\left(x_{(i)}-K\right)+r_{1} \alpha_{2}\left(x_{\left(r_{1}+1\right)}-K\right)-r_{2} \alpha_{3}\left(x_{\left(n-r_{2}\right)}-K\right)$
and
$C=\sum_{i=r_{1}+1}^{n-r_{2}} \beta_{1 i}\left(x_{(i)}-K\right)^{2}+r_{1} \beta_{2}\left(x_{\left(r_{1}+1\right)}-K\right)^{2}+r_{2} \beta_{3}\left(x_{\left(n-r_{2}\right)}-K\right)^{2}$.
MML estimators of the parameters $\mu$ and $\sigma$ are asymptotically equivalent to the corresponding ML estimators. Hence, they are asymptotically unbiased and efficient. They are also known to be robust against to the outliers in the direction(s) of the long tail(s). It is obvious that if $r_{1}=r_{2}=0$, then $\hat{\mu}$ and $\hat{\sigma}$ in (12) reduce to the MML estimators of $\mu$ and $\sigma$ for the complete samples, see Ergenç et al. (2022) in the context of complete samples.

## 3 MONTE CARLO SIMULATION

In this section, MSE's of the ML and MML estimators of the unknown parameters are compared under different sample sizes, shape parameters and number of censored observations using Monte-Carlo simulation. MSE values in Tables 1 and 2 are calculated using the following formula

$$
\operatorname{MSE}(\hat{\theta})=\operatorname{Var}(\hat{\theta})+\operatorname{Bias}^{2}(\hat{\theta})
$$

where $\hat{\theta}$ represents the estimator of the parameter $\theta$.
Note that without loss of generality the values of $\mu$ and $\sigma$ are taken to be 0 and 1 , respectively. The true shape parameter values, sample sizes and number of censored observations used in the simulation study are reported as follows:

| Simulation setup |  |  |  |
| :---: | :---: | :---: | :---: |
|  | $(a, b)$ | $n$ | $\left(r_{1}, r_{2}\right)$ |
| $p=1.5$ | $(1,1)$ | 10 | $\begin{aligned} & (0,1) \\ & (0,2) \end{aligned}$ |
|  |  | 20 |  |
|  |  | 50 |  |
|  | $(2,2)$ | 10 |  |
|  | $(6,3.5)$ | 20 | $(1,2)$ |
|  | $(50,3.5)$ | 50 |  |
| $p=3$ | $(1,1)$ |  | $(1,1)$$(2,2)$ |
|  | $(2,2)$ | 20 |  |
|  | $(6,3.5)$ | 50 |  |
|  | $(50,3.5)$ | 50 |  |

Random number generation: Random numbers are generated from the KwWeibull distribution via inverse transformation method. In other words, first uniform random variate from $U(0,1)$ is generated and then it is equated to the inverse of the cdf of the Kw-Weibull distribution as follows

$$
\begin{equation*}
X=\left(-\log \left[1-\left(1-[1-U]^{1 / b}\right)^{1 / a}\right]\right)^{1 / p} \sigma+\mu \tag{13}
\end{equation*}
$$

Since $\mu$ and $\sigma$ are taken to be 0 and 1 , respectively, as said earlier Eq. (13) reduces to

$$
X=\left(-\log \left[1-\left(1-[1-U]^{1 / b}\right)^{1 / a}\right]\right)^{1 / p} .
$$

Note that ML equations have no explicit solutions as mentioned before. Therefore, BFGS (Broyden-Fletcher-Goldfarb-Shanno) maximization method in the R Statistical Software (v4.1.2; R Core Team 2021) is used to solve them.

The simulation results presenting mean, variance and MSE values of the MML and ML estimators of the parameters $\mu$ and $\sigma$ are based on 10,000 random samples, see Tables 1 and 2.
Table 1. Simulated mean, variance and MSE values for the location and scale parameters $\mu$ and $\sigma ; p=1.5$.

|  |  | MML |  |  |  |  |  | ML |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Mean | Variance | MSE | Mean | Variance | MSE | Mean | Variance | MSE | Mean | Variance | MSE |
| $n$ | $\left(r_{1}, r_{2}\right)$ |  | $\hat{\mu}$ |  |  | $\hat{\sigma}$ |  |  | $\hat{\mu}$ |  |  | $\hat{\sigma}$ |  |
| $(a, b)=(1,1)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 10 | $(0,1)$ | 0.1730 | 0.0174 | 0.0473 | 0.8825 | 0.0581 | 0.0719 | 0.1139 | 0.0187 | 0.0317 | 0.8766 | 0.0562 | 0.0714 |
|  | $(0,2)$ | 0.1736 | 0.0177 | 0.0478 | 0.8651 | 0.0670 | 0.0852 | 0.1148 | 0.0193 | 0.0325 | 0.8596 | 0.0648 | 0.0845 |
| 20 | $(0,1)$ | 0.1028 | 0.0068 | 0.0174 | 0.9280 | 0.0268 | 0.0320 | 0.0632 | 0.0072 | 0.0112 | 0.9334 | 0.0266 | 0.0310 |
|  | $(0,2)$ | 0.1019 | 0.0068 | 0.0172 | 0.9240 | 0.0285 | 0.0343 | 0.0621 | 0.0071 | 0.0109 | 0.9307 | 0.0283 | 0.0331 |
| 50 | $(0,1)$ | 0.0517 | 0.0020 | 0.0046 | 0.9631 | 0.0106 | 0.0119 | 0.0300 | 0.0020 | 0.0029 | 0.9702 | 0.0105 | 0.0114 |
|  | $(0,2)$ | 0.0512 | 0.0019 | 0.0045 | 0.9623 | 0.0105 | 0.0119 | 0.0295 | 0.0019 | 0.0028 | 0.9700 | 0.0105 | 0.0114 |
| $(a, b)=(2,2)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 10 | $(1,1)$ | 0.0713 | 0.0492 | 0.0543 | 0.9466 | 0.0769 | 0.0798 | 0.1034 | 0.0459 | 0.0566 | 0.8862 | 0.0674 | 0.0804 |
|  | $(1,2)$ | 0.0757 | 0.0527 | 0.0584 | 0.9372 | 0.0883 | 0.0922 | 0.1121 | 0.0484 | 0.0610 | 0.8703 | 0.0761 | 0.0930 |
| 20 | $(1,1)$ | 0.0364 | 0.0191 | 0.0204 | 0.9754 | 0.0311 | 0.0317 | 0.0461 | 0.0187 | 0.0208 | 0.9497 | 0.0294 | 0.0320 |
|  | $(1,2)$ | 0.0393 | 0.0195 | 0.0211 | 0.9696 | 0.0331 | 0.0340 | 0.0495 | 0.0191 | 0.0215 | 0.9433 | 0.0313 | 0.0345 |
| 50 | $(1,1)$ | 0.0170 | 0.0062 | 0.0065 | 0.9893 | 0.0105 | 0.0106 | 0.0174 | 0.0062 | 0.0065 | 0.9813 | 0.0103 | 0.0107 |
|  | $(1,2)$ | 0.0192 | 0.0063 | 0.0067 | 0.9866 | 0.0108 | 0.0110 | 0.0196 | 0.0063 | 0.0067 | 0.9788 | 0.0106 | 0.0111 |
| $(a, b)=(6,3.5)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 10 | $(1,1)$ | 0.0614 | 0.1169 | 0.1207 | 0.9580 | 0.0750 | 0.0768 | 0.1322 | 0.1041 | 0.1215 | 0.8962 | 0.0657 | 0.0764 |
|  | $(1,2)$ | 0.0726 | 0.1358 | 0.1410 | 0.9460 | 0.0908 | 0.0937 | 0.1510 | 0.1187 | 0.1415 | 0.8772 | 0.0781 | 0.0932 |
| 20 | $(1,1)$ | 0.0273 | 0.0477 | 0.0484 | 0.9816 | 0.0309 | 0.0313 | 0.0575 | 0.0454 | 0.0487 | 0.9541 | 0.0292 | 0.0313 |
|  | $(1,2)$ | 0.0305 | 0.0506 | 0.0515 | 0.9792 | 0.0335 | 0.0339 | 0.0617 | 0.0481 | 0.0519 | 0.9510 | 0.0316 | 0.0340 |
| 50 | $(1,1)$ | 0.0125 | 0.0163 | 0.0165 | 0.9923 | 0.0107 | 0.0108 | 0.0228 | 0.0160 | 0.0166 | 0.9824 | 0.0105 | 0.0108 |
|  | $(1,2)$ | 0.0127 | 0.0164 | 0.0166 | 0.9909 | 0.0109 | 0.0110 | 0.0230 | 0.0162 | 0.0167 | 0.9811 | 0.0107 | 0.0110 |


| $(a, b)=(50,3.5)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: |
| 10 | $(1,1)$ | 0.0957 | 0.3869 | 0.3961 | 0.9602 | 0.0776 | 0.0791 | 0.2340 | 0.3391 | 0.3938 | 0.8969 | 0.0677 | 0.0783 |  |  |  |
|  | $(1,2)$ | 0.1307 | 0.4424 | 0.4595 | 0.9435 | 0.0902 | 0.0934 | 0.2827 | 0.3809 | 0.4608 | 0.8738 | 0.0774 | 0.0933 |  |  |  |
| 20 | $(1,1)$ | 0.0379 | 0.1592 | 0.1607 | 0.9845 | 0.0320 | 0.0323 | 0.1001 | 0.1504 | 0.1604 | 0.9557 | 0.0302 | 0.0321 |  |  |  |
|  | $(1,2)$ | 0.0477 | 0.1661 | 0.1684 | 0.9803 | 0.0335 | 0.0339 | 0.1113 | 0.1567 | 0.1691 | 0.9509 | 0.0315 | 0.0340 |  |  |  |
| 50 | $(1,1)$ | 0.0119 | 0.0570 | 0.0572 | 0.9951 | 0.0114 | 0.0114 | 0.0353 | 0.0559 | 0.0571 | 0.9841 | 0.0112 | 0.0114 |  |  |  |
|  | $(1,2)$ | 0.0160 | 0.0570 | 0.0573 | 0.9936 | 0.0115 | 0.0116 | 0.0391 | 0.0559 | 0.0574 | 0.9828 | 0.0113 | 0.0116 |  |  |  |

Table 2. Simulated mean, variance and MSE values for the location and scale parameters $\mu$ and $\sigma ; p=3.0$.

|  |  | MML |  |  | ML |  |  | MML |  |  | ML |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Mean | Variance | MSE | Mean | Variance | MSE | Mean | Variance | MSE | Mean | Variance | MSE |
| $n$ | $\left(r_{1}, r_{2}\right)$ |  | $\hat{\mu}$ |  | $\hat{\sigma}$ |  |  | $\hat{\mu}$ |  |  | $\hat{\sigma}$ |  |  |
| $(a, b)=(1,1)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 10 | $(1,1)$ | 0.0621 | 0.0594 | 0.0632 | 0.9361 | 0.0673 | 0.0714 | 0.1068 | 0.0541 | 0.0655 | 0.8813 | 0.0596 | 0.0737 |
|  | $(2,2)$ | 0.0794 | 0.0917 | 0.0980 | 0.9153 | 0.1056 | 0.1128 | 0.1459 | 0.0790 | 0.1003 | 0.8378 | 0.0885 | 0.1148 |
| 20 | $(1,1)$ | 0.0337 | 0.0239 | 0.0250 | 0.9673 | 0.0265 | 0.0275 | 0.0498 | 0.0231 | 0.0256 | 0.9456 | 0.0253 | 0.0282 |
|  | $(2,2)$ | 0.0304 | 0.0296 | 0.0305 | 0.9695 | 0.0326 | 0.0335 | 0.0532 | 0.0283 | 0.0311 | 0.9417 | 0.0308 | 0.0342 |
| 50 | $(1,1)$ | 0.0168 | 0.0080 | 0.0083 | 0.9853 | 0.0089 | 0.0091 | 0.0196 | 0.0079 | 0.0083 | 0.9798 | 0.0088 | 0.0092 |
|  | $(2,2)$ | 0.0125 | 0.0088 | 0.0090 | 0.9894 | 0.0097 | 0.0098 | 0.0180 | 0.0087 | 0.0090 | 0.9814 | 0.0095 | 0.0098 |
| $(a, b)=(2,2)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 10 | $(1,1)$ | 0.0514 | 0.0677 | 0.0704 | 0.9460 | 0.0744 | 0.0773 | 0.1057 | 0.0601 | 0.0713 | 0.8866 | 0.0653 | 0.0782 |
|  | $(2,2)$ | 0.0710 | 0.0969 | 0.1020 | 0.9230 | 0.1089 | 0.1148 | 0.1442 | 0.0818 | 0.1026 | 0.8434 | 0.0909 | 0.1154 |
| 20 | $(1,1)$ | 0.0215 | 0.0275 | 0.0280 | 0.9774 | 0.0300 | 0.0305 | 0.0448 | 0.0262 | 0.0282 | 0.9516 | 0.0284 | 0.0308 |
|  | $(2,2)$ | 0.0209 | 0.0325 | 0.0329 | 0.9777 | 0.0358 | 0.0363 | 0.0484 | 0.0307 | 0.0330 | 0.9476 | 0.0336 | 0.0363 |
| 50 | $(1,1)$ | 0.0076 | 0.0096 | 0.0096 | 0.9922 | 0.0104 | 0.0104 | 0.0154 | 0.0094 | 0.0097 | 0.9833 | 0.0102 | 0.0105 |
|  | $(2,2)$ | 0.0069 | 0.0103 | 0.0103 | 0.9934 | 0.0112 | 0.0112 | 0.0159 | 0.0101 | 0.0103 | 0.9834 | 0.0109 | 0.0112 |
| $(a, b)=(6,3.5)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 10 | $(1,1)$ | 0.0437 | 0.0997 | 0.1016 | 0.9600 | 0.0773 | 0.0789 | 0.1140 | 0.0874 | 0.1004 | 0.8975 | 0.0676 | 0.0781 |
|  | $(2,2)$ | 0.0720 | 0.1414 | 0.1466 | 0.9354 | 0.1114 | 0.1156 | 0.1635 | 0.1181 | 0.1449 | 0.8539 | 0.0928 | 0.1142 |
| 20 | $(1,1)$ | 0.0158 | 0.0401 | 0.0403 | 0.9857 | 0.0310 | 0.0312 | 0.0475 | 0.0379 | 0.0401 | 0.9574 | 0.0293 | 0.0311 |
|  | $(2,2)$ | 0.0240 | 0.0472 | 0.0478 | 0.9776 | 0.0367 | 0.0372 | 0.0591 | 0.0443 | 0.0478 | 0.9463 | 0.0344 | 0.0373 |
| 50 | $(1,1)$ | 0.0052 | 0.0140 | 0.0140 | 0.9954 | 0.0109 | 0.0109 | 0.0172 | 0.0137 | 0.0140 | 0.9848 | 0.0106 | 0.0109 |
|  | $(2,2)$ | 0.0066 | 0.0154 | 0.0155 | 0.9940 | 0.0120 | 0.0120 | 0.0190 | 0.0151 | 0.0155 | 0.9829 | 0.0117 | 0.0120 |
| $(a, b)=(50,3.5)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 10 | $(1,1)$ | 0.0597 | 0.1770 | 0.1805 | 0.9607 | 0.0786 | 0.0801 | 0.1537 | 0.1547 | 0.1783 | 0.8978 | 0.0686 | 0.0791 |
|  | $(2,2)$ | 0.0986 | 0.2525 | 0.2622 | 0.9345 | 0.1121 | 0.1164 | 0.2207 | 0.2105 | 0.2592 | 0.8529 | 0.0934 | 0.1150 |
| 20 | $(1,1)$ | 0.0225 | 0.0707 | 0.0712 | 0.9855 | 0.0314 | 0.0316 | 0.0653 | 0.0666 | 0.0709 | 0.9568 | 0.0296 | 0.0315 |
|  | $(2,2)$ | 0.0288 | 0.0818 | 0.0827 | 0.9812 | 0.0363 | 0.0366 | 0.0760 | 0.0767 | 0.0825 | 0.9496 | 0.0340 | 0.0365 |
| 50 | $(1,1)$ | 0.0102 | 0.0252 | 0.0253 | 0.9933 | 0.0112 | 0.0113 | 0.0264 | 0.0247 | 0.0254 | 0.9824 | 0.0110 | 0.0113 |
|  | $(2,2)$ | 0.0094 | 0.0269 | 0.0269 | 0.9939 | 0.0119 | 0.0120 | 0.0261 | 0.0263 | 0.0269 | 0.9826 | 0.0117 | 0.0120 |

According to the Tables 1 and 2, simulation results are summarized as follows.
According to Bias: MML estimators have smaller bias than the corresponding ML estimators for all values of the shape parameters $a, b, p$ and sample sizes except for $(a, b, p)=(1,1,1.5)$ and $n=20$ and 50. However, ML estimator of $\mu$ has better performance than MML estimator in terms of bias criterion when $(a, b, p)=(1,1,1.5)$ and $n=10$.

According to MSE: Except for the case of $(a, b, p)=(1,1,1.5)$, MML and ML estimators show similar performances in terms of MSE criteria. For $(a, b, p)=$ $(1,1,1.5)$, ML estimators (especially for $\hat{\mu}$ ) are superior to the corresponding MML estimators.

Also note that bias and MSE values of the MML and ML estimators decrease rapidly with increasing sample size as expected.

## 4 APPLICATION

In this section, simulated data set $n=20$ is used to show the implementation of the theoretical results. Random sample of size $n=18$ is generated from the Kw -Weibull $(2,2,3,1,0)$ distribution. The remaining two observations are generated from the Kw -Weibull( $2,2,3,3,0$ ) and Kw-Weibull(2,2,3,0.1,0) distributions to create outliers defined as the observations lying far away from the bulk of the data. The data set is ordered in ascending way, see Table 3 given below.

Table 3. The simulated data set; $n=20$.

| 0.0820564 | 0.5401349 | 0.5480824 | 0.6392717 |
| :--- | :--- | :--- | :--- |
| 0.7668069 | 0.7949512 | 0.8687057 | 0.8939567 |
| 0.8958074 | 0.9359419 | 0.9490846 | 0.9611112 |
| 1.0231863 | 1.0989476 | 1.1856698 | 1.1966247 |
| 1.2057479 | 1.2674934 | 1.3021582 | 2.4616920 |

Kw-Weibull quantile-quantile ( $\mathrm{Q}-\mathrm{Q}$ ) plot of the simulated data is given in Figure 2.


Figure 2. Kw-Weibull Q-Q plot of the simulated data.
It can be seen from Figure 2 that the largest and smallest observations (i. e., 2.4616920 and 0.0820564 , respectively) deviate from the straight line as expected. Therefore, they are censored by taking $r_{1}=r_{2}=1$ and the MML and ML estimates are obtained as follows:

| MML |  | ML |  |
| :---: | :---: | :---: | :---: |
| $\hat{\mu}$ | $\hat{\sigma}$ | $\hat{\mu}$ | $\hat{\sigma}$ |
| -0.201 | 1.247 | -0.171 | 1.214 |
| $(0.610)$ | $(0.716)$ | $(0.597)$ | $(0.701)$ |

*The bootstrap standard errors of the estimates are given in parenthesis.
Although, the standard errors of the MML and ML estimates of the parameters $\mu$ and $\sigma$ are close to each other, standard errors of the ML estimates are just a little bit smaller than those of the MML estimates as expected. These results are in agreement with the simulation results given in Table 2.
It should be noted that the values of $A, B, C, D, K, m$ in Eq. (12) are obtained as follows in calculating the MML estimates.
$A=18, \quad B=-1.177179, \quad C=25.01047, \quad D=0.9158486, \quad K=$ 0.9408173 and $m=400.3191$.

## 5 CONCLUDING REMARKS

In this paper, we derive the MML estimators of the unknown parameters of the Kw-Weibull distribution based on doubly Type II censored data. Efficiencies of these estimators are compared with the corresponding ML estimators via Monte Carlo simulation using R Statistical Software (v4.1.2; R Core Team 2021) in terms of MSE criterion. Monte-Carlo simulation results indicate that ML and MML estimators show similar performances except for the case of $(a, b, p)=(1,1,1.5)$. ML estimators show improved performance than MML estimators in the mentioned case. It should also be noted that estimating the parameters of the Kw-Weibull distribution under doubly Type II censoring using the MML method overcomes the drawbacks of the iterative methods. Therefore, it can comfortably be used as an alternative to the iterative ML method.
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