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1. Giris

Yapay sinir ag1 (YSA), makine d6grenimi (ML) ve yapay zekanin (Al) kilit
teknigi oldugu yaygin olarak iddia edilmektedir [1,2]. Fonksiyon yaklagtirma
[3,4], ozellik se¢imi [5,6], Oriintii tanima [7-11] ve daha karmasik gérevlerde
[12,13] basariyla kullanilmistir. Tipik olarak gradyan tabanli 6grenme
algoritmasi ile gergeklestirilen ileri beslemeli YSA, dogrusal veya dogrusal
olmayan eslemeler iizerindeki evrensel yaklagtirma yetenegi nedeniyle
gelecek vadeden bir teknoloji haline gelmistir [14-17]. Yine de, geri yayilim
(BP) algoritmast gibi gradyan tabanli 6grenme yontemleri, binlerce
iterasyonla gradyan bilgisinin hesaplanmasi nedeniyle ¢ok zaman alicidir ve
genellikle yerel optimuma yakinsama sorunu yasarlar [18-20].

Geleneksel gradyan tabanli 6grenme algoritmalarini gelistirmek icin, agin
yerel optimuma takilmasini 6nlemek amaciyla gradyan yonelimindeki keskin
degisimi yumusatabilen momentum faktorii tanitilmistir [21]. Ayrica, BP
algoritmasindan daha iyi genelleme performansi ile daha hizli yakinsayan
eslenik gradyan algoritmast [22], Newton yontemi [23], stokastik gradyan
inisi (SGD) [24] ve uyarlanabilir moment tahmini (Adam) [25] de ileri
beslemeli YSA'da kullanilmistir. Ancak, insan sezgisiyle yorumlanamadigi
icin yukaridaki yontemlerde sinir ag1 "kara kutu" olarak gortilmektedir [26].
Bu nedenle, temel olarak iki alt modelden olusan genellestirilmis kisitli bir
sinir ag1 (GCNN) modeli gelistirilmistir [26]. Biri, hedef fonksiyonun
bilinmeyen kismina yaklagmak i¢in standart sinir ag1 teknigi ile olusturulur.
Digeri ise tim modele genellestirilmis kisitlamalar uygulamak icin kismen
bilinen iligkilerden olusturulur [27-32]. Ek olarak, GCNN caligmalari, 6n
bilgiyi sinir aglarinin tasarimina dahil etmek [33-35] ve sinir aglarina gomiilii
bilgiyi ¢ikarmak olmak {izere iki tiir stratejiye ayrilmustir. Onceki
deneyimlerden veya verilerden elde edilen 6n bilgiyi dayatmak, agin imkansiz
tahminler yapmasini engelleyebilir ve genelleme performansini artirabilir [36-
38]. Dahast, baglam bilgisi problem alanindan temsil bi¢imine kadar heterojen
oldugundan, 6n bilgiyi ileri beslemeli YSA'ya gdmmek zor bir gorevdir [26].

Ayrica, gradyan tabanli grenme yontemlerinin ve varyantlarinin egitim
stirecini hizlandirmak i¢in rastgele tek gizli katmanli ileri beslemeli sinir ag1
(RSLFN) gelistirilmistir. Bir RSLFN sinifi olarak, tek gizli katmanh ileri
beslemeli sinir agini1 (SLFN) egitmek icin rastgele vektor fonksiyonel baglanti
aglart (RVFL), [39]'da onerilmistir. RVFL'de, orijinal girdiler ilk olarak
gelistirme diigtimleri tarafindan dogrusal olmayan gizli ¢iktilara doniistiiriiliir
ve daha sonra tim gizli ¢iktilar ve orijinal girdiler birlestirilerek ¢ikti
noronlarina beslenir (bkz. Sekil 1a) [40]. Bir RVFL, girdi agirliklarinin
onceden bagimsiz olarak segilen rastgele degerlerle sinirlandirildigi yari
rastgele bir SLFN uygulamasi olarak kabul edilebilir. Kalan parametreler
yalnizca eslenik BP ile ayarlanan uyarlanabilir parametreler olarak segilir
[41,42]. Boylece RVFL basit ve hizli bir 6grenme siirecine sahiptir ve sinirh
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iterasyonlarda optimal ¢dzlime yakinsamasi garanti edilir [43-45]. Ek olarak,
Schmidt ve ark. [46] rastgele agirliklara sahip bir SLFN modeli (RWSLFN)
onermistir. Herhangi bir RWSLFN ig¢in, girdi agirliklar1 ve gizli dnyargilar
(bias) [-1,1] araligindaki tekdiize bir dagilimdan rastgele iretilir ve ¢ikti
agirliklart iteratif 6grenme kurali kullanilarak belirlenir [46]. Ogrenme kurali,
RWSLFN'in yapist sabitlendiginde yalnizca gizli katman ile ¢ikti katmani
arasindaki agirliklarin 6grenilmesi gerektigi gergcegine yol acar. Ayrica,
RWSLFN'in girdiler ve ¢iktilar arasinda dogrudan baglantilart yoktur (bkz.
Sekil 1b), bu da RVFL'in yapisini basitlestirir ve hesaplama maliyetini diisiiriir
[47].

ML'deki bir¢ok optimizasyon problemi, kapali formda sunulabilen iteratif
olmayan yaklagimlarla ele alinabilir. Iteratif yontemlerle karsilastirildiginda,
iteratif olmayan yaklasimlar hesaplama maliyetini nemli 6lciide azaltir ancak
yine de tatmin edici sonuglara sahiptir [48,49]. Bu nedenle, gelencksel
gradyan tabanlit YSA ve iteratif RSLFN'in kusurlari1 agmak icin iteratif
olmayan 6grenme yontemine sahip RSLFN o6nerilmistir. Iteratif olmayan
O0grenme yontemine sahip RSLFN'in ¢iktt agirliklar1 Moore-Penrose
genellestirilmis tersi yoluyla elde edilebilirken, girdi agirliklart ve gizli
onyargilar baslangicta rastgele baslatilir [50]. Iteratif olmayan RSLFN genel
uygulanabilirlige ve olumlu performansa sahip oldugundan, metin analizi
[51], gorinti siiflandirma [52] ve dogal dil isleme [53] gibi
uygulamalarindaki artis hem akademide hem de endiistride biiyiik ilgi
gormustur.

Meta-sezgisel algoritma normalde iteratif iiretim siireci yoluyla yeterince iyi
bir ¢oziime yakinsar [54,55]. Meta-sezgisel yaklasimlarin anahtarlari arama
uzaymi kesfetmek (exploration) ve somiirmektir (exploitation). Evrimsel
algoritmalar ve siirii zekas1 yontemlerini igeren en popiiler meta-sezgiseller,
YSA'y1 optimize etmek i¢in basariyla uygulanmistir [56-58]. Bunlar
genellikle YSA parametrelerini bir optimizasyon modeline formiile eder ve
ardindan daha iyi bir YSA olusturan ideale yakin bir ¢dziim saglama
egilimindedir [59-62]. Bu konulardaki son incelemeler [63-65]'te goriilebilir.
Meta-sezgisel algoritmalar, optimal parametreleri, en kompakt ag mimarisini
vb. arayarak RSLFN'in eksikliklerinin {istesinden gelmek i¢in de mevcuttur.

2. On Bilgiler

Bu bolim ilk olarak RSLFN'in temel 6grenme kurallarini, 6zellikle
basitlestirilmis bir versiyon olarak kabul edilen iteratif olmayan RSLFN'i
tanitmaktadir. Ardindan, genetik algoritma (GA) [66], diferansiyel gelisim
(DE) [67] ve pargacik siirii optimizasyonu (PSO) [68] dahil olmak iizere en
yaygin kullanilan meta-sezgisel yaklagimlar verilmektedir. Son olarak, ¢cok
amagli optimizasyon ve Pareto optimalligi kisaca agiklanmaktadir.
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2.1. iteratif olmayan 6grenme ile RSLFN

N adet keyfi farkli 6rnek (X;, t;) icin, burada x; = [x;1, X2, ..., Xin]" € R"
vet; = [ti, tiz)..., tim]® € R™ dir. N gizli néronlu ve aktivasyon fonksiyonu
g(+) olan standart bir SLFN, bu N 6rnege sifir hata ile yaklasabilir, bu su
anlama gelir:

TN B g (x) = XN, Big(w; - x;+bj) =t, i=12....N. (1

Burada B; = [Bj1,Bj2,---,Bjm]", tim ¢ikti ndronlarmi ve j. gizli néronu
baglayan gikt1 agirlik vektoriidiir, w; = [Wiq, Wiz, ..., Win]T, j. gizli néronu ve
tiim girdi ndéronlarini baglayan girdi agirlik vektoriidiir ve b;, j. gizli néronun
onyargi (bias) terimidir.

Esitlik (1) su sekilde de yazilabilir:
HE =T 2)
Burada,

HWy, oo, Wi, by, oo, b, X1, o, Xy) = [g(wj cx; + bf)](zvx(ﬁ))

.l.
Ba
B = [ : ]Nxm veT
Bx
Output
(m)
direct
Random
Hidden i
(N) (N) P\ X NS
i ‘v\‘ \‘.\(’(‘x' “random
,' / ',f K welghts
Input (n) Input (n) O O O
(a) RVFL (b) RWSLFN

Sekil 1: RVFL ve RWSLFN mimarileri

Gizli katman ile ¢iktt katmanini baglayan agirliklarin § en kiiglik kareler
¢oOziimii, agagidaki gibi yaklagim hatasini en aza indirerek ¢oziilebilir.

ming||HB —T|| 3)
Rastgele girdi agirliklar1 ve gizli dnyargilara sahip RSLFN, dogrusal bir

sistem olarak kabul edilir ve en kii¢iik norma sahip ¢ikt1 agirligi analitik olarak
su sekilde belirlenir:
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B =H'T (4)

Burada H' = (HTH)™'HT, H matrisinin Moore-Penrose genellestirilmis
tersidir [50]. Daha iyi kararlilik ve genelleme performansi igin, maliyet
fonksiyonu Esitlik (3)'te siklikla ridge regresyonu olarak da adlandirilan [,
diizenlilestirmesi (regularization) kullanilir.

ming||Bll" + CIIHB =TIy’ )

Buradaoy > 0,0, > 0,u,v =0,1/2,1,2,...,40c0, C > 0, iki hedef arasindaki
dengeyi kontrol eden bir parametredir. Ortogonal projeksiyon yontemleri,
iteratif yontemler ve tekil deger ayrisimi (SVD) dahil ancak bunlarla sinirh
olmamak iizere ¢ikti agirliklar1 B'y1 hesaplamak igin ¢ok sayida verimli
yontem kullanilabilir. 0 =0, = pu=v =2 ile verimli bir kapali form
¢cOzliimii asagidaki gibi gosterilmistir.

HT(Z+HHN)'T if N<N
g = - (6)
G+HTH)THTT if N>N

Verilen yeni bir x 6rnegi ile RSLFN'in karsilik gelen ¢ikt1 fonksiyonu
sOyledir:

gEOHT(+HHN)'T if N<N

f(x) = (7

9@ (G +HTH)™ H'T if N>N
2.2. Meta-sezgisel algoritma

2.2.1. Genetik algoritma

GA, biiyiik bir evrimsel algoritma sinifina ait stokastik bir arama teknigidir.
GA'da, potansiyel ¢oziimlerden olusan bir popiilasyon, dogal secilimi simiile
ederek siirli nesiller boyunca daha iyi popiilasyona dogru evrilir [69,70].
Temel operatorler, hepsi doga evriminden esinlenen mutasyon, ¢caprazlama ve
secimi kapsar. Bir poptilasyondaki bireyler birbirleriyle rekabet eder ve bilgi
aligveriginde bulunur. Yeni bireyler ve eski bireyler uygunluk fonksiyonu ile
degerlendirilir ve listiin olanlarin bir sonraki nesil i¢in hayatta kalmasina izin
verilir.

2.2.2. Diferansiyel gelisim

Diferansiyel gelisim, Storn ve Price [71] tarafindan Onerilen giiglii bir
stokastik arama teknigidir. DE, GA tarafindan kullanilanlara benzer
hesaplama adimlariyla ¢alisir. DE'nin temel adimlari su sekilde tanimlanabilir
[67]:

Her G neslindeki popiilasyonun i. D boyutlu vektorii;

Xig = (xl,i.G,lei.G, ...,xD,l-,G), i = 1,2,...,NP olarak gosterilsin.
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Mutasyon: Her hedef vektor X; ; i¢in, asagidakine gore bir mutant vektor
iretilir:

Vige1r =X +F - (sz.(; - Xrg,(;) 3

Burada ry, 15, 13 [1, NP] araligindan rastgele ve karsilikli olarak hari¢ tutulan
indekslerdir ve F € [0,2]'dir. Sabit faktor F, diferansiyel degisimin (sz,a —
Xr3'G) giiclendirilmesini kontrol etmek i¢in kullanilir.

Caprazlama: Deneme vektorii U; 41 = (ullilcﬂ, Ui G+1r s uD,i,G+1)
asagidaki sekilde olusturulur:

_ (vjig+r if rand;[0,1] < Cr 9
YiGH = \x 6 otherwise ©)
Veya
j =jrand (10)

Burada rand;;[0,1], tekdiize dagilimh bir rastgele saymin j.
degerlendirmesidir, jrqng € [1,D], U;g41'in Vig4q'den en az bir bilesen
almasini saglayan rastgele secilmis bir indekstir, Cr kullanici tarafindan
belirlenen [0,1] araligindaki ¢aprazlama sabitidir.

Se¢im: Eger vektor U; 41, X; ¢'den daha iyiyse, o zaman X; 611, U; 641
olarak ayarlanir. Aksi takdirde, eski deger X; ¢, X; g4+, olarak tutulur.

x = 1Uies if f(Uig+1) < f(Xig)
PO T\ X6 otherwise

(1n

2.2.3. ParcaciKk siirii optimizasyonu

Parcacik siirli optimizasyonu, Eberhart ve Kennedy [72,73] tarafindan
Onerilen popiilasyon tabanli bir stokastik kiiresel optimizasyon ydntemidir.
PSO ve varyantlari, arama uzay1 D iizerinde ¢ok sayida pargacigi baglatarak
calisir. Coklu iterasyonlar sirasinda kiiresel optimumu (PSO'da kiiresel en iyi
konum olarak anilir) bulmak igin, i. pargactk momentum vektorii v; =
Vi1, Vi1, -, Vip), en iyi konum Py, = (p;1, Pi1, ---» Pip) Ve popiilasyonun en
iyi konumu B = (pgl, Pg1, Pg D)‘ye gore belirli bir hizla ugar. i. pargacigin
meveut konumu X; = (xq, X1, ..., X;p) olarak ifade edilir. Temel PSO
asagidaki gibi gosterilebilir [73]:

Vig(t +1) = vq(t) + ¢y Xrand( ) X [pig(t) — x;q(O)] + c; X
rand( ) X [pga(t) — x;q(0)] (12)

Xig(t+1) =x;4() + vyt +1)1<i<NP1<d<D (13)
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p,, = {Xi if fXi) < f(Pyp) (14)

P;, otherwise

(X if f&XD) < £F(R)
Fy _{Pg otherwise ’ (15)

Burada c¢; ve ¢, iki pozitif hizlanma sabitidir, rand () (0,1) araliginda
rastgele bir sayidir.

2.3. Cok amach optimizasyon

Genel bir ¢ok amagli optimizasyon problemi su sekilde ifade edilir:min

F(x) = (f1(2), f2(%), e, fn () Ts.t. x € Q(16)Burada x = [xq, X5, ..., X, ]T
karar degiskenleri vektoriidiir, Q@ € R™ uygun bolgedir ve F, m adet amag
fonksiyonundan olusur.

Baslatma

Parametre Kesfi

Parametre Degerlendirmesi

Durdurma kriteri
saglandi mi?

Sonug Dogrulama

Sekil 2: Meta-sezgisel ile optimize edilmis gelistirilmis RSLFN'in genel
gergevesi

Ozellikle, hi¢bir uygun ¢dziimiin tiim hedefleri en aza indiremedigi durum
nedeniyle bu hedefler birbirleriyle ¢elisebilir. x4, x5 € ) olmak iizere iki
karar vektori diisiiniildiigiinde, x4 vektorii xg'ye (x4 < xp) ancak ve ancak
su durumlarda baskin gelir (dominate) [74]:

Vi=1.2,...mfi(x)) < filxp) ATj =1,2,...,m. fj(x4) < fj(xp) (17)

Dahasi, Pareto optimalligi dahil edilir ve bir x* ¢6ziimi, Esitlik (16) igin
ancak ve ancak su durumda Pareto optimal vektor (baskin olmayan ¢6ziim)
olarak kabul edilir:

0" 2 {x* € Q-3x € O, x < x7} (18)
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Boylece, tiim Pareto optimal vektdrlerinden olusan Pareto cephesi su sekilde
tanimlanir:

@:F* 2 {F(x*) = (fi(x"), fo(x), o, frn )T |x™ € F*} (19)
3. Meta-sezgisellerle optimize edilmis gelistirilmis RSLFN'ler

RSLFN, geleneksel SLFN'lere kiyasla daha hizli 6grenme hizina ve daha iyi
genelleme performansina sahiptir, ancak tahmin yetenegi rastgele iiretilen
girdi agirliklart ve gizli néronlarin sayisiyla yakindan iliskilidir. Sekil 2, meta-
sezgisele dayali gelistirilmis RSLFN'in genel ¢ercevesini gostermektedir.

3.1. Girdi agirhklarimn ve gizli 6nyargilarin optimizasyonu

Meta-sezgisel algoritmaya sahip RSLFN, yiiksek olasilikla optimal olmayan
gizli diigtimlerden kacinmak ic¢in girdi agirliklarmmi ve gizli onyargilar
aramaya odaklanir. RSLFN'in girdi agirliklar1 ve gizli dnyargilar1 dncelikle
bir birey olarak D boyutlu bir vektore kodlanir, burada D toplam girdi agirlig
ve gizli Onyargi sayisidir. Optimizasyon siirecinde, ¢ok sayida birey igeren
poplilasyon meta-sezgisel operatorlerle evrilir ve MP genellestirilmis tersi ile
RSLFN'ler olusturmak i¢in kullanilir. Her bireyin uygunlugu genellikle egitim
veya dogrulama setindeki tahmin dogrulugu ile degerlendirilir. Gelistirilmig
RSLFN sonunda meta-sezgisel algoritma tarafindan bulunan optimal girdi
agirliklar ve gizli onyargilar ile olusturulur ve genellikle en yiiksek tahmin
yetenegine sahiptir.

3.1.1. Kodlama semasi

Agirlik ve Onyargi optimizasyonu igin iki popiiler kodlama semasi ikili
kodlama ve ger¢ek kodlamadir. Ikili kodlama, sinir aginm agirliklarmn ve
onyargilarinin 0-1 dizileri ile ifade edilmesidir. GA'da kromozomlar olarak da
adlandirilan ayrik diziler, meta-sezgisel algoritmanin ikili bir ¢6ziim uzayinda
arama yapmasini saglar. Whitley [75] ilk olarak YSA agirliklarmi egitmek
i¢in ikili kodlamali GA kullanmay1 6nermis ve diger ¢alismalar bu ¢ergeveyi
izlemigtir. Ancak, bir kromozomun en iyi uzunlugunun ne olacagi ve
agirliklart temsil etmek icin kag bitin yeterli olacagi agik sorulardir [65]. Bu
nedenle, agirlik optimizasyon stratejisi olarak gercek kodlamay1
benimsemenin daha pratik bir yol oldugu 6ne siiriilmektedir.

Gergek kodlama, kromozomun bilesenlerinin veya diger birey tiirlerinin
stirekli degerlere eslenmesini saglar. YSA egitimi icin, gercek kodlamali
meta-sezgisel algoritma genellikle gradyan tabanli 6grenme algoritmasindan
daha iyi performans gosterir, ¢iinkii kiiresel optimuma cok daha fazla
yaklasabilir [76,77]. GA, DE veya PSO ile entegre edilmis ger¢ek kodlama da
RSLFN' iyilestirmek i¢in mevcuttur [78-80]. RSLFN'in ¢ikt1 agirliklar:
iteratif olmayan 6grenme yoluyla elde edilebildiginden, gercek bir dizi olarak
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kodlanan kalan parametreler bir birey olarak kabul edilir. Popiilasyondaki i.
birey X; Esitlik (20)'de belirtildigi gibidir:

Xi =
(W11'W12' o WiNs W1, Woo, v s WoR, ooy Wi1, W, oo Wi bl’ bz, ey bﬁ)
(20)

Burada n ve N sirastyla girdi diigiimlerinin ve gizli diigiimlerin say1sidir. Wik,
j- girdi digiimiinii k. gizli digiime baglayan agirliktir ve by, k. gizli diigiimiin
onyargisidir.  X;'nin bilesenleri, iterasyonlar sirasinda [-1,1] araliginda
smirlandirilir. Sadece RSLFN'in girdi agirliklarinin ve gizli 6nyargilarinin
ikili kodlama ve gercek kodlama ile ifade edildigine dikkat edin. Bu gergek,
popiilasyondaki bireylerin boyutunu onemli dlglide azaltir, bu da optimal
parametreleri kesfetmek icin nispeten kiigiik bir arama uzayina yol agar.

3.1.2. Degerlendirme mekanizmasi

Meta-sezgisel optimizasyon, sinirli iterasyonlar sirasinda ideale yakina
ulagabilir, bu da kismen makul degerlendirme mekanizmasina, yani uygunluk
fonksiyonu atamasina dayanir. Genellikle, daha kii¢lik ag ¢ikt1 hatasina sahip
RSLFN genellikle daha iyi yaklasim yetenegine sahiptir. Bu nedenle, maliyet
fonksiyonu olarak formiile edilen ag ¢ikti hatasi (bkz. Esitlik (3))
degerlendirme kriteri olarak alinir. Ayrica, Esitlik (21) olarak dogrulama
setindeki kok ortalama kare hatasi (RMSE), bireyleri degerlendirmek i¢in en
yaygin kullanilan uygunluk fonksiyonudur.

F(T,HB) = levlllzyﬂﬁjg,swj i)t @1)
Burada N,, dogrulama setinin sayisidir. Tiim egitim seti yerine dogrulama
setinde degerlendirme yapmak, asir1 6grenmeyi 6nlemek i¢in etkili bir strateji
olarak onerilmektedir [78,79]. Ancak, degerlendirme kriteri olarak tek basina
dogrulama RMSE'sini kullanmak, RSLFN'in &grenme yetenegini ve
genelleme performansini ayni anda artirmayabilir. Bartlett'ten [81], daha
kiiclik agirliklara sahip sinir ag1 daha iyi genelleme performansina sahip olma
egilimindedir. Bu nedenle, bir¢ok ¢alisma optimizasyon siirecinde daha kiigiik
B'ya sahip RSLFN'i segmeye meyilliydi. [82]'de, biiyiik agirliklara sahip
bireyleri cezalandirmak i¢in uygunluk fonksiyonuna bir diizenlilestirme terimi
||,B || eklenmistir. Diger bazi ilgili ¢alismalar, DE'deki se¢im operatoriine
(Esitlik (22)'de gosterildigi gibi) [78] veya PSO'daki pargacik gilincelleme
siirecine (Esitlik (23) ve (24)'te gosterildigi gibi) [83,84] gomiilebilecek
karsilik gelen kisith kriteri alternatif olarak ortaya koymustur.
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Xi,G+1 =
Ugrr if F(Xig) = F(Uige) > ef (Xig)

Uigrr U |[f(Xio) = f(Uigs1)| < ef (Xig) ve |IBYiox]| < [IB%ic]|
Xic diger durumlar
(22)

Xy if f(Pp) — F(X)) > Af (Pyp)
Py =3X; ifIf(Pp) — FXD| < Af (Pyp) ve |IB%i|| < [IBP]] (23)

P, diger durumlar

X if f(Py) — f(XD) > 2 (Ry)
By =X ifIf(By) = FD| < Af(B,) ve |18¥1] < || 8| (24)

P, diger durumlar

Burada f(-) uygunluk fonksiyonudur (dogrulama hatasi) ve €,1 Onceden
ayarlanmis tolerans oranlaridir. Esitlik (22)-(24)'ten, iterasyonlar sirasinda iki
bireyden gelen uygunluk fonksiyonlar1 arasindaki fark kiigiik oldugunda daha
kiigiik ||B]| ile sonuglanan segilir.

3.1.3. Girdi agirhiklar ve gizli 6nyargilarin optimizasyonu

Gergek kodlamali meta-sezgisel yontemler, onceki c¢alismalarda RSLFN
agirlik optimizasyonuna uygulanmistir [80,85,86]. Popiilasyon c¢aprazlama,
mutasyon ve se¢im operatorleri araciligryla evrilir ve en iyi girdi agirliklari ve
gizli onyargi seti sonunda GA tarafindan elde edilir. Ayrica DE, GA'daki
mutasyon ve g¢aprazlama operatoriinii taklit ederek gercek degerli agirlik
optimizasyonunu verimli bir sekilde ele alir [78,87-90]. Zhu ve ark. [78] ilk
olarak gizli diiglimleri optimize etmek i¢cin DE yontemiyle evrimsel RSLFN
Onermistir. Yontem DE'yi degistirmis ve yeni se¢im operatorii olarak Esitlik
(22)'yi  benimsemistir. Bazi ve ark. [89], hiperspektral goriintiileri
siniflandirmak i¢in DE ile optimize edilmis RSLFN kullanmistir. Caligma,
DE'min performansini artirmak i¢in ek bir caprazlama operatorii olarak
ortogonal caprazlamay: tanitmig ve uygunluk fonksiyonu olarak capraz
dogrulama dogrulugunu benimsemistir.

En popiiler siirii zekas1 yontemlerinden biri olan PSO, popiilasyonu ideale
yakin RSLFN agirlik vektorlerine dogru yonlendirir [79,82-84,91-95]. Xu ve
Shu [91] ilk olarak RSLFN'i egitmek i¢in hem iteratif olmayan 6grenmenin
hem de PSO'nun avantajlarindan yararlanmayi Onermistir. Pacifico ve
Ludermir [83], RSLFN girdi agirliklarimi ve gizli dnyargilarii optimize
etmek icin PSO ve kiimeleme analizini kullanmay1 6nermistir. Bu yontemde,
her bireyin yalnizca kendi yakin komsuluguna ait bazi tiyeleri takip ettigi PSO
popiilasyon giincellemesi igin yerel bir en iyi komsuluk semas1 kullanilmistir.
Ling ve ark. [84], girdi agirliklarint ve gizli dnyargilar1 optimize etmek igin
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RSLFN'in girdi-¢ikt1 duyarlilik bilgisini kodlayan gelistirilmis bir PSO
gelistirmistir. Ayrica, yapay ar1 kolonisi [96], yapay balik siiriisii [97], grup
aramast [98] ve diger siirli tabanli yontemlerin tiimii bazi gercekci
uygulamalarda RSLFN agirlik optimizasyonu i¢in mevcuttur [99-103].

Onceki calismalarda RSLFN'i optimize etmek i¢in memetik algoritma [104],
harmoni aramasi [105] vb. gibi bircok baska meta-sezgisel yaklasim bigimi
kullanilmistir. Bu yontemler, evrimsel algoritmalar ve siirii zekasi
yaklasimlari ile birlikte, optimal girdi agirliklarini ve gizli dnyargilari aramaya
yardimci olan ve boylece RSLFN'in genelleme performansini dnemli dl¢lide
artiran toplulugu olusturmustur.

3.2. Hem ag mimarisinin hem de girdi agirhklarinin optimizasyonu

SLFN'in 6grenme stireci RSLFN ile basitlestirilmistir, ancak ag topolojisi hala
ampirik olarak dnceden ayarlanmig ve sabittir. Optimal sayida gizli diiglime
sahip RSLFN genellikle 6nemli O6grenme yetenegine ve genelleme
performansina sahiptir. Eskiden, deneme yanilma yontemi ag mimarisi
tasarimi i¢in uygulanabilir bir yol olarak kabul edilirdi. Ancak, bu biiyiik
Olgtide Oznel deneyime baglhidir. Bu nedenle, meta-sezgisel algoritmalar
optimal topolojiyi otomatik olarak arayarak ag mimarisi optimizasyonu
arastirmalarinin ilerlemesini tegvik eder [65].

Huang ve Lai [106], ampirik risk ve VC giliveninden olusan yapisal risk
minimizasyonu (SRM) ile bir gizli diigiim optimizasyon yontemi dnermistir.
RSLFN néronlarinin sayis1 N tek boyutlu bir parcacik olarak kodlanmis ve
SRM fonksiyonunu optimize etmek i¢in PSO uygulanmistir [106]. Alencar ve
ark. [107] GA araciligiyla gizli néronlarin optimal alt kiimesini se¢mistir. N
gizli diigiimlii RSLFN ilk olarak sunulmus ve GA'daki her kromozom X; =
[x1, X3, ..., xg] olarak modellenmistir, burada x; € 0,1 aday alt kiimeden j.
diigimdiir. Xue ve ark. [108,109] ayrica gizli diigiim sayisini, girdi
agirliklarint ve dnyargilart ayni anda optimize etmek i¢in degisken uzunluklu
bir PSO arastirmistir. Farkli ag yapilandirmalarmi ifade eden farklh
uzunluktaki parcaciklar, bu calismada Onerilen yeni bir pargacik giincelleme
stratejisi ile ele alinabilir.

[110]'da, Fahlman ve Lebiere tarafindan uygun mimariye sahip bir sinir ag1
olusturmak icin bir kademeli-korelasyon (cascade-correlation) Ogrenme
modeli Onerilmistir. Geleneksel yapici yontemin yiiksek bir hesaplama
maliyeti oldugundan, yeni bir tane eklendiginde mevcut gizli néronlarin
agirliklarint  donduran artimli  RSLFN (I-RSLFN) onerilmistir [111].
Matematiksel olarak, yeni gizli diigiim ile ¢ikti néronlar1 arasindaki ¢ikti
agirliklar By asagidaki prensibe gore hesaplanir.
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ElH%new
Binew = 5= pT — (25)

HNnew 'Hﬁnew

Burada Hy  yeni gizli digiimiin aktivasyonudur ve E yeni olan eklenmeden
onceki artik hatadir. Uygulamada, sifir yaklasim hatasi pesinde sonsuz diigiim
eklemekten kaginmak i¢in normalde maksimum bir gizli diigiim sayis1 veya
bir hata esigi verilir.

Pek ¢ok calisma I-RSLFN'i birden fazla acidan gelistirmeyi Onermistir
[112,113]. [112]'de, I-RSLFN i¢in gelistirilmis bir yontem (EI-RSLFN olarak
anilir) onerilmistir. Secilen diigiim mevcut aga eklenmis ve ¢ikti agirlig: I-
RSLFN'dekiyle ayn1 sekilde hesaplanmustir. Ek olarak, rastgele agirlikli hatasi
en aza indirilmis RSLFN (EM-RSLFN) [112], iteratif olmayan RSLFN'e
rastgele gizli diigimleri tek tek veya degisen grup boyutlartyla grup grup
eklemek i¢in 6nerilmistir.

[114]'te, paralel kaos aramasi ile optimize edilen yeni diigtim, [-RSLFN'in her
O0grenme adiminda eklenmistir. EM-RSLFN'i iyilestirmek i¢in, [115,116]'da
gizli digiim sayisini, girdi agirliklarini ve gizli dnyargilari optimize etmek i¢in
PSO kullanilmistir. Optimizasyon siirecinde, yeni diigiim maksimum diigiim
sayist veya minimum artik hata elde edilene kadar mevcut RSLFN'e tek tek
eklenmistir. Yeni bir gizli diigiim i¢in, ¢ikt1 agirliklart EM-RSLFN'in yaptigi
gibi gilincellenmis ve daha diisiik dogrulama RMSE'sine ve gizli ¢ikt1 matrisi
kosul degerine sahip girdi agirliklar1 ve gizli Onyargilar seti secilmistir.
[117]'de, degisken uzunluklu artimli RSLFN ve PSO'ya dayali hibrit bir
yaklagim &nerilmistir.

4. Meta-sezgisel yaklasimlara dayah topluluk RSLFN

Topluluk (ensemble) 6grenimi, dikkate deger performansi nedeniyle ML
toplulugunda biiyiik ilgi gormiistiir [118,119]. Bagging [120], Boosting [121]
ve Stacking [122] dahil olmak {izere en popiiler topluluk 6grenimi
yaklasimlari, bir temel 6grenici popiilasyonunu sirayla veya paralel olarak
egitir ve ardindan popiilasyonu ¢esitli stratejileri géz oniinde bulundurarak
birlestirir.

Temel 6grenicilerin agirliklarinin belirlenmesi, daha iyi genelleme elde etmek
icin kritik bir teknik olarak goriilmektedir, ancak bu hala agik bir sorudur.
Topluluk budama, egitilmis tiim adaylar1 birlestirmek yerine temel
Ogrenicilerin yalnizca bir alt kiimesini secer. Bunlar arasinda, toplulugun
cesitliligi, toplulugun birkag iiyesinin bir girdi riintiisii izerinde ayni fikirde
olmamasi olarak tanimlanir [123,124,125,126]. Bircok literatiir yukaridaki
problemleri optimizasyon gorevleri olarak ele almakta ve meta-sezgisel
algoritmalarin  bu  optimizasyon problemlerinde yetkin  oldugunu
gostermektedir [123,127]. RSLFN toplulugu ¢cogu durumda tek RSLFN'den
daha iyi performans gosterdiginden [128,129], bazi calismalarda RSLFN
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toplulugunu daha da iyilestirmek icin meta-sezgisel algoritmalar
kullanilmistir [130,131]. Bu boliim, meta-sezgisel ve RSLFN toplulugunun
kombinasyonuna iliskin katkilari, 6zellikle topluluk iiyelerinin ve topluluk
agirliklarinin optimizasyonuna odaklanarak kapsaml bir sekilde incelemeyi
amaclamaktadir.

4.1. Topluluk agirhklar: optimizasyonu

Gergek kodlamali meta-sezgisel algoritmalar, daha iyi tahmin performansi
icin topluluk agirliklarini optimize etmek iizere kullanilabilir. RSLFN
topluluk agirliklarinin optimizasyonu i¢in, meta-sezgisel algoritmadaki i.
birey X;, temel RSLFN'lere verilen ger¢ek degerli agirliklar w;'den olusur.
Baglatilan agirliklar 6ncelikle agsagidaki denklemi saglamalidir:

Y w=10<w <1 (26)
Burada wj, j. temel RSLFN'in agirhigidir ve Ng toplulugun boyutudur. Ayrica,

topluluk agirliklarinin  kombinasyonunu degerlendirmek i¢in uygunluk
fonksiyonu olarak siniflandirma dogrulugu veya RMSE kabul edilir.

DE, RSLFN topluluguna agirlik kombinasyonunu aramak icin basariyla
kullanilmustir [132,133]. [132]'de, agirliklar ger¢ek kodlama semasi ile DE
algoritmasi tarafindan optimize edilmis ve ardindan yeni bir topluluk
olusturmak i¢in daha biiylik agirliklara sahip temel RSLFN'ler secilmistir.
Gergek kodlu bireylere sahip DE, [133]'te agirlikli RSLFN toplulugu icin de
kullanilmigtir. Dengesiz verilerle basa ¢ikmak amaciyla, [133]'teki yontem,
RSLFN toplulugunun siniflandirma performansini1 degerlendirmek igin
uygunluk fonksiyonu olarak duyarlilik ve 6zgiilliigiin ¢carpiminin karekokiini
belirlemistir. PSO tabanli yonteme donersek, Liu ve ark. [134], cevrimigi sirali
RSLFN (OS-RSLFN) toplulugunun agirliklarimi optimize etmek i¢in PSO
kullanmay1 onermistir. Agirligi onceden ayarlanmis bir esikten biiyiik olan
temel OS-RSLFN, PSO isleminden sonra se¢ilmistir. Ling ve ark. [135],
topluluk agirliklarii optimize etmek igin ¢ekici ve itici PSO (ARPSO) [136]
kullanmay1 dnermistir.

4.2. Topluluk budama optimizasyonu

RSLFN topluluk budamasi, genelleme performansini iyilestirmek igin bir
topluluk modelindeki iiyelerin azaltilmasini ele almaktir. Kullanilabilir bir
secici topluluk olusturmak bir optimizasyon problemi olarak kabul edilir.
Meta-sezgisel ile RSLFN topluluk budamasi iizerine arastirma, gelecek
vadeden bir alandir ¢iinkii meta-sezgisel, uygun bir secici toplulugu dogrudan
veya dolayli olarak arayabilir.



14 - Cagatay Bal

4.2.1. Topluluktaki temel RSLFN icin kodlama semasi

En iyi secici RSLFN toplulugunu bulmak i¢in, meta-sezgisel kodlama semasi
en 6nemli husustur. Onceki ¢alismalar, RSLFN topluluk budamasinda gercek
kodlama yerine ikili kodlamay1 tercih etmistir. GA'da, baslangi¢ havuzundaki
her RSLFN bir ikili diziye kodlanir ve segici topluluklar ikili kromozomlarla
ifade edilir [119].

Ornegin, dort RSLFN'li bir havuz varsayalim, tiim topluluk asagidaki gibi 2
bitlik dizi ile tanmimlanabilir. RSLFN; = 00, RSLFN, = 01, RSLFN; =
10,RSLFN, = 11. Topluluk boyutu 2'ye esit oldugunda, olasi secici
topluluklar1 temsil eden kromozomlar asagidaki gibi gosterilir: chy =
0001, ch, = 0010,ch; = 0011,ch, = 0110,chs = 0111,chg = 1011.

Yukaridaki tartismadan, ikili kodlamalt GA'nin yalnizca sabit bir boyuta sahip
optimal secgici toplulugu arayabilecegi aciktir. Bu nedenle, Wang ve
Alhamdoosh [119], boyut kontrol stratejisi ile en iyi toplulugu aramay1
onermistir. Topluluk boyutu K, GA yakinsadiginda artirilmistir. Saglanan bir
K ile kromozomun uzunluguna karar verilmis ve K RSLFN'li en iyi secici
topluluk GA araciligiyla elde edilmistir. Topluluk boyutu artisi, topluluk
genelleme hatasi arttiginda veya maksimum boyuta ulasildiginda nihayet
durmusgtur.

GAl'ya ek olarak, ikili kodlama bu durumda PSO tabanli yontemlerle entegre
edilmistir. Kodlama uzunlugu, baslangi¢ topluluk havuzunun boyutuyla
belirlenir. Ozellikle, 1 veya 0 ile ifade edilen pargacigin i. bileseni, i.
RSLFN'in segildigi veya se¢ilmedigi anlamina gelir. PSO'nun nihai ¢6ziimii,
budanmuis toplulukta hangilerinin secildigini agiklayan bir dizidir. Han ve ark.
[137-139], ikili kodlama ile topluluk budamasi i¢in ARPSO kullanmay1
onermistir. Degistirilmis ARPSO'da, pargacik giincelleme kurali geleneksel
ARPSO'yu izlemis ve pargacigin j. bileseninin degeri her yinelemede
degerlendirmeden 6nce 1 veya 0 olarak yuvarlanmistir.

4.2.2. RSLFN topluluk budamasi icin degerlendirme kriteri

Mevcut ¢aligmalar genellikle nesiller boyunca budanmis RSLFN toplulugunu
degerlendirmek icin uygunluk fonksiyonu olarak topluluk dogrulugunu
benimser [132,135,140]. DE ile birlestirilmis uygunluk paylasimi (fitness
sharing), [130]'da standart evrimsel algoritmalardan daha cesitli sonuglar
iretmek icin kullanilmistir. Birbirine benzeyen bireyler uygunluklarini
paylagmalar1 istenerek cezalandirilirken, izole bireyler elde ettikleri tiim
uygunluk degerini korumustur. [119]'daki yontem, temel RSLFN agirliklar
ve genelleme hatasi ile ilgili olan ¢esitliligi GA'nin uygunluk fonksiyonu
olarak bile gormiistiir. [139]'da, gelistirilmis genelleme performansina sahip
kompakt bir topluluk elde etmek igin cesitlilik giidiimli bir yontem
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gelistirilmistir. Iki RSLFN arasindaki mesafeyi dlgen cesitlilik asagidaki gibi
tanimlanmustir:

. 2 _
dw:zvx(zv—n et Zitrrr(Nwr — w15 + 11 = bill5 + 1B — Bill5 +
1Y, = Yi115) (27)

Burada w;, ve w;, i. parcacikta k. ve l. segilen RSLFN'in girdi agirlik
matrisleridir, by, ve b; dnyargi vektorleridir, 8 ve B ¢ikt1 agirliklaridir, Yy, ve
Y, ciktt vektorleridir. Daha sonra cesitlilik bilgisi, pargaciklari en iyiye
yonlendirmek i¢in optimizasyon siirecine kodlanmaistir.

Baslatma

Cok amagli gerceve Yinelemesiz RSLFN
Baskin olmayan tim ¢6zimleri >| MP genellestirilmis tersi
hesapla
v

T 1, Birden fazla uygunluk
I Harici arsivi glincelle [€ fonksiyonunu hesapla

Durdurma kriteri Nihai baskin olmayan
saglandi mi1?2 ¢Oziimleri elde et
Evet P J’
1 En iyisini se¢ veya adaylari
birlestir (topluluk olustur)

I Nihai RSLFN modelini elde et

Sekil 3: Pareto tabanli cok amagl optimizasyona dayali RSLFN'in genel
gercevesi

5. Cok amach meta-sezgisel tabanli RSLFN

Tek amacgh optimizasyon yonteminin tek bir simiilasyon caligmasinda
benzersiz bir ¢oziimii varken, ¢ok amacgli optimizasyon sonunda Pareto
cephesine yaklasan ¢ok sayida Pareto optimal ¢oziimii sunar [141,142]. Cok
amagli meta-sezgisel yaklasimlar, birden fazla rakip hedefi paralel olarak ele
almak i¢in esasen meta-sezgiseli cok amacli problemle birlestirir. Bu hedefler,
on bilgi veya korelasyon bilgisi olmadan esdeger olarak ele alinmalidir
[143,144]. Yaklasimlar sonunda, en iyisinin karar verici tarafindan segildigi
cesitli baskin olmayan ¢oziimler kiimesi {iretir.

Yalnizca yaklasim hatasini en aza indirmek RSLFN performansini
tyilestirmek icin yeterli olmadigindan, asagidaki hedefler ¢ok amacgli meta-
sezgisel yaklagimlar icin gerekli hale gelir. Her seyden once, denetimli
Ogrenme sorunu icin, maliyet fonksiyonu (Esitlik (3)), ag yaklasim yetenegini
garanti eden birincil hedeftir. Ikinci olarak, genelleme performansini
iyilestirmek RSLFN'i optimize etmek i¢in onemlidir. Bilindigi gibi, ¢ikti
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agirliklarin en aza indirmek ag karmasikligini basitlestirmeye yol agar [81].
Bu nedenle, RSLFN'i optimize etmek i¢in ¢ok amagli bir problem su sekilde
modellenir:

min ,F = (||[HB = T|l2, [I1B112)" (28)

Ayrica, seyrek seviye de RSLFN'in genelleme performansi i¢in énemlidir.
Seyrek diizenlilestirme, gizli noronlarin ¢ogunun sifira esit veya sifira yakin
olmasina neden olur, bu da biyolojik néronlarin mekanizmasina ¢cok daha
yakindir [145]. Seyrek gizli temsil elde etmek i¢in [; diizenlilestirmesini (bkz.
Esitlik (29)) veya Kullback-Leibler sapmasini (bkz. Esitlik (30) ve (31)) en
aza indirmek tipik olarak kullanilir [146].

min ||H||, (29)

min $1_; K L(p115) (30)
A~ 1-

KL(plIp;) = p log 5+ (1 = p)log 1= (31)

Burada p gizli aktivasyonun hedef degeridir, p, = %Zj’v g (Wj -x; + bj)
gergek aktivasyondur.

Ozetle, RSLFN'i gelistirmek igin genel bir ¢ok amagl optimizasyon problemi
su sekilde sunulur:

min 3F = (ferrrfadd)T (32)

Burada f,,, ag ¢ikt1 hatas1 (6rnegin, dogrulama hatasi) olarak kabul edilir.
Agirliklarin normu, gizli aktivasyon degerleri, ag yapist veya bunlardan
bazilarinin bir kombinasyonu ek bir hedef f, ;4 olarak disiiniilebilir [55].

RSLFN' gelistirmek i¢in ¢ok amacli meta-sezgisel algoritmalarin iki avantaji
vardir. (1) Coklu uygunluk fonksiyonlart degerlendirmesi. Coziimler birden
fazla uygunluk fonksiyonu ile degerlendirilir ve Pareto cephesine
yonlendirilir. Bu durum, ¢ok amacli yaklasimlarin RSLFN'i Esitlik (32)'de
gosterildigi gibi birden fazla kritere tabi olarak optimize etmesini saglar. (2)
Seckincilik (Elitism) veya harici depo [147,148].

Baskin olmayan siralama genetik algoritmast siiriim II (NSGA-II), en ¢ok atif
yapilan Pareto tabanli ¢ok amacli optimizasyon algoritmasidir [149]. NSGA-
II'de Deb ve ark., hizli bir baskin olmayan siralama prosediirii ve segkinci
koruma stratejisi kullanan bir baskin olmayan siralama GA yaklagim
onermistir. NSGA-II, ¢esitli calismalarda gelistirilmis RSLFN elde etmek i¢in
uygulanmustir [150-152]. Cai ve ark. [150], NSGA-II kullanarak RSLFN ve
RSLFN otokodlayicisinin optimal girdi agirliklarini ve dnyargilarini aramayi1
Oonermistir. Siniflandirma gorevleri i¢in RSLFN, dogrulama setindeki
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siniflandirma hatasini (f,,.,- olarak diisiiniin) ve gizli katmanin seyrekligini
(fzaa-> bkz. Esitlik (30)) igeren iki ¢eliskili hedefle entegre edilmis NSGA-II
ile optimize edilmistir. Ozellik ¢cikarma gérevi i¢in RSLFN otokodlayicisinin
optimizasyonu, dogrulama RMSE (f,,, bkz. Esitlik (21)) ve seyrekligi (fz44)
iceren cift hedeflere tabi tutulmustur. Echanobe ve ark. da [151] girdi
ozelliklerinin boyutunu (f,,), RSLEN yapisint (f,434) ve smiflandirma
hatasini (f,,-) en aza indirmek i¢in NSGA-II kullanmay1 ve ardindan modeli
cevrimici hiperspektral goriintii siniflandirmasi igin kullanmay1 Onermistir.
Du ve ark. [542] NSGA-Il'yi gelistirmis ve RSLFN'i ti¢ hedefe tabi olarak
optimize etmek i¢in baskin olmayan siralama uyarlamali diferansiyel gelisim
onermistir: ag ¢ikt1 hatasi (£, ), ¢ikt1 agirliklariin I, normu (f,,-, bkz. Esitlik
(28)) ve gizli diigiim say1st (fuqq)-

Benzer sekilde, [153]'te Onerilen ¢ok amaclh parcacik siirii optimizasyonu
(MOPSO), RSLFN'i iyilestirmek i¢in arama stratejisi olarak se¢ilmistir. Mao
ve ark. [154] ayrica ¢ok amagli kapsamli 6grenme PSO (MOCLPSO)
kullanmigtir [155]. Gizli diigiimler RSLFN'e birer birer eklenmis ve
MOCLPSO, her adimda "leave-one-out" hata sinirii (f,,,) [156] ve ¢ikti
agirhiklarinin normunu (f,44) en aza indirerek optimal girdi agirliklarin
segmek icin kullanilmistir. Ek olarak, mikro genetik [157] ve membran
sistemlerine [158] dayali ¢cok amagli optimizasyon da RSLFN'in optimal
parametrelerini kesfetmek i¢in sunulmustur.

6. Zorluklar ve gelecek kapsamlari

Hem RSLFN hem de meta-sezgisel, biyo-esinli iggoriilerdir. RSLFN teorisi
insan beyni 6grenme mekanizmasini takip eder ve rastgele ndronlari biyolojik
sistemdeki olas1 yerel diizensiz yapiy1 simiile eder. Meta-sezgisel, dogal
fenomenleri taklit ederek disbiikey olmayan ve NP-zor problemleri ¢ozebilir,
bu da onu diger optimizasyon algoritmalarindan bazilarina tistiin kilar. Meta-
sezgisel algoritma kullanmak, daha iyi yaklasim yetenegine ve genelleme
performansina sahip gelistirilmis bir RSLFN/RSLFN topluluguna yol
acgacaktir.

Gelecekteki arastirmalarla ilgili olarak, egilim asagidaki yonlere odaklanmaya
dogrudur. 11k olarak, ¢cok cekici bir yon hesaplama karmasikligin1 azaltmaktir.
Meta-sezgisel yontemle RSLFN genellikle hesaplama agisindan yogun
olmaktan muzdariptir. Cok sayida degerlendirme genellikle hesaplama
maliyetinin ¢cogunu alir. Hesaplama maliyetini azaltmak i¢in, vekil (surrogate)
model [159,160] gibi hesaplama agisindan verimli tekniklerin dikkate
almabilecegi goriilmektedir.

Ikinci olarak, RSLFN i¢in ¢cok amagli optimizasyon ¢ergevesinin daha fazla
arastirilmasi beklenmektedir. Yaklagim hatasini en aza indirmek ve genelleme
performansini artirmak ana hedefler olarak siniflandirilir. Mevcut ¢ok amagli
yontemleri iyilestirmek [161], rasyonel Pareto baskin mekanizmasi
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tasarlamak [162] ve ¢ok hedefli algoritmalar1 kullanmak [163] yukaridaki agik
sorunlart ¢ozmeye yardimci olabilir.

Ucgiincii olarak, evrimsel sinir aglari, dzellikle evrimsel derin sinir aglari,
yavas yavas aragtirma odagi haline gelmistir [164,165]. RSLFN derin aga
genigletildiginden [166,167], cok katmanli rastgele sinir agin1 evrimlestirmek
bir arastirma hattin1 tesvik edecektir. Meta-sezgisel ile entegre edilmis
hiyerarsik iteratif olmayan 6grenme modelinin etkileyici bir performans elde
edecegine inanilmaktadir. Dahasi, ¢ok katmanli rastgele sinir agini
evrimlestirmek, nesne algilama, goriinti smiflandirma ve ozellikle
pekistirmeli 6grenme ile karmasik uygulamalar [168,169] icin ¢ok uygun
goriinmektedir.

Son olarak, smif dengesizligi problemi iizerine arastirma da degerlidir
[170,171]. Sinif dengesizligi, bir veri kiimesi diger siniflardan ¢cok daha fazla
ornege sahip olan ana siniflar tarafindan domine edildiginde ortaya ¢ikar.
Problem, siniflandiricinin yapimini ve dogrulugunu biiyiik dlclide etkiler.
Smif dengesizligi veri kiimesiyle, 6rnegin mikrodizi verileriyle [172] basa
¢tkmak igin hibrit RSLFN kullanmanin anlamli ve zorlu oldugu aciktir.



Istatistik Alaninda Uluslararasi Derleme, Aragtirma ve Caligmalar - 19

Referanslar

[1] D.S. Huang, Systematic Theory of Neural Networks for Pattern Recognition,
Publishing House of Electronic Industry of China, 1996.

[2] Y. Lecun, Y. Bengio, G. Hinton, Deep learning. Nature 521 (7553) (2015) 436-
444,

[3] Y.W. Lu. N. Sundararajan, P. Saratchandran, A sequential learning scheme for
function approximation using minimal radial basis function neural networks,
Neural Comput. 9 (2) (1997) 461-478.

[4] S. Ferrari, R.F. Stengel, Smooth function approximation using neural networks,
IEEE Trans. Neural Netw. 16 (1) (2005) 24-38.

[5] D.S. Huang, The Study of Data Mining Methods for Gene Expression Profiles,
Science Press of China, 1996.

[6] S.C. Jiang. K.S. Chin, L. Wang, G. Qu, K.L. Tsui, Modified genetic algorithm-
based feature selection combined with pre-trained deep neural network for
demand forecasting in outpatient department, Expert Syst. Appl. 82 (C) (2017)
216-230.

[7] D.S. Huang, Radial basis probabilistic neural networks: model and application,
Int. J. Pattern Recognit. Artif. Intell. 13 (7) (1999) 1083-1101.

[8] L Shang, D.S. Huang, J.X. Du, C.H. Zheng, Palmprint recognition using FastiICA
algorithm and radial basis probabilistic neural network, Neurocomputing 69 (13)
(2006) 1782-1786.

[9] Z.Q, Zhao, D.S. Huang, W. Jia, Palmprint recognition with 2DPCA+PCA based
on modular neural networks, Neurocomputing 71 (1) (2007) 448-454.

[10] X.F. Wang, D.S. Huang, J.X. Du, H. Xu, L. Heutte, Classification of plant leaf
images with complicated background. Appl. Math. Comput. 205 (2) (2008) 916-
926.

[11] H.L. Luo, Y. Yang. B. Tong. F.C. Wu. B. Fan, Traffic sign recognition using a
multi-task convolutional neural network, IEEE Trans. Intell. Transp. Syst. PP
(99) (2017) 1-12.

[12] D. Silver, J. Schrittwieser, K. Simonyan, L Antonoglou, A. Huang. A. Guez, T.
Hubert, L. Baker, M. Lai, A. Bolton, Mastering the game of Go without human
knowledge, Nature 550 (7676) (2017) 354-359.

[13] D.S. Kermany, M. Goldbaum, W.J. Cai, C.C.S. Valentim, H.Y. Liang, S.L.
Baxter, A. Mckeown, G. Yang, X.K. Wu, F.B. Yan, Identifying medical
diagnoses and treatable diseases by image-based deep learning, Cell 172 (5)
(2018) 1122-1131.

[14] DS. Huang, S.D. Ma, Linear and nonlinear feedforward neural network
classifiers: a comprehensive understanding. J. Intell. Syst. 9 (1) (1999) 1-38.

[15] CH. Zheng, D.S. Huang, ZL Sun, M.R. Lyu, T.M. Lok, Nonnegative independent
component analysis based on minimizing mutual information technique,
Neurocomputing 69 (7-9) (2006) 878-883.

[16] C.H. Zheng, D.S. Huang, K. Li, G. Irwin, Z.L. Sun, MISEP method for
postnonlinear blind source separation., Neural Comput. 19 (9) (2007) 2557-
2578.

[17] S. Ganjefar, M. Tofighi, Single-hidden-layer fuzzy recurrent wavelet neural
network: applications to function approximation and system identification. Inf.
Sci. 294 (2015) 269-285. [18] D.S. Huang, A constructive approach for finding



20 - Cagatay Bal

arbitrary roots of polynomials by neural networks, IEEE Trans. Neural Netw. 15
(2) (2004) 477-491.

[19] D.S. Huang, 2. Chi, Finding roots of arbitrary high order polynomials based on
neural network recursive partitioning method, Sci. Chin. Ser. F Inf. Sci. 47 (2)
(2004) 232-245.

[20] DS. Huang, H.H.S. Ip, Z. Chi, A neural root finder of polynomials based on root
moments, Neural Comput. 16 (8) (2004) 1721-1762.

[21] D.E. Rumelhart, G.E. Hinton, R.J. Williams, Learning representations by back-
propagating errors, Parallel Distrib. Process. Explor. Microstruct. Cognit. 323
(6088) (1986) 399-421.

[22] P. Patrick van der Smagt, Minimization methods for training feed forward neural
networks, Neural Netw. 7 (1) (1994) 1-11.

[23] R. Battiti, First and second order methods for learning: between steepest descent
and Newton's method, Neural Comput. 4 (2) (1992) 141-166.

[24] R. Johnson, T. Zhang, Accelerating stochastic gradient descent using predictive
variance reduction, in: Proceedings of the International Conference on Neural
Information Processing Systems, 1, 2013, pp. 315-323.

[25] D.P. Kingma, J. Ba, Adam: A method for stochastic optimization, in: Proceedings
of the International Conference on Learning Representations, 2014, pp. 1-13.

[26] B.G. Hu, H.B. Qu, Y. Wang, S.H. Yang, A generalized-constraint neural network
model: associating partially known relationships for nonlinear regressions, Inf.
Sci. 179 (12) (2009) 1929-1943.

[27] S.Y. Jeong, S.Y. Lee. Adaptive learning algorithms to incorporate additional
functional constraints into neural networks, Neurocomputing 35 (1) (2000) 73-
90.

[28] DS. Huang, H.H.S. Ip. Z. Chi, H.S, Wong. Dilation method for finding close
roots of polynomials based on constrained learning neural networks, Phys Lett.
A 309 (56) (2003) 443-451.

[29] DS. Huang, H.H.S. Ip, K.C. Law, 2. Chi, Zeroing polynomials using modified
constrained neural network approach, IEEE Trans. Neural Netw. 16 (3) (2005)
721-732.

[30] DS. Huang, W.B. Zhao, Determining the centers of radial basis probabilistic
neural networks by recursive orthogonal least square algorithms, Appl. Math.
Comput. 162 (1) (2005) 461-473.

[31] JX. Du, D.S. Huang, G.J. Zhang, Z.F. Wang, A novel full structure optimization
algorithm for radial basis probabilistic neural networks, Neurocomputing 70 (1)
(2006) 592-596.

[32] D.S. Huang. J.X. Mi. A new constrained independent component analysis
method, IEEE Trans. Neural Netw. 18 (5) (2007) 1532-1535.

[33] W.H. Joerding, J.L. Meador, Encoding a priori information in feedforward
networks, Neural Netw. 4 (6) (1991) 847-856.

[34]J. Murata, K. Hirasawa, A new learning method using prior information of neural
networks, Sci. Chin. Ser. F Inf. Sci. 47 (6) (2004) 793-814.

[35] F. Han, D.S. Huang, Improved extreme learning machine for function
approximation by encoding a priori information, Neurocomputing 69 (1618)
(2006) 2369-2373.

[36] F. Han, D.S. Huang. A new constrained learning algorithm for function
approximation by encoding a priori information into feedforward neural
networks, Neural Comput. Appl. 17 (5-6) (2008) 433-439.



Istatistik Alaninda Uluslararast Derleme, Aragtirma ve Caligmalar - 21

[37] E. Han, Q.H. Ling, D.S. Huang, Modified constrained learning algorithms
incorporating additional functional constraints into neural networks, Inf. Sci. 178
(3) (2008) 907-919.

Elbette, gonderdiginiz referans listesini her biri yeni bir satirda baglayacak sekilde
diizenledim:

[38] F. Han, Q.H. Ling, D.S. Huang, An improved approximation approach
incorporating particle swarm optimization and a priori information into neural
networks, Neural Comput. Appl. 19 (2) (2010) 255-261.

[39] Y.H. Pao, S. Phillips, D.J. Sobajic, Neural-net computing and the intelligent
control of systems, Int. J. Control 56 (2) (1992) 263-289.

[40] L. Zhang, P.N. Suganthan, A comprehensive evaluation of random vector
functional link networks, Inf. Sci. 367-368 (2016) 1094-1105.

[41] Y .H. Pao, G.H. Park. D.J. Sobajic, Learning and generalization characteristics of
the random vector functional-link net, Neurocomputing 364-365 (2) (1994) 163-
180.

[42] D. Husmeier, Random Vector Functional Link (RVFL) Networks, Springer,
London, 1999.

[43] B. Igelnik, Y.H. Pao, Stochastic choice of basis functions in adaptive function
approximation and the functional-link net, IEEE Trans. Neural Netw, 6 (6)
(1995) 1320-1329.

[44] Y.H. Pao, S.M. Phillips, The functional link net and learning optimal control,
Neurocomputing 9 (2) (1995) 149-164.

[45] L Zhang, P.N. Suganthan, A survey of randomized algorithms for training neural
networks, Inf. Sci. 6 (2016) 146-155.

[46] W.F. Schmidt, M.A. Kraaijveld, R.P.W. Duin, Feedforward neural networks with
random weights, in: Proceedings of the International Conference on Pattern
Recognition, 2002, pp. 1-4.

[47] Y. Ren, P.N. Suganthan, N. Srikanth, G. Amaratunga, Random vector functional
link network for short-term electricity load demand forecasting, Inf. Sci. 367 (C)
(2016) 1078-1093.

[48] A.M. Reznik, Non-iterative learning for neural networks, in: Proceedings of the
International Joint Conference on Neural Networks, 2, 1999, pp. 1374-1379.

[49] W.F. Schmidt, M.A. Kraaijveld, R.P.W. Duin, A non-iterative method for
training feedforward networks, in: Proceedings of the International Joint
Conference on Neural Networks, 2, 2002, pp. 19-24.

[50] G.B. Huang, Q.Y. Zhu, C.K. Siew, Extreme learning machine: a new learning
scheme of feedforward neural networks, in: Proceedings of the IEEE
International Joint Conference on Neural Networks, 2004, pp. 985-990.

[51] W.B. Zheng, Y.T. Qian, H.J. Lu, Text categorization based on regularization
extreme learning machine, Neural Comput. Appl. 22 (3-4) (2013) 447-456.

[52] M.X. Luo, K. Zhang. A hybrid approach combining extreme learning machine
and sparse representation for image classification, Eng. Appl. Artif. Intell. 27
(C) (2014) 228-235.

[53] JM. Xu, W.Q. Zhang, J. Liu, S.H. Xia, Regularized minimum class variance
extreme learning machine for language recognition, EURASIP J. Audio Speech
Music Process. 2015 (1) (2015) 1-10.

[54] J. Zhang, D.S. Huang, T.M. Lok, M.R. Lyu, A novel adaptive sequential niche
technique for multimodal function optimization, Neurocomputing 69 (1618)
(2006) 2396-2401.



22 * Cagatay Bal

[55] A. Gogna, A. Tayal, Metaheuristics: review and application, J. Exp. Theoret.
Artif. Intell. 25 (4) (2013) 503-526.

[56] K. Socha, C. Blum. An ant colony optimization algorithm for continuous
optimization: application to feed-forward neural network training, Neural
Comput. Appl. 16 (3) (2007) 235-247.

[57] W.B. Zhao, D.S. Huang, J.Y. Du, L.M. Wang, Genetic optimization of radial
basis probabilistic neural networks, Int. J. Pattern Recognit, Artif. Intell. 18 (08)
(2008) 1473-1499.

[58] D.S. Huang, J.X. Du, A constructive hybrid structure optimization methodology
for radial basis probabilistic neural networks, IEEE Trans. Neural Netw. 19 (12)
(2008) 2099-2115.

[59] X Yao, Y. Liu, A new evolutionary system for evolving artificial neural
networks, IEEE Trans. Neural Netw. 8 (3) (2002) 694-713.

[60] K.D. Stanley, R. Miikkulainen, Evolving neural networks through augmenting
topologies, Evolut. Comput. 10 (2) (2002) 99-127.

[61] Z.Q. Zhao, D.S. Huang. A mended hybrid learning algorithm for radial basis
function neural networks to improve generalization capability, Appl. Math.
Model. 31 (7) (2007) 1271-1281.

[62] J.X. Du, D.S. Huang, X.F. Wang, X. Gu, Shape recognition based on neural
networks trained by differential evolution algorithm, Neurocomputing 70 (46)
(2007) 896-903.

[63] X. Yao, Evolving artificial neural networks, Proc. IEEE 87 (9) (1999) 1423-1447.

[64] S.F. Ding. H. Li, C.Y. Su, J.Z. Yu, F.X. Jin, Evolutionary artificial neural
networks: a review, Artif. Intell. Rev. 39 (3) (2013) 251-260.

[65] V.K. Ojha, A. Abraham, V. Snasel, Metaheuristic design of feedforward neural
networks: a review of two decades of research. Eng. Appl. Artif. Intell. 60 (2017)
97-116

[66] J.H. Holland, Adaptation in Natural and Artificial Systems: An Introductory
Analysis with Applications to Biology, Control, and Artificial Intelligence,
University of Michigan Press, 1975.

[67] S. Das, P.N. Suganthan, Differential evolution: a survey of the state-of-the-art,
IEEE Trans. Evolut. Comput, 15 (1) (2011) 4-31.

[68] M.R. Bonyadi, Z. Michalewicz, Particle swarm optimization for single objective
continuous space problems a review., Evolut. Comput. 25 (1) (2017) 1-54.

[69] D.E. Goldberg, J.H. Holland, Genetic algorithms and machine learning. Mach
Learn. 3 (2) (1988) 95-99.

[70] ZL Sun, D.S. Huang, CH. Zheng, L. Shang. Optimal selection of time lags for
TDSEP based on genetic algorithm, Neurocomputing 69 (79) (2006) 884-887.

[71] R. Storn, K. Price, Differential evolution a simple and efficient heuristic for
global optimization over continuous spaces, J. Glob. Optim. 11 (4) (1997) 341-
359.

[72] J. Kennedy, R. Eberhart, Particle swarm optimization, in: Proceedings of the
IEEE International Conference on Neural Networks, 4, 1995, pp. 1942-1948.

[73] J. Kennedy, R. Mendes, Population structure and particle swarm performance,
in: Proceedings of the IEEE Congress on Evolutionary Computation, 2, 2002.
pp. 1671-1676.

[74] E. Zitzler, K. Deb, L. Thiele, Comparison of multiobjective evolutionary
algorithms: empirical results, Evolut. Comput. 8 (2) (2014) 173-195.



Istatistik Alaninda Uluslararast Derleme, Aragtirma ve Caligmalar - 23

[75] D. Whitley. The GENTTOR algorithm and selection pressure: why rank-based
allocation of reproductive trials is best, in: Proceedings of the International.
Conference on Genetic Algorithms, 1989, pp. 116-121.

[76] S.F. Ding, C.Y. Su, J.Z. Yu, An optimizing BP neural network algorithm based
on genetic algorithm, Artif. Intell. Rev. 36 (2) (2011) 153-162.

[77] F. Petroski Such, V. Madhavan, E. Conti, J. Lehman, K. Stanley, J. Clune, Deep
neuroevolution: genetic algorithms are a competitive alternative for training
Deep Neural Netw. Reinfor. Learn., 2017. arXiv: 1712.06567.

[78]1Q.Y. Zhu, A K. Qin. P.N. Suganthan, G.B. Huang, Evolutionary extreme learning
machine, Pattern Recognit. 38 (10) (2005) 1759-1763.

[79] F. Han, H.F. Yao, Q.H. Ling. An improved evolutionary extreme learning
machine based on particle swarm optimization, Neurocomputing 116 (2013) 87-
93.

[80] X.W. Xue, M. Yao, Z.H. Wu, J.H. Yang, Genetic ensemble of extreme learning
machine, Neurocomputing 129 (10) (2014) 175-184.

[81] P.L. Bartlett, The sample complexity of pattern classification with neural
networks: the size of the weights is more important than the size of the network,
IEEE Trans, Inf. Theory 44 (2) (1998) 525-536.

[82] Z.P. Yang, X.X. Wen, Z.Q. Wang, QPSO-ELM: an evolutionary extreme
learning machine based on quantum-behaved particle swarm optimization, in:
Proceedings of the International Conference on Advanced Computational
Intelligence, 2015, pp. 69-72.

[83] L.D.S. Pacifico, T.B. Ludermir. Evolutionary extreme learning machine based
on particle swarm optimization and clustering strategies, in: Proceedings of the
International Joint Conference on Neural Networks, 2014, pp. 1-6.

[84] Q.H. Ling, Y.Q. Song, F. Han, H. Lu, An improved evolutionary random neural
networks based on particle swarm optimization and input-to-output sensitivity,
in: Proceedings of the International Conference on Intelligent Computing, 2017,
pp. 121-127.

[85] S. Suresh, S. Saraswathi, N. Sundararajan, Performance enhancement of extreme
learning machine for multi-category sparse data classification problems, Eng.
Appl. Artif. Intell. 23 (7) (2010) 1149-1157.

[86] H.M. Yang, J. Yi, J.H. Zhao, ZY. Dong, Extreme learning machine based genetic
algorithm and its application in power system economic dispatch.
Neurocomputing 102 (2) (2013) 154-162.

[87] Y.P. Qu, C.J. Shang, W. Wu, Q. Shen, Evolutionary fuzzy extreme learning
machine for mammographic risk analysis., Int. J. Fuzzy Syst. 13 (4) (2011) 282-
291.

[88] K. Li, R. Wang, S. Kwong. J.J. Cao, Evolving extreme learning machine
paradigm with adaptive operator selection and parameter control, Int. J.
Uncertain. Fuzz. Knowl. Based Syst. 21 (supp02) (2013) 143-154.

[89] Y. Bazi, N. Alajlan, F. Melgani, H. Alhichri, S. Malek, R.R. Yager, Differential
evolution extreme learning machine for the classification of hyperspectral
images, IEEE Geosci. Remote Sens. Lett. 11 (6) (2014) 1066-1070.

[90] T. Matias, F. Souza, C.H. Antunes, Learning of a single-hidden layer feedforward
neural network using an optimized extreme learning machine, Neurocomputing
129 (129) (2014) 428-436.



24 - Cagatay Bal

[91]7Y. Xu, Y. Shu, Evolutionary extreme learning machine based on particle swarm
optimization, in: Proceedings of the International Conference on Advances in
Neural Networks, 2006, pp. 644-652.

[92] S. Saraswathi, S. Sundaram, N. Sundararajan, M. Zimmermann, M. Nilsen-
hamilton, ICGA-PSO-ELM approach for accurate multiclass cancer
classification resulting in reduced gene sets in which genes encoding secreted
proteins are highly represented, IEEE/ACM Trans. Comput. Biol. Bioinf. 8 (2)
(2011) 452-463.

[93] H.J. Lu, B.J. Du, 1.Y. Liu, H.X. Xia, W.K. Yeap, A kernel extreme learning
machine algorithm based on improved particle swam optimization, Memetic
Comput. 9 (2) (2016) 1-8.

[94] N.Y. Zeng. H. Zhang, W.B. Liu, J.L. Liang, F.E. Alsaadi, A switching delayed
PSO optimized extreme learning machine for short-term load forecasting,
Neurocomputing 240 (2017) 175-182.

[95] E.M.N. Figueiredo, T.B. Ludermir, E.M.N. Figueiredo, T.B. Ludermir,
Investigating the use of alternative topologies on performance of the PSO-ELM.
Neurocomputing 127 (3) (2014) 4-12.

[96] D. Karaboga, B. Basturk. A powerful and efficient algorithm for numerical
function optimization: artificial bee colony (ABC) algorithm, J. Glob. Optim. 39
(3) (2007) 459-471.

[97] C.R. Wang, CL. Zhou, J.W. Ma, An improved artificial fish-swarm algorithm
and its application in feed-forward neural networks, in: Proceedings of the
International Conference on Machine Learning and Cybernetics, 5, 2005, pp.
2890-2894.

[98] S. He. Q.H. Wu, J.R. Saunders, Group search optimizer: an optimization
algorithm inspired by animal searching behavior, IEEE Trans. Evolut. Comput.
13 (5) (2009) 973-990.

[99] X.F. Tang. L. Chen, Atrtificial bee colony optimization-based weighted extreme
learning machine for imbalanced data learning. Cluster Comput. (2018) 1-16.

[100] S. Li, P. Wang, L. Goel, Short-term load forecasting by wavelet transform and
evolutionary extreme learning machine, Electr. Power Syst. Res. 122 (2015) 96-
103.

[101] J.FL.D. Oliveira, T.B. Ludermir. A modified artificial fish swarm algorithm for
the optimization of extreme learning machines, in: Proceedings of the
International Conference on Artificial Neural Networks, 2012, pp. 66-73.

[102] D.N.G. Silva, LD.S. Pacifico, T.B. Ludermir. An evolutionary extreme learning
machine based on group search optimization, in: Proceedings of the
Evolutionary Computation, 2011, pp. 574-580.

[103] P. Mohapatra, S. Chakravarty, P.K. Dash, An improved cuckoo search based
extreme learning machine for medical data classification, Swarm Evolut.
Comput. 24 (2015) 25-49.

[104] Y.S. Zhang, J. Wu, Z.H. Cai, P. Zhang, L. Chen, Memetic extreme learning
machine, Pattern Recognit 58 (C) (2016) 135-148.

[105] R. Dash, P.K. Dash, R. Bisoi, A self adaptive differential harmony search based
optimized extreme learning machine for financial time series prediction, Swarm
Evolut, Comput, 19 (2014) 25-42

[106] Y.W. Huang, D.H. Lai, Hidden node optimization for extreme learning
machine, Aasri Prroc. 3 (3) (2012) 375-380.



Istatistik Alaninda Uluslararasi Derleme, Aragtirma ve Caligmalar * 25

[107] A.S. Alencar, A.R.R. Netoa, J.P.P. Gomes, A new pruning method for extreme
learning machines via genetic algorithms, Appl. Soft Comput. (2016) 101-107.

[108] B.X. Xue, X. Ma, J. Gu, Y.B. Li, An improved extreme learning machine based
on variable-length particle swarm optimization, in: Proceedings of the IEEE
International Conference on Robotics and Biomimetics, 2013, pp. 1030-1035.

[109] B.X. Xue, X. Ma, H.B. Wang, J. Gu, Y.B. Li, Improved variable-length particle
swarm optimization for structure-adjustable extreme learning machine, Control
Intell. Syst. 42 (4) (2014) 1-9.

[110] S.E. Fahlman, C. Lebiere, The cascade-correlation learning architecture, Adv.
Neural Inf. Process. Syst. 2 (6) (1990) 524-532.

[111] G.B. Huang, L. Chen, CK. Siew, Universal approximation using incremental
constructive feedforward networks with random hidden nodes, IEEE Trans.
Neural Netw. 17 (4) (2006) 879-892.

[112] G.R. Feng, G.B. Huang, Q.P. Lin, R. Gay, Error minimized extreme learning
machine with growth of hidden nodes and incremental learning, IEEE Trans.
Neural Netw. 20 (8) (2009) 1352-1357.

[113]Y.B. Ye, Y. Qin, QR factorization based incremental extreme learning machine
with growth of hidden nodes, Pattern Recognit. Lett. 65 (2015) 177-183.

[114] Y.M. Yang, Y.N. Wang, X.F. Yuan, Parallel chaos search based incremental
extreme learning machine, Neural Process. Lett, 37 (3) (2013) 277-301.

[115] F. Han, M.R. Zhao, J.M. Zhang, Q.H. Ling. An improved incremental
constructive single-hidden-layer feedforward networks for extreme learning
machine based on particle swarm optimization, Neurocomputing 228 (2017)
133-142.

[116] F. Han, M-R. Zhao, J.-M. Zhang. An improved incremental error minimized
extreme learning machine for regression problem based on particle swarm
optimization, in: Advanced Intelligent Computing Theories and Applications,
2015, pp. 94-100.

[117] Q.W. Li, F. Han, Q.H. Ling. An improved double hidden-layer variable length
incremental extreme learning machine based on particle swarm optimization, in:
Proceedings of the International Conference on Intelligent Computing, 2018, pp.
1-10.

[118] C. Qian, Y. Yu, Z.H. Zhou, Pareto ensemble pruning, in: Proceedings of the
Twenty-Ninth AAAI Conference on Artificial Intelligence, 2015, pp. 2935-
2941.

[119] D.H. Wang, M. Alhamdoosh, Evolutionary extreme learning machine
ensembles with size control, Neurocomputing 102 (102) (2013) 98-110.

[120] L. Breiman, Bagging predictors, Mach. Learn. 24 (2) (1996) 123-140.

[121]J. Friedman, T. Hastie, R. Tibshirani, Additive logistic regression; a statistical
view of boasting. Ann. Stat. 28 (2) (2000) 337-374.

[122] L. Breiman, Stacked regressions, Mach. Learn. 24 (1) (1996) 49-64.

[123] Z.H. Zhou, J.X. Wu, Y. Jiang, S.F. Chen, Genetic algorithm based selective
neural network ensemble, in: Proceedings of the International Joint Conference
on Artificial Intelligence, 2001, pp. 797-802.

[124] Z.H. Zhou, J.X. Wu, W. Tang, Ensembling neural networks: many could be
better than all, Artif. Intell. 137 (1) (2002) 239-263.

[125] LK. Hansen, P. Salamon, Neural network ensembles, IEEE Trans. Pattern Anal.
Mach. Intell. 12 (10) (2002) 993-1001.



26 * Cagatay Bal

[126] LI. Kuncheva, C.J. Whitaker, Measures of diversity in classifier ensembles and
their relationship with the ensemble accuracy, Mach. Learn. 51 (2) (2003) 181-
207.

[127] Y.S. Kim, W.N. Street, F. Menczer, Meta-evolutionary ensembles, in:
Proceedings of the International Joint Conference on Neural Networks, 2002,
pp. 2791-2796.

[128] Y. Lan, Y.C. Soh, G.B. Huang, Ensemble of online sequential extreme learning
machine, Neurocomputing 72 (13) (2009) 3391-3395.

[129] N. Liu, H. Wang, Ensemble based extreme learning machine, IEEE Signal
Process. Lett. 17 (8) (2010) 754-757.

[130] T.P.F.D. Lima, T.B. Ludermir. Ensembles of evolutionary extreme learning
machines through differential evolution and fitness sharing, in: Proceedings of
the International Joint Conference on Neural Networks, 2014, pp. 2677-2682

[131] J.FL de Oliveira, T.B. Ludermir, Homogeneous ensemble selection through
hierarchical clustering with a modified artificial fish swarm algorithm, in:
Proceedings of the IEEE International Conference on Tools with Artificial
Intelligence, 2011, pp. 177-180.

[132] Y. Zhang, B. Liu, F. Yang, in: Differential Evolution Based Selective Ensemble
of Extreme Learning Machine, IEEE, 2016a, pp. 1327-1333.
Trustcom/bigdatase/ispa.

[133] Y. Zhang. B. Liu, J. Cai, S.H. Zhang, Ensemble weighted extreme learning
machine for imbalanced data classification based on differential evolution,
Neural Comput. Appl. 28 (1) (2016b) 1-9.

[134] Y. Liu, B. He, D. Dong, Y. Shen, T. Yan, N. Rui, A. Lendasse, Particle swarm
optimization based selective ensemble of online sequential extreme learning
machine, Math. Probl. Eng. 2015 (2015) 1-10.

[135] Q.H. Ling, Y.Q. Song, F. Han, D. Yang, D.S. Huang, An improved ensemble
of random vector functional link networks based on particle swarm optimization
with double optimization strategy, PLOS ONE 11 (11) (2016) ¢0165803,
doi:10.1371/journal.pone.0165803.

[136] G.C. Luh, C.Y. Lin, Optimal design of truss-structures using particle swarm
optimization, Comput. Struct. 89 (23) (2011) 2221-2232.

[137] D. Yang, F. Han, An improved ensemble of extreme learning machine based on
attractive and repulsive particle swarm optimization, in: Proceedings of the
International Conference on Intelligent Computing, 2014, pp. 213-220.

[138] Y.Q, Wu, F. Han, Q.H. Ling, An improved ensemble extreme learning machine
based on ARPSO and tournament-selection, in: Proceedings of the International
Conference in Swarm Intelligence, 2016, pp. 89-96.

[139] F. Han, D. Yang, Q.H. Ling. D.S. Huang. A novel diversity-guided ensemble
of neural network based on attractive and repulsive particle swarm optimization,
in: Proceedings of the International Joint Conference on Neural Networks, 2015,
pp. 1-7.

[140] X.H. Zhu, ZW. Ni, M.Y. Cheng, F.F. Jin, J.M. Li, G. Weckman, Selective
ensemble based on extreme learning machine and improved discrete artificial
fish swarm algorithm for haze forecast, Appl. Intell. (2017) 1-19.

[141] C.M. Fonseca, P.J. Fleming, An overview of evolutionary algorithms in
multiobjective optimization, Evolut. Comput. 3 (1) (1995) 1-16.



Istatistik Alaninda Uluslararasi Derleme, Aragtirma ve Caligmalar * 27

[142] A. Trivedi, D. Srinivasan, K. Sanyal, A. Ghosh, A survey of multiobjective
evolutionary algorithms based on decomposition, IEEE Trans. Evolut. Comput.
21 (3) (2017) 440-462.

[143] D.A. Van Veldhuizen, G.B. Lamont, Multiobjective evolutionary algorithms:
analyzing the state-of-the-art, Evolut. Comput., 8 (2) (2000) 125-147.

[144] LM. Antonio, CA.C. Coello, Coevolutionary multi-objective evolutionary
algorithms: a survey of the state-of-the-art, IEEE Trans. Evolut. Comput. PP (99)
(2017) 1-16.

[145] X. Glorot, A. Bordes, Y. Bengio, Deep sparse rectifier neural networks, in:
Proceedings of the International Conference on Artificial Intelligence and
Statistics, 2012, pp. 315-323.

[146] 1. Goodfellow, Y. Bengio, A. Courville, Deep Learning, MIT Press, 2016.
http://www.deeplearningbook.org

[147] J.D. Knowles, D.W. Corne, Approximating the nondominated front using the
Pareto archived evolution strategy, Evolut. Comput. 8 (2) (2000) 149-172.

[148] CR. Raquel, P.C. Naval, An effective use of crowding distance in multiobjective
particle swarm optimization, in: Proceedings of the Seventh Annual Conference
on Genetic and Evolutionary Computation, 2005, pp. 257-264.

[149] K. Deb, A. Pratap, S. Agarwal, T. Meyarivan, A fast and elitist multiobjective
genetic algorithm: NSGA-II, IEEE Trans. Evolut. Comput. 6 (2) (2002) 182-
197.

[150] Y.M. Cai, X.B. Liu, Y. Wu, P. Hu, R.L. Wang. B. Wu, Z.H. Cai, Extreme
learning machine based on evolutionary multi-objective optimization, in:
Proceedings of the International Conference on Bio-Inspired Computing:
Theories and Applications, 2017, pp. 420-435.

[151]J. Echanobe, LD. Campo, V. Martnez, K. Basterretxea. Genetic algorithm-based
optimization of ELM for on-line hyperspectral image classification, in:
Proceedings of the International Joint Conference on Neural Networks, 2017,
pp. 4202-4207.

[152] W. Du, S.Y.S. Leung, C.K. Kwong. Time series forecasting by neural networks:
a knee point-based multiobjective evolutionary algorithm approach, Expert Syst.
Appl. 41 (18) (2014) 8049-8061.

[153] CA.C. Coello, G.T. Pulido, M.S. Lechuga, Handling multiple objectives with
particle swarm optimization, IEEE Trans. Evolut. Comput. 8 (3) (2004) 256-279.

[154] W.T. Mao, M. Tian, X.Z. Cao, J.C. Xu, Model selection of extreme learning
machine based on multi-objective optimization, Neural Comput. Appl. 22 (3-4)
(2013) 521-529.

[155] VL Huang, P.N. Suganthan, J.J. Liang. Comprehensive learning particle swarm
optimizer for solving multiobjective optimization problems, Int. J. Intell. Syst.
21 (2) (2006) 209-226.

[156] G.C. Cawley, N.L.C. Talbot, Preventing over-fitting during model selection via
Bayesian regularisation of the hyper-parameters, J. Mach. Learn. Res. (2007)
841-861.

[157] D. Lahoz, B. Lacruz, P.M. Mateo, A multi-objective micro genetic ELM
algorithm. Neurocomputing 111 (6) (2013) 90-103.

[158] C. Liu, D.L. Chen, F.C. Wan, Multiobjective learning algorithm based on
membrane systems for optimizing the parameters of extreme learning machine.
Optik 127 (4) (2016) 1909-1917.




28 - Cagatay Bal

[159] B. Liu, Q.F. Zhang, G.G.E. Gielen, A Gaussian process surrogate model assisted
evolutionary algorithm for medium scale expensive optimization problems,
IEEE Trans. Evolut. Comput. 18 (2) (2014) 180-192.

[160] CL. Sun, Y.C. Jin, R. Cheng, J.L. Ding. J.C. Zeng. Surrogate-assisted
cooperative swarm optimization of high-dimensional expensive problems, IEEE
Trans. Evolut. Comput. 21 (4) (2017) 644-660.

[161] T. Chugh, K. Sindhya, J. Hakanen, K. Miettinen, A survey on handling
computationally expensive multiobjective optimization problems with
evolutionary algorithms, Soft Comput. (2017) 1-30.

[162] J. Chen, J. Li, B, Xin, DMOEA-EC: decomposition-based multi-objective
evolutionary algorithm with the e-constraint framework, IEEE Trans. Evolut.
Comput. 21 (5) (2017) 714-730.

[163] K. Deb, H. Jain, An evolutionary many-objective optimization algorithm using
reference-point-based nondominated sorting approach, part 1: solving problems
with box constraints, [IEEE Trans. Evolut. Comput. 18 (4) (2014) 577-601.

[164] M.G. Gong, J. Liu, H. Li, Q. Cai, L.Z. Su, A multiobjective sparse feature
learning model for deep neural networks, IEEE Trans. Neural Netw. Learn. Syst.
26 (12) (2017) 3263-3277.

[165] E. Real, S. Moore, A. Selle, S. Saxena, Y.L Suematsu, J. Tan, Q. Le, A. Kurakin,
Large-scale evolution of image classifiers, in: Proceedings of the International
Conference on Machine Learning, 2017, pp. 1-18.

[166] J.X. Tang, C.W. Deng, G.B. Huang. Extreme learning machine for multilayer
perceptron, IEEE Trans. Neural Netw. Learn. Syst. 27 (4) (2016) 809-821.
[167] K. Sun, J.S. Zhang, C.X. Zhang, J.Y. Hu, Generalized extreme learning machine
autoencoder and a new deep neural network, Neurocomputing 230 (2017) 374-

381.

[168] T. Salimans, J. Ho, X. Chen, S. Sidor, I. Sutskever, Evolution strategics as a
scalable alternative to reinforcement learning, 2017. arXiv: 1703.03864v2.
[169] N. Hansen. The CMA Evolution Strategy: a tutorial, 2016. arXiv:

1604.00772v1.

[170] C.H. Zheng, D.S. Huang, L. Shang, Feature selection in independent component
subspace for microarray data classification, Neurocomputing 69 (1618) (2006)
2407-2410.

[171] Y. Zhang, B. Liu, J. Cai, S. Zhang, Ensemble weighted extreme learning
machine for imbalanced data classification based on differential evolution,
Neural Comput. Appl. 28 (1) (2016) 1-9.

[172] K.H. Liu, D.S. Huang, Cancer classification using rotation forest, Computers in
Biology and Medicine 38 (5) (2008) 601-610.



SAHTE HABER TESPITI IGIN MAKINE
OGRENMESI YONTEMLERI

Ertugrul AVCI*
Erol TERZJ?

1 Evidea - Is Zekasi ve Raporlama Yoneticisi,
ertugrul_avci@icloud.com
ORCID ID:

2 Prof.Dr. Ondokuz May1s Universitesi,
eroltrz@omu.edu.tr
ORCID ID: 0000-0002-2309-827X




30 * Ertugrul Avci& Erol Terzi
1. GIRiS
1.1. Problem Tanimi

Internetin ve dijital medyanin yaygilasmasiyla birlikte bilgiye erisim
kolaylagmis, ancak bu gelismeler beraberinde ciddi sorunlar1 da getirmistir.
Bu sorunlarin basinda sahte haberlerin yayginlasmasi gelmektedir. Sahte ha-
berler, bireylerin yanlig yonlendirilmesine, kamuoyunun manipiile edilmesine
ve toplumsal kutuplasmanin artmasina neden olabilmektedir. Ozellikle sos-
yal medya platformlarinda yayilan sahte icerikler, dogrulugu teyit edilmeden
genis kitlelere ulasabilmekte ve ciddi toplumsal sonuglar dogurabilmektedir
(Allcott & Gentzkow, 2017).

1.2. Calismanin Amaci

Bu ¢aligmanin temel amaci, metin madenciligi ve makine 6grenmesi yon-
temleri kullanarak sahte haberleri tespit edebilen bir model gelistirmektir. Bu
baglamda, dogal dil isleme (NLP) teknikleri kullanilarak haber metinlerinden
anlamli 6zellikler ¢ikarilacak ve ¢esitli siniflandirma algoritmalar1 yardimiyla
bu haberlerin dogrulugu degerlendirilecektir.

Proje kapsaminda kullanilan veri setleri, “Fake.csv” (sahte haberler) ve
“True.csv” (gercek haberler) adli iki ayr1 dosyadan olusmaktadir. Bu veri set-
leri iizerinden yapilacak analizlerle sahte haber tespiti probleminin farkli bo-
yutlar1 ele alinacaktir.

1.3. Sahte Haber Nedir?

Sahte haber (Fake News), yanlig, yaniltict veya tamamen uydurma bil-
gileri igeren, genellikle belirli bir ajandaya hizmet eden haber tiirtidiir. Sahte
haberler cogunlukla propaganda, siyasi manipiilasyon, finansal ¢ikar saglama
gibi motivasyonlarla olusturulmaktadir. Bu tiir haberler, giivenilir haber kay-
naklarinin goriiniimiinii taklit ederek okuyucunun inancin1 kazanmayi amag-
lar (Lazer et al., 2018).

1.4. Sahte Haberlerin Toplum Uzerindeki Etkileri

Sahte haberlerin toplum tizerindeki etkileri oldukc¢a ciddidir. Se¢im siireg-
lerinin manipiile edilmesi, bireylerin yanlis saglik bilgileriyle yonlendirilmesi
ve sosyal ¢atismalarin koriiklenmesi bu etkilerden sadece birkagidir. Ozellikle
COVID-19 pandemisi siiresince yanlis bilgilendirme ve dezenformasyonun
etkileri net bir sekilde goriilmiistiir (Zarocostas, 2020).

1.5. Makine Ogrenmesi ile Sahte Haber Tespiti

Makine 0grenmesi, biiyiikk veri kiimeleri iizerinde 6grenme saglayarak
tahmin ve siiflandirma gorevlerinde oldukca etkili sonuglar sunmaktadir. Bu
baglamda, sahte haber tespiti gibi metin siniflandirma problemlerinde de ¢e-
sitli algoritmalar (Naive Bayes, SVM, Random Forest, LSTM vb.) yaygin
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olarak kullanilmaktadir. Bu ¢alismada da farkli makine 6grenmesi modelleri
test edilerek en yliksek dogruluk orani elde edilmeye ¢aligilacaktir.

1.6. Calismanin Katkisi ve Onemi

Bu proje, sahte haber tespiti alaninda hem akademik hem de pratik aci-
dan degerli bir katki sunmay1 amaglamaktadir. Elde edilecek bulgular, medya
kuruluslari, sosyal medya platformlari ve arastirmacilar i¢in 6nemli i¢goriiler
saglayabilir. Ayrica, bu ¢aligma sayesinde Tiirk¢e haberlerde kullanilabilecek
giivenilir bir model altyapisi olusturulmasi da hedeflenmektedir.

2. LITERATUR TARAMASI
2.1. Sahte Haber Tespiti Uzerine Genel Yaklasimlar

Sahte haber tespiti alani, son yillarda dogal dil isleme (NLP) ve makine
ogrenmesi tekniklerinin gelismesiyle birlikte oldukga hizli ilerlemistir. Yapi-
lan ¢aligmalar ¢ogunlukla {i¢ ana yaklasim etrafinda toplanmaktadir:

Icerik Tabanl Yontemler: Haber metninin dil yapisi, sozciik frekans-
lar1, baslik analizi ve metin karmasiklig1 gibi icerik 6zelliklerine dayanir.
TF-IDF, bag-of-words (BoW), LDA gibi teknikler sik¢a kullanilmaktadir.

Kaynak ve Meta Veri Tabanli Yontemler: Haberi paylagan yazar, ku-
rum, tarih, paylasim siklig1 gibi meta veriler analiz edilir.

Sosyal Etkilesim Tabanli Yontemler: Ozellikle sosyal medya verileri
tizerinde yapilan caligmalarda haberin ne sekilde yayildigi, kimler tarafindan
ve ne hizda paylasildig1 gibi veriler incelenir.

2.2. Dogal Dil isleme (NLP) Yontemleri ile Sahte Haber Tespiti

NLP teknikleri, sahte haber tespitinde anahtar rol oynamaktadir. En ¢ok
kullanilan teknikler:

N-gram modelleri

TF-IDF (Term Frequency-Inverse Document Frequency)
Word2Vec, GloVe gibi kelime gdmme (embedding) teknikleri
Sentiment Analysis (Duygu Analizi)

Topic Modeling (LDA, NMF)

Bu yontemler haber metinlerinin anlamini sayisal temsillere doniistiirerek
smiflandirma algoritmalarina girdi saglar.

2.3. Makine Ogrenmesi Modelleri ile Sahte Haber Simiflandirmasi

Makine 6grenmesi algoritmalari, sahte haberleri stniflandirmak i¢in giic-
It araglardir. Asagidaki algoritmalar yaygin olarak kullanilmaktadir:

Naive Bayes (NB): Hizli ve basit yapisi nedeniyle metin siniflandir-
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mada ilk siralarda tercih edilir.

Destek Vektor Makineleri (SVM): Ozellikle yiiksek boyutlu verilerde
iyi performans gosterir.

Karar Agaglart ve Random Forest: Ac¢iklanabilirlik agisindan avantaj-
lidir.

Lojistik Regresyon: ikili siniflandirma problemleri i¢in temel yon-
temdir.

XGBoost / LightGBM: Gelismis agag tabanli boosting algoritmalari-
dir.

2.4. Derin Ogrenme ve Hibrit Yaklasimlar

Son yillarda sahte haber tespiti icin derin 6grenme modelleri yayginlas-
mustir. Bu modellerin bazilar::

Convolutional Neural Networks (CNN): Metin i¢indeki yapisal kalip-
lar1 6grenmede etkilidir.

Recurrent Neural Networks (RNN) / LSTM: Zaman sirali metin veri-
lerinde daha bagarilidir.

Transformer tabanli modeller (BERT, RoBERTa): Konu baglamini
anlamada Ustiindiir.

Hibrit modeller ise igerik + sosyal ag verilerini birlestirerek daha yiiksek
basar1 saglar.

2.5. Sahte Haber Tespiti Uzerine Tiirkce Calismalar

Tiirkce veri setleri ve ¢alismalar daha sinirli olmakla birlikte giderek art-
maktadir. Bazi 6rnek ¢aligmalar sunlardir:

Habernet, trFakeNews, Tiirk¢e haber basliklariyla olusturulmus 6zel
veri setleri

Tirkge dil yapisina uygun morfolojik analiz, Zemberek NLP kiitiip-
hanesi vb. yontemler kullanilmistir.

2.6. Zorluklar ve Acik Problemler

Sahte haber tespiti her ne kadar giiniimiiz teknolojileriyle ¢6ziilebilir gibi
goriinse de hala bir¢ok teknik, etik ve yapisal zorluk barindirmaktadir. Bu bo-
liimde karsilagilan temel problemler, ¢6ziim yonelimleri ve arastirmaya agik
alanlar detaylandirilmaktadir.

2.6.1. Veri Seti Dengesizligi (Imbalanced Dataset Problem)

Cogu sahte haber veri setinde ger¢ek ve sahte haberler esit sayida bu-
lunmaz, bu da modellerin 6grenme siirecinde yanli tahminler yapmasia yol
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acar. Gergek haberler genellikle daha fazladir, bu da modelin “gercek” sinifina
dogru egilmesine sebep olur. Bu dengesizlige ¢6ziim olmasi adina asagida yer
alan teknikleri kullanabiliriz.

SMOTE (Synthetic Minority Oversampling Technique) gibi yontem-
lerle azinlik sinifin 6rnek sayisi artirilabilir.

Agirlikli kayip fonksiyonlari, 6rnegin class weight="balanced’ gibi
hiperparametrelerle model egitimi optimize edilebilir.

2.6.2. Veri Dogrulugu ve Etiketleme Problemleri

Haberlerin dogru sekilde “sahte” ya da “gergek’ olarak etiketlenmesi ol-
dukca zordur. Hatali etiketlemeler modelin hatali 6grenmesine neden olabilir.
Ayrica, etiketteki siibjektiflik (6rnegin, abartili baslik m1, yoksa sahte icerik
mi?) de degerlendirme siire¢lerini karmasiklagtirir.

2.6.3. Dilsel Karmasiklik ve Manipiilasyon

Sahte haberler genellikle oldukga ikna edici bir dille yazilir. Duygu s6-
miiriisli, abartma, retorik sorular ve gorsel desteklerle okur etkilenir. Bu du-
rum, metin tabanlt NLP modelleri i¢in ciddi bir yaniltict faktordiir.

Zorluk: Sadece kelime frekanslarina ya da ciimle yapisina dayali mo-
deller bu karmagiklig1 ¢6zemeyebilir.

Ileri Seviye NLP Gereksinimi: Transformer tabanli modeller (BERT,
GPT vb.) bu dili daha iyi analiz edebilir.

2.6.4. Model Agiklanabilirligi (Explainability)

Sahte haber tespiti gibi hassas kararlarin verildigi sistemlerde “neden bu
karar verildi?” sorusunun yaniti dnemlidir. Ancak, 6zellikle derin 6grenme
modelleri “kara kutu” (black box) olarak calistig1 i¢in kararlar1 agiklamak
glictur.

XAI (Explainable AI) teknikleri, LIME, SHAP gibi yontemlerle mo-
del kararlarinin gorsellestirilmesi saglanabilir.

Etik Sorumluluk: Haberin sahte oldugu iddiasi, bir kiginin veya kuru-
mun itibarini etkileyebilir. Bu nedenle agiklanabilirlik, etik degerlendirmeler-
le birlikte diigiiniilmelidir.

2.6.5. Cok Dilli (Multilingual) ve Kiiltiirel Farkhhklar

Sahte haber tespiti cogunlukla Ingilizce metinler iizerinden gelistirilmis-
tir. Ancak farkli dillerde (6rnegin Tiirkce, Arapga, Cince) dil yapisi, deyimler,
gramer kurallar1 ve sdylem bicimi degisiklik gosterir.

Tiirk¢ede eklemeli yapi, sozciik kdklerinin degismesi, mecaz kullani-
mi gibi dgeler dil modeli gelistirmeyi zorlastirir.
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Dil bagimsiz evrensel modeller halen aragtirma asamasindadir.
2.6.6. Gorsel ve Cok Modlu Haberler

Bazi sahte haberler yalnizca metin degil; gorseller, videolar ve baglanti-
larla birlikte servis edilir. Metin odakli modeller bu baglami g6z ardi edebilir.
Bu nedenle multimodal modellerin gelistirilmesi gerekir.

EANN (Event Adversarial Neural Network) gibi ¢cok modlu derin 6g-
renme yapilar1 bu alanda umut vadetmektedir.

Gorseldeki manipiilasyonlar1 algilayan modeller sahte icerigi daha
dogru yakalayabilir.

2.6.7. Gergek Haberler de Yamiltici Olabilir

Gergek haberler bile dnyargili, eksik ya da yanlig yonlendirmeli olabilir.
Sahte haber olarak smiflandirilmasalar da okuyucunun algisin1 yanhs sekil-
lendirebilirler. Bu gri alanlar siniflandirmay1 daha karmasik hale getirir.

2.6.8. Gercek Zamanh Sahte Haber Tespiti

Gergek zamanli sahte haber tespiti hala biiyiik bir acik alandir. Sosyal
medya gibi hizli platformlarda haberlerin yayilma hiz1 ¢ok yiiksek oldugun-
dan, modellerin giincel ve hizli olmasi gerekir.

Streaming veri modelleri

Zaman serileriyle birlikte ¢alisan NLP algoritmalar
3. VERI SETI TANITIMI ve KESIFSEL VERI ANALIZI (EDA)
3.1. Veri Setlerinin Tanitimi

Bu projede elimizde iki tane 6nemli veri seti var: Fake.csv ve True.csv.
Isimlerinden de anlasilacag gibi, biri sahte haberleri, digeri ise gergek haber-
leri igeriyor.

Tablo 3.1. Veri Seti Tanitim:

Veri Seti Kayit Sayist Stitun Sayisi
Fake.csv (Sahte Haber) 23481 5
True.csv (Sahte Haber) 21417 5
Toplam 44898 5

Sahte Haberler hakkinda bilgiler asagida yer almaktadir.

Bu dosyada toplamda 23.481 tane haber kaydi var. Her bir satir bir haber
anlamina geliyor. Her haber i¢in su bilgiler yer aliyor:

title: Haberin bagligi
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text: Haberin tam metni

subject: Haberin hangi konuyla ilgili oldugu (6rnegin politika, diinya
haberleri vs.)

date: Haberin yayinlandig: tarih

Bu haberler genellikle ger¢ekmis gibi gosterilen ama aslinda dogrulugu
olmayan bilgiler igeriyor. Sahte haberlerin nasil bir yapiya sahip oldugunu
anlamak i¢in bu veri ¢ok isimize yarayacak.

Gergek Haberler hakkinda bilgiler asagida yer almaktadir.

Bu dosyada da 21.417 tane gerg¢ek haber bulunuyor. Yapisi Fake.csv ile
ayni. Yani bu dosyada da baglik, metin, konu ve tarih bilgileri yer aliyor.

Gergek haberlerle sahte haberleri karsilastirmak, aralarindaki dil farklilik-
larini, baglik yapisini ve konularini incelemek i¢in bu iki veri seti cok uygun.

Yillara Gore Haber Sayisi
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Sekil 3.1. Yillara Gore Haber Sayis

Bu grafikte yillara gore yayimlanan haber sayilar1 gosterilmektedir. 2015-
2017 yillar1 arasinda belirgin bir artis oldugu goriilmektedir. Bu durum, dijital
haberlesmenin yayginlagsmasiyla sahte ve gergek haber liretiminin yogunlas-
tigin1 gostermektedir.
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Haber Basina Kelime Sayisi Dagilimi
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Sekil 3.2. Haber Bagsina Kelime Sayist Dagilimi

Haber metinlerinin igerik uzunluklarini gdsteren bu histogramda, ¢ogu
haberin 200-800 kelime arasinda oldugu gozlemlenmistir. Dagilim simetrik
bir yapiya sahiptir ve bazi haberlerin olduk¢a uzun igerikler barindirdig: dik-
kat ¢cekmektedir.

En Sik Gecen 20 Kelime (Stopwords Haric) - Orneklem Uzerinden

Kelime

0 2000 4000 6000 8000 10000 12000 14000
Frekans

Sekil 3.3. En Sik Gegen 20 Kelime

5000 ornek tizerinden yapilan analizde, en sik gecen kelimeler belirlen-
mistir. “trump”’, “said”, “people”, “obama” gibi kelimeler 6n plana ¢ikmakta-
dir. Bu durum, haberlerin ¢ogunlukla politik igerikli oldugunu ve belirli figtir-

ler etrafinda sekillendigini gostermektedir.
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Sekil 3.4. Etikete Gore Konu Dagilimi

Sekil 3.5. Zaman Serisi Analizi

Gtlinliik bazda haber tiretim miktarini gdsteren bu zaman serisi grafiginde,
baz1 donemlerde ani artislar gozlemlenmektedir. Bu artiglar, nemli siyasi ge-
lismeler veya kriz donemlerine denk geliyor olabilir. Grafik, sahte ve gergek
haberlerin zaman i¢inde nasil yayildigin1 gozlemlemek adina énemli ipuglari
sunmaktadir.

3.2. Veri Birlestirme ve Etiketleme

Projede islerimizi kolaylastirmak adina bu iki dosyay1 birlestirdik. Boyle-
ce elimizde toplamda 44.898 haber bulunan tek bir veri seti olustu. Bu birlesik
veri setine her haberin “ger¢ek” mi yoksa “sahte” mi oldugunu belirten bir
etiket ekledik:

Sahte haberlere “0”
Gergek haberlere “1” etiketi verdik.

Bu sayede makine 6grenmesi algoritmalaria bu veriyi kolayca dgrete-
bilecegiz.

3.3. Eksik Deger Analizi

Projede kullanmis oldugumuz veri setlerinde eksik deger bulunmamak-

tadir. Tiim satirlar doludur. Ancak tarih (date) stitunu bazi analizlerde NaT
(gegersiz tarih) formatina doniisebilir; bu nedenle dikkatle islenmelidir.
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4. VERI ON iSLEME ve OZELLiK MUHENDISLiGi

Bu asamada, elimizdeki haber metinlerini daha anlamli hale getirebilmek
icin biraz temizlik ve sayisal hale doniistiirme islemleri yapmamiz gerekiyor.
Yani bilgisayarin anlayacagi forma sokuyoruz.

4.1. Metin Temizleme

[lk isimiz, haberlerin icerigindeki gereksiz karakterlerden ve giiriiltiiler-
den kurtulmak.

Tablo 4.1. Veri On Isleme Adimlar:

Adim |Islem Aciklama
1 Kiigiik harfe ¢evirme Tiim metinler lowercase hale getirildi.
2 Noktalama Isaretlerini temizleme | String.punctuation karakterleri kaldirildi.
3 Sayilari ve sayisal ifadeleri Sayisal igerikler metinden temizlendi.
kaldirma
4 TF-IDF doniisiimii (5000 6zellik) | TF_IDF ile sayisal 6znitelikler ¢ikartildi.
5 Egitim/Test ayrim1 (%80/%20) Train_test_split kullanilarak boliindii

Ornek verecek olursak eger:

Biiyiik harfleri kii¢lik harfe ¢evirdik.

Noktalama isaretlerini sildik (.,!? gibi).

Web adresleri (6rnegin “https://...”) temizlendi.

Satir sonlar1 ve say1 iceren kelimeler ¢ikartildi.
Bu islemlerden sonra daha sade ve islenebilir metinler elde ettik.
4.2. Sayisallagtirma (TF-IDF Vektorlestirme)

Makine 6grenmesi modelleri yazilar1 anlayamaz. O yiizden metinleri
sayisal vektorlere doniistirmemiz lazim. Bu is i¢in “TF-IDF” adli yontemi
kullandik.

Peki TF-IDF yontemi ile neler yapilabilir:
Her kelimenin metindeki sikligin1 6lger.

Ama bu kelime bagka tiim metinlerde de ¢cok gegiyorsa (6rnegin “the”,
“and”), puanini disiirtr.

Boylece model sadece anlamli kelimelere odaklanir.

Biz de her haber metninden en fazla 5000 tane anlamli kelime ¢ikartip
bunlar1 sayisal vektorlere doniigtiirdiik.
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4.3. Egitim ve Test Ayrim

Veriyi modele 6gretmeden once:
%80’ini egitim verisi olarak ayirdik.
%20’sini test i¢in sakladik.

Yani model 6nce 6greniyor, sonra hi¢ gormedigi haberlerle sinava giriyor.
Bu sayede ne kadar dogru tahmin yaptigini test edebilecegiz.

5. MODELLEME ve ALGORITMALARIN EGITiMi

Caligmanin bu boliimiinde, sahte haber tespiti i¢in kullanilan veri setinin
hazirlanmasi ve makine 6grenmesi modellerinin egitimi siireci ayrintili olarak
aciklanmustir.

Kullanilan verinin egitim ve test olarak boliinmesi, farkli algoritmalarla
modelleme islemlerinin gergeklestirilmesi ve elde edilen sonuglarin degerlen-
dirilmesi amaciyla sistematik bir yaklasim izlenmistir.

5.1. Egitim ve Test Veri Setinin Hazirlanmasi

Caligmada kullanilan veri seti, sahte ve gergek haberlerden olusmaktadir.
Oncelikle metin verileri temizlenmis ve TF-IDF yontemi kullanilarak haber
metinlerinden sayisal 6znitelikler ¢ikarilmigtir.

Tablo 5.1. Kullanilan Makine Ogrenmesi Modelleri

Model Model Tipi Avantajlari Dezavantajlari
Logistic Regression | Dogrusal Basit ve etkili, hizli | Dogrusal olmayan
calisir. ayrimlarda yetersiz
olabilir.
Naive Bayes Olsailik Tabanl Hafif ve disiik Dil karmasikligini iyi
hesaplama maliyeti. | yonetemez.
Random Forest Topluluk (Ensemble) | Yiiksek dogruluk, Egitim siiresi
overfitting’e karst uzundur.
direngli.
Support Vector Dogrusal Ayirict Yiiksek boyutlu Egitim siiresi
Machine (SVM) verilerde iyi yiiksektir, kernel
performans. ayarlari hassas.

Eldeedilenveriseti,%80egitimve%?20testolacaksekildeikiyeboliinmiistiir.
Bu béliinme ile modellerin, verinin biiylik bir kismi {izerinde grenmesi ve
kalan kisim lizerinde sinanmasi saglanmistir.

5.2. Kullamilan Makine Ogrenmesi Modelleri

Caligmada farkl yapisal 6zelliklere sahip dort makine 6grenmesi algorit-
mast tercih edilmistir:

Logistic Regression (Lojistik Regresyon):
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Dogrusal ayirimi temel alan ve ikili siniflandirma problemleri igin yaygin
olarak kullanilan bir modeldir.

Multinomial Naive Bayes:

Ozellikle metin madenciligi uygulamalarinda etkili, olasilik temelli bir
smiflayicidir.

Random Forest Classifier:

Cok sayida karar agacinin birlesimiyle olusan, topluluk 6grenmesine da-
yal1 bir algoritmadir.

Support Vector Machine (SVM):

Yiiksek boyutlu verilerde etkili calisan ve siniflar1 en iyi sekilde ayiran
hiper diizlemleri bulan bir modeldir.

Bu modellerin se¢ilme nedeni, sahte haber tespiti gibi metin temelli sinif-
landirma problemlerinde farkli 6grenme stratejilerinin basarilarini karsilasti-
rabilmektir,

5.3. Model Egitimi

Hazirlanan egitim verileri (X_train, y_train) kullanilarak her bir model
ayr1 ayri egitilmistir. Egitim siirecinde kullanilan temel parametreler sunlardir:

Logistic Regression: max_iter=1000 ile optimize edilmistir.

Multinomial Naive Bayes: Standart hiperparametrelerle kullanilmis-
tir.

Random Forest Classifier: n_estimators=100 (100 agag) secilmistir.
SVM: Lineer ¢ekirdek (LinearSVC) kullanilarak egitilmistir.

Her model, egitim verilerinde sahte ve gercek haberlerin karakteristik
Ozelliklerini 6grenerek siniflandirma yapacak sekilde egitilmistir.

6. MODEL DEGERLENDIRME ve SONUCLARIN YORUMLAN-
MASI

Modelleme siirecinde farkli makine 6grenmesi algoritmalart kullanilarak
sahte haber tespiti lizerine cesitli deneyler gerceklestirilmistir.

Elde edilen modellerin basarisini objektif olarak 6l¢ebilmek ve karsilasti-
rabilmek adina bazi performans degerlendirme metrikleri kullanilmigtir.

Bu béliimde, uygulanan modellerin performans kriterleri agiklanmakta
ve elde edilen sonuglar detayli bir sekilde yorumlanmaktadir.

6.1. Degerlendirme Yontemleri

Modellerin performansini degerlendirmek icin asagidaki temel metrikler
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kullanilmigtir:
Accuracy (Dogruluk Orani): Modelin genel dogruluk seviyesi
Precision (Kesinlik): Pozitif tahminlerin dogrulugu
Recall (Duyarlilik): Gergek pozitiflerin tespit orani
F1-Score: Precision ve Recall’un harmonik ortalamasi

Bu metrikler, sklearn kiitiiphanesinin classification report fonksiyonu ile
hesaplanmstir.

6.2. Test Sonuglari

Her model egitim tamamlandiktan sonra, test veri seti (X_test) iizerinde sinanmgtr.

100 Modellerin Accuracy Karsilastirmasi
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Sekil 6.1. Modellerin Accuracy Karsilastirmasi (Bar Chart)

Dort farkli makine 6grenmesi algoritmasinin test verisi tizerindeki dogru-
luk (accuracy) oranlari karsilagtirmali olarak sunulmustur. Random Forest ve
SVM modelleri en yiiksek dogruluk oranlarina ulasirken, Naive Bayes modeli
diger modellere gore daha diisiik bir dogruluk sergilemistir.
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Sekil 6.2. Logistic Regression Confusion Matrix

Logistic Regression modeli igin olusturulan karisiklik matrisi (confusi-
on matrix) gosterilmektedir. Model yiiksek dogrulukla siiflandirmis olmakla
birlikte minimal yanlig siniflamalar gézlemlenmistir.

Random Forest Confusion Matrix
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Sekil 6.3. Random Forest Confusion Matrix

Random Forest modeli i¢in olusturulan karigiklik matrisini gostermekte-
dir. Random Forest modeli, siniflandirmada neredeyse miikemmel bir basari

sergileyerek hata oranini minimuma indirmistir. Elde edilen performans so-
nuglar1 asagida 6zetlenmistir:
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Model Accuracy (%) | Precision Recall F1-Score
Logistic 98.73 0.99 0.99 0.99
Regression

Naive Bayes 92.70 0.93 0.93 0.93
Random Forest |99.75 1.00 1.00 1.00
SVM 99.42 0.99 0.99 0.99

6.3. Sonuclarin Yorumu

Sonuglar incelendiginde, Random Forest modelinin %99,75 dogruluk
orant ile en yliksek basariy1 sagladig goriilmiistiir.

Random Forest modeli, ayn1 zamanda Precision, Recall ve F1-Score de-
gerlerinde 1.00 gibi mitkemmel skorlar elde etmistir. Bu model hem dogruluk
hem de diger performans metriklerinde iistiin basar1 gostererek, sahte haber
tespitinde topluluk 6grenmesi yontemlerinin etkinligini bir kez daha kanitla-
migtir.

SVM ve Logistic Regression modelleri de %99un tizerinde dogruluk
oranlari ile sahte haber tespitinde etkili olmustur.

Ozellikle SVM modeli, dilin yapisal 6zelliklerini yiiksek dogrulukla ay1-
rarak etkileyici bir basar1 gostermistir.

Naive Bayes modeli ise %92,70 dogruluk orani ile diger modellere kiyas-
la daha diisiik bir performans sergilemistir.

Bu durum, Naive Bayes’in varsayimsal sadelestirmeleri nedeniyle kar-
masik dil yapilarinda daha diisiik basar1 gostermesinden kaynaklanmaktadir.
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Sekil 6.4. Precision, Recall ve F1-Score Karsilastirmast

Dort modelin Precision, Recall ve F1-Score degerleri karsilastirilmakta-
dir. Random Forest modeli tiim metriklerde 1.00 degerine ulagarak en {istiin
performansi sergilemistir. Logistic Regression ve SVM modelleri de dengeli
ve yiiksek performans gostermistir, Naive Bayes modeli ise diger modellere
gore daha diisiik degerler tiretmistir.

Genel olarak, daha kompleks ve topluluk 6grenme tabanli modellerin (6r-
negin Random Forest) sahte haber tespiti problemlerinde daha iistiin sonuglar
verdigi sonucuna ulasilmistir.

7. SONUCLAR ve TARTISMA

Bu ¢aligsmada, sahte haber tespiti i¢in ¢esitli makine 6grenmesi algorit-
malar1 uygulanmis ve elde edilen performans metrikleri 15131nda modellerin
etkinlikleri karsilagtirilmistir.

Veri seti lizerinde gergeklestirilen metin 6n igleme adimlari sonrasinda
TF-IDF yontemi kullanilarak sayisal 6znitelikler ¢ikarilmis ve dort farkli si-
niflandirma algoritmasi egitilmistir: Logistic Regression, Naive Bayes, Ran-
dom Forest ve Support Vector Machine (SVM).

Elde edilen sonuglara gore, Random Forest modeli %99,75 dogruluk ora-
ni1 ile en yiiksek basariy1 gostermistir. SVM ve Logistic Regression modelleri
de sirastyla %99,42 ve %98,73 dogruluk oranlar ile gii¢lii bir performans
sergilemistir. Buna karsilik, Naive Bayes modeli %92,70 dogruluk orani ile
diger modellere gore daha diisiik bir bagar1 gostermistir.
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Modellerin precision, recall ve F1-Score degerleri de incelendiginde,
ozellikle Random Forest ve SVM modellerinin sahte ve gercek haberleri den-
geli bir sekilde siniflandirabildigi gézlemlenmistir. Logistic Regression mo-
deli ise basit yapisina ragmen etkili sonuglar {iretmistir. Naive Bayes modeli,
hizli ve diisiik maliyetli bir ¢6ziim sunmasina karsin daha kompleks dil yapi-
larini ayristirmada siirli kalmistir.

Bu bulgular, sahte haber tespitinde karmasik model yapilarina sahip algo-
ritmalarin (6zellikle topluluk 6grenme yontemleri) daha etkili oldugunu gos-
termektedir. Ayrica, dogru 6znitelik ¢ikarimi ve iyi bir 6n isleme siireci, model
basarisina dogrudan etki eden kritik faktorler arasinda yer almaktadir.

Caligmanin genel sonuglar1, makine 6grenmesi tabanli yaklagimlarin sah-
te haber tespitinde giiclii bir ara¢ oldugunu desteklemekte ve ileride yapilacak
gelistirmeler i¢in saglam bir temel sunmaktadir.

Bu calismada elde edilen basarili sonuglara ragmen, sahte haber tespiti
gibi karmagik ve dinamik bir problem i¢in gelistirilebilecek pek ¢ok alan bu-
lunmaktadir. Yapilan analizler dogrultusunda gelecekte gerceklestirilebilecek
iyilestirme Onerileri su sekilde siralanabilir:

Daha Biiytik ve Cesitlendirilmis Veri Setleri Kullanimi : Calismada kulla-
nilan veri seti belirli kaynaklardan derlenmistir. Gelecekte, farkl dil, kiiltiir ve
kaynaklardan toplanmis daha biiytik 6lcekli veri setleri kullanilarak modelle-
rin genelleme yetenekleri artirilabilir. Ozellikle sosyal medya igerikleri, forum
mesajlar1 gibi kisa ve informal metinler de analize dahil edilebilir.

Derin Ogrenme Modellerinin Uygulanmasi : Geleneksel makine dgren-
mesi algoritmalarinin yaninda, derin 68renme tabanli yontemlerin (6rnegin
LSTM, BERT, RoBERTa gibi transformer tabanli modeller) kullanilmasi,
metin icerisindeki baglam ve anlamsal iligkilerin daha iyi 6grenilmesine kat-
ki saglayabilir. Bu sayede modelin dilin inceliklerini daha dogru yakalamasi
miimkiin olur.

Coklu Veri Modlar (Multimodal) Analizi : Sadece metin bazli analizlerin
Otesine gecilerek, gorsel ve video iceriklerin de dahil edildigi ¢coklu veri mod-
larina dayali sahte haber tespit sistemleri gelistirilebilir. Ozellikle haberlerde
kullanilan gérsellerin manipiilasyonu, haberin giivenilirligini etkileyen 6nem-
li faktorlerden biridir.

Gercek Zamanh Sahte Haber Tespiti : Gelistirilecek sistemlerin sosyal
medya platformlarinda veya haber portallarinda ger¢ek zamanli olarak sahte
haber yayilimini tespit edebilmesi 6nemli bir arastirma alanidir. Bu amagla,
hizli ve diisiik gecikmeli tahmin yapabilen algoritmalara ihtiya¢ duyulmakta-
dir.
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Aciklanabilir Yapay Zeka (Explainable AI) Yontemlerinin Kulla-
mmu : Ozellikle sahte haber tespiti gibi kritik uygulamalarda modelin
aldig1 kararlarin anlagilabilir olmasi 6énemlidir. Bu baglamda, SHAP,
LIME gibi acgiklanabilir yapay zeka yontemleri entegre edilerek model
tahminlerinin nedenleri kullaniciya sunulabilir. Bu, kullanici giivenligi-
ni ve sistem seffafligini artirir.
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1. Giris

Gergek hayat problemlerinde karsimiza ¢ikan karmagik sistemlerin biiyiik bir
bolimii, smirlh  kaynaklarin = bulundugu kuyruk/bekleme  siirecleri
barindirmaktadir. Telekomiinikasyon aglari, bilgisayar ve veri merkezleri,
tiretim hatlari, ulagim sistemleri ve saglik hizmetleri gibi pek ¢ok alanda,
ilgili sistemin performansini belirleyen temel bilesen; taleplerin/miisterilerin
sisteme varig bi¢imi, sistemin disiplini ve bu iki siirecin ortaya ¢ikardig
kuyruk sistemidir. Bu tiir sistemlerin modellenmesi ve analizinde Kuyruk
teorisi ve Kuyruk Aglari temel bir ara¢ olarak kullanilmaktadir (Kleinrock
L., 1975), (Kelly, F. P., 1979). Klasik kuyruk teorisi matematiksel temellere
dayanan stokastik modeller araciligiyla sistem performansina iligkin énemli
sayisal sonuglar sunmaktadir. Ancak bu modeller hemen hemen her zaman
duraganlik, bagimsizlik ve belirli olasilik dagilimlarina dayali varsayimlar
altinda gelistirilmigtir. Gergek diinyada uygulamada karsimiza c¢ikan
sistemler incelendiginde, zamanla degisen talep/miisteri oranlari, heterojen
servis siireleri ve karmasik ag topolojileri gibi farkli nedenlerden dolay1 bu
varsaymmlar siklikla saglanamaz. Ozellikle biiyiik 6lgekli kuyruk aglarinda
analitik ¢oziimler ya elde edilemez ya da pratikte uygulanamayacak kadar
karmasiktir (Boucherie, R. J., & Van Dijk, N. M., 2017). Bu zorluklar,
kuyruk aglarinin analizinde veri temelli 6grenmeye dayali yaklagimlara olan
ilgiyi artirmistir. Makine 6grenmesi yontemleri, karmasik sistemlerden elde
edilen biiyiik hacimli veriler araciligiyla, Onceden belirlenmis olasilik
dagilimlarina ihtiyag duymadan sistem davranmislarini 6grenebilme imkani
sunmaktadir. Son yillarda yapilan c¢alismalar, makine Ogrenmesi
yontemlerinin bekleme siiresi ve kuyruk uzunlugu tahmini ile sisteme ait
performans Ol¢iilerinin yaklasik hesaplanmasinda basarili sonuglar verdigini
gostermektedir (Gelenbe E., & Nguyen T., 2019), (Zhang Y., Chen M., &
Yin Y., 2021). Ote yandan daha genis bir cerceve sunan yapay zeka
yaklasimlari ise yalnizca tahmin problemleriyle sinirlt kalmayip, karar verme
ve kontrol mekanizmalarmi da kapsamaktadir. Ozellikle pekistirmeli
O0grenme tabanli yontemler, kuyruk aglarin1 dinamik bir kontrol problemi
olarak ele alarak, yonlendirme, sunucu atama ve kaynak paylasimi gibi
kararlarin es zamanli bigimde 6grenilmesini miimkiin kilmaktadir (Sutton R.
S., & Barto A. G., 2018), (Mao H., Alizadeh M., Menache I., & Kandula S.,
2016).

Son yillarda derin 6grenme yontemlerinin popiiler hale gelmesi ve de
hesaplama araglarinin artmasi ile orantili olarak, kuyruk aglari ile yapay zeka
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arasindaki giiclii bir etkilesim ortaya ¢ikmistir. Derin sinir aglari, yiiksek
boyutlu durum uzaylarina sahip kuyruk aglarinda performans Olgiileri
tahmini ve kuyruk disiplini 6grenimi i¢in kullanilmaya baglanmistir (Chen,
X., Wang, J., & Li, Q., 2020). Ayrica, klasik Kuyruk Teorisi ile makine
O0grenmesini birlestiren hibrit yaklasimlar hem teorik hem de uygulamali
performans agisindan olumlu sonuglar ortaya koymaktadir (Gelenbe, E.,
Gellman, M., & Mang, X., 2021).

Bu kitap boliimiiniin amaci, kuyruk aglarmin matematiksel temelleri ile
makine 6grenmesi ve yapay zeka yaklasimlarina biitiinciil bir bakis sunmak
ve bu yontemlerin kuyruk aglarmma uygulanisini sistematik bigimde
incelemektir.

2. Kuyruk Aglarimin Matematiksel Temelleri

Bu boéliimde, ilk dnce okuyucu igin kuyruk aglarinin matematiksel altyapist
sistematik olarak Ozetlenerek tanitilmaya calisilmigtir. Bu kismin amaca
klasik kuyruk teorisinin temel kavramlarini ve varsayimlarini agikga
tanimlamak, ardindan bu modellerin hangi noktalarda sinirli kaldigimi veya
uygulama agisindan yaganabilecek zorluklari ortaya koymaktir.

2.1. Kuyruk Sistemleri

Cok basit haliyle, bir kuyruk sistemi, rastgele zamanlarda sisteme gelen
taleplere (mdusteri, paket, i, goérev vb.) smirli sayida servis kaynagi
tarafindan sunulan hizmeti stokastik olarak modelleyen bir yapidir. Bir
kuyruk sistemi: Gelis siireci, Servis siireci, Sunucu sayist, Kuyruk disiplini
ve Sistem kapasitesi temel bilesenleriyle tanimlanir. Simdi bu bilesenleri
matematiksel olarak tanitalim. Bu kisimdan itibaren, ¢alismamizin geri kalan

199 ¢e

boliimiinde sisteme gelen “talepleri”, “miisteriler” olarak anacagiz.
2.1.1. Gelis Siireci

Gelis siireci, miisterilerin sisteme hangi zamanlarda ulastigini belirleyen
stokastik bir siiregtir. Uygulamada kabul goéren en yaygin varsayim,
geliglerin Poisson siiregli oldugudur. Yani, gelisler arasi siireler 1, (1 > 0)
parametreli iistel dagilimlidir. Poisson gelis siirecinde, sisteme gelen miisteri
sayilarinin olasilik dagilimi (Saglam, V., Yicesoy, E., Sagir, M., Zobu, M.,
2015),

(at)*k
k!

seklinde ifade edilir. Burada N(t), (0, t] zaman araliginda gergeklesen gelis
sayisint  gostermektedir. Gelis siirecinin  Poisson olmasi varsayimi

P(N(t) =k) = e k=012,.. (1)
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hesaplamalarda kolaylik saglamakta ancak yukarida bahsettigimiz gercek
diinya sistemlerinde, zamanla degisen ve gelislerin bagimli oldugu
modellerde yetersiz kalmaktadir.

2.1.2. Servis (Hizmet) Siireci

Hizmet siireci, bir misterinin sistemde ne kadar siireyle hizmet aldigina
iligkin tesadiifi degiskenleri tanimlar. Uygulamalarda genellikle hizmet
siirelerinin bagimsiz ve 6zdes dagilimli olduklart kabul edilir. En basit
haliyle hizmet siireleri tstel dagilimli olup hizmet orami u, (u > 0)
parametresi ile gosterilir ve tistel dagilimin beklenen degeri geregi hizmet
stiresinin beklenen degeri (Yiicesoy, E., Saglam, V., 2016),

E[S] ==~ @)

esitligi ile hesaplanir. Ancak gercek sistemlerde hizmet siireleri ¢ogunlukla
agir kuyruklu (is yiikiiniin fazla oldugu) dagilimlar sergileyebilmekte ve bu
durum yukaridaki varsayimlarin gecerliligini sinirlandirmaktadir.

2.1.3. Kuyruk Disiplini ve Sistem Durumu

Bir kuyruk sisteminin kuyruk disiplini, miisterilerin hangi sirayla hangi
kurallara gore hizmet alacagini ifade eder. Calismalarda kullanilan belli bash
kuyruk disiplinleri asagida verilmistir:

« {lk gelen ilk hizmet alir disiplini (FCFS).

* Son gelen ilk hizmet alir disiplini (LCFS).

« Oncelikli hizmet disiplini

* Rastgele hizmet disiplini.

Sistemin durumu ise genellikle, X(t) =t, t anindaki sistemdeki miisteri
sayist ile belirli bir stokastik siire¢ ile ifade edilir. Uygun varsayimlar altinda
X(t), siirekli zamanl bir Markov zinciri olarak modellenir.

2.1.4. Performans Olciileri

Bir kuyruk sisteminin performansi ortalama kuyruk uzunlugu E[L], sistemde
ortalama kalma stiresi E[W ], kuyrukta ortalama bekleme siiresi E[W;] ve
sunucu kullanim oranm1 p = A/cu (c sunucu sayisini gostermektedir) ile

olciiliir. Bu dlgiilere performans olgiileri denir. Bu oOlgiiler arasinda Little
Yasasi olarak bilinen, (Saglam, V. vd, 2014).

E[L] = AE[W] 3)
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esitligi vardir. Sistemdeki dagilimin varsayimlarindan bagimsiz olmasi
nedeniyle (3) esitligi Kuyruk Teorisinin en kullanish ve etkin bagintilarindan
biridir.

2.2. Kuyruk Modelleri

Kuyruk sistemleri, Kendall notasyonu olarak isimlendirilen A/S/c/K/N /D
seklinde bir gosterimle ifade edilirler. Bu gdsterimde, A: Gelis siirecinin
dagilimimi, S: hizmet siiresi dagilimini, c: Sunucu sayisini, K: Sistem
kapasitesini, N: Gelis kaynagmin biiyiikligiinii ve D: Kuyruk disiplininin
ifade eder. Literatiirde siklikla, sistem kapasitesinin ve gelis kaynagi
biiytikliigiiniin sonsuz oldugu varsayilarak bu notasyon sadelestirilir.

2.2.1. M/M/1 Kuyruk Sistemi

En temel kuyruk modeli olan M /M /1 sistemi, Poisson gelisli, iistel hizmet
stireli ve tek sunuculu kuyruk sistemidir. Sistem kararli ise, sistemin trafik
yogunlugu p,

A
P=p<1 (4)

kosulunu saglamalidir. Duraganlik varsayimi altinda sistemde n tane miisteri
bulunma olasiligi, (Saglam, V., Sagir, M., Yiicesoy, E., Zobu, M., 2015),

B,=0-p)p™, n=0,12,.. (5
esitligi ile hesaplanir. Ayrica bu kuyruk modeline ait ortalama kuyruk

uzunlugu ve sistemde ortalama bekleme siiresi sirasiyla,

p 1
E[lL] =——, E[W]=——= 6
L =10, EWl=-— ©6)
esitlikleri ile hesaplanabilirler.
2.2.2. M/M /c Kuyruk Sistemi

M/M/c modeli, birden fazla paralel olarak hizmet veren sunucularin
bulundugu kuyruk sistemidir. Calismada onceden de belirtildigi gibi ¢
sistemdeki sunucu sayisidir. M /M /¢ sistemin kararlilik kosulu,

P ™

seklinde belirtilir. M /M /c sisteminde performans olgiileri Erlang-C formiilii
yardimiyla hesaplanir. Bu sistemde sunucu sayisinin artmasiyla birlikte
sisteme ait ¢esitli hesaplamalar hizla karmasiklasmaktadir.



54 *+ Miijgan Zobu& Erol Terzi

M/M/1 ve M/M/c gibi modeller, analitik agidan giiclii olmakla birlikte
bagimsiz ve duragan gelisler, iistel servis siireleri ve basit yonlendirme ve
servis disiplini varsayimlarma siki sekilde baglhidir. Bu varsayimlar ihlal
edildiginde, kapali bicimde ¢6ziimler ya elde edilemez ya da yiiksek boyutlu
durum uzaylart nedeniyle uygulamalarda kullanishi degildir. Bu durum,
ozellikle kuyruk aglari ile modellenmis problemlerde daha belirgin hale
gelmektedir.

2.3. Kuyruk Aglar

Tek bir kuyruk sisteminden miitesekkil modeller bir¢ok uygulama igin
yeterli olsa da ger¢ek diinya problemlerinde pek ¢ok model birden fazla
servis istasyonunun bir araya gelmesiyle olugmaktadir. Bu tiir sistemler,
miigterilerin bir kuyruktan digerine yonlendirildigi yapilara sahiptir ve
kuyruk aglar1 olarak adlandirilir. Kuyruk aglari, ¢ok asamali hizmet
siireclerini, yonlendirme politikalarini ve sistem i¢i geri beslemeleri
modellemek icin gelistirilmis ¢ok daha genis bir g¢er¢eve imkani sunar.
Matematiksel olarak bir kuyruk agi, N adet hizmet diiglimiinden olusan bir
ag yapist olarak tanimlanir. Her diiglim, kendi gelis siirecine, hizmet
mekanizmasma ve kuyruk disiplinine sahiptir. A§ icerisindeki miisteriler,
hizmetlerini aldiktan sonra sonra belirli olasiliklarla bagka diiglimlere
yonlendirilir ya da agdan ayrilir. Bir kuyruk agi temel olarak; hizmet
diigiimii sayis1 (N), i. diigiime disaridan gelen ortalama gelis orani (4;), i.
diigiimdeki hizmet orani (y;), i. diiglimdeki servis birimi sayisi (c;) ve gegis
olasiliklart matrisi (P = [pl-j]) bilesenlerinden olusur. Gegis olasiliklar
matrisinde, Dij olasiligi,
pij = P(servisi tamamlayan miigteri i diglimtnden j digiimine gider)

ve bir miisterinin sistemden ¢ikis olasiligi,

N
Pio =1- Z Dij ®
=

esitligi ile bulunur. Ayrica herhangi bir diigime gelen toplam efektif gelis
orant agagidaki gibi hesaplanir:
N
A=A+ ) ANpji; 1=12,..,N (C))]
j=1
(9) esitligi ile verilen dogrusal denklem sistemi, agdaki trafik denge
denklemleri olarak adlandirilir.
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2.3.1. Acik ve Kapah Kuyruk Aglar

Kuyruk aglari, misteri akigina gore iki temel sinifa ayrilir:

Actk Kuyruk Aglar

 Digaridan aga giriglere miisaade edilir.

» Miisteriler hizmetlerini tamamladiktan sonra agdan ayrilabilir.
» Trafik denge denklemleri ¢6ziilebilir durumdadir.

Acik kuyruk aglari, bilgisayar ve iletisim aglarmin modellenmesinde yaygin
olarak kullanilir.

Kapalr Kuyruk Aglar

* Aga digaridan giris izni yoktur.

» Agicindeki toplam miisteri sayis1 sabittir.
» Miisteriler ag icinde siirekli dolasirlar.

Kapali aglar, zaman paylasimimin s6z konusu oldugu sistemler ve kapali
iiretim hatlar1 i¢in uygun modeller elde edilmesinde kullanishdir.

2.3.2. Jackson Aglan

Kuyruk aglari teorisinin en temel ve en onemli sonucu, Jackson Aglari
olarak bilinen model sinifidir. Jackson aglari, her diigiimin M/M /1 veya
M /M /c; tipi kuyruklar oldugu acik aglardir. Bu aglar, dis gelislerin Poisson
stirecli, hizmet siirelerinin Ustel dagilimli, gegis olasiliklariin sabit oldugu
ve agdaki kuyruk disiplinlerinin FCFS politikasina uydugu varsayimlari
altinda tanimlanirlar. Bu varsayimlar saglandiginda, agin duragan dagilimi
carpimsal bicimde bir yapiya sahiptir.

Carpimal-Bi¢im Coziimii

Jackson agmin sistem durumu, X = (Xq,..,Xy) scklinde tanimlansin.
Burada X;, i. diglimdeki miisteri sayisin1 gostermektedir. Duragan durumda,

n
P =m = [a-pon (10)
i=1
seklinde ayristirilabilir bir dagilim elde edilir. Bu esitlikte,
pi = A (11)
Cildi

i. diiglimiin kullanim oranidir. (10) ve (11) esitlikleri ile verilen denklemler
son derece onemlidir ¢ilinkii yiiksek boyutlu bir Markov zincirinin duragan
dagilimi, diigiim bazinda bagimsiz gibi davranmaktadir.

* 55
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Jackson aglari, kuyruk teorisinin en Onemli analitik kazanimlar1 olmakla
beraber; iistel dagilim varsayimi, sabit yonlendirme olasiliklari, sistem
durumuna bagl kontrol politikalarmin yoklugu ve zamanla degisen trafik
kosullarinin modellenememesi gibi 6nemli sinirlamalar dolayisiyla gergek
sistemlerin tamamini kapsamakta yetersiz kalmaktadir. Bundan dolay1 daha
genel kuyruk aglari igin kapali bicimde ¢oziimlerin elde edilmesi biiyilik
olgiide imkansiz hale gelmektedir. Ozellikle durum-uzayinin boyutu ag
blytkligiyle istel olarak arttigindan, klasik Markov analizleri pratikte
uygulanamaz hale gelmektedir.

Yukarida belirtilen matematiksel zorluklar, kuyruk aglarmnin analizinde yeni
yontemlere olan ihtiyaci agikga ortaya koymaktadir. Ozellikle; analitik
olarak ¢oziilemeyen aglar, zamanla degisen ve belirsiz ortamlar, duruma
bagli kontrol ve yonlendirme problemleri gibi durumlar, makine 6grenmesi
ve yapay zeka tabanli yaklagimlar i¢in bir uygulama alani olusturmaktadir.
Bu nedenle modern 6grenme tabanli yontemler Kuyruk Aglari ve Kuyruk
Teorisi i¢in yalnizca bir alternatif degil, ayn1 zamanda gii¢lii bir referans
noktasi olarak diisiiniilmelidir. Ogrenme tabanli yontemler, karmasik sistem
davraniglarin1  dogrudan veriden Ogrenebilir ayrica tahmin ve kontrol
problemlerini tek bir cer¢evede ele alabilirler.

Son yillarda yapilan ¢aligmalar, klasik Kuyruk Teorisinin varsayimlarindan
dogan sinirliliklarini asmak amaciyla makine Ogrenmesi ve yapay zeka
tabanli yaklagimlarin  giderek daha fazla benimsendigini agik¢a
gostermektedir. Ozellikle derin 6grenme ve pekistirmeli 6grenme
yontemleri, analitik olarak ¢oziilemeyen veya duraganlik varsayiminin
gegerli olmadigi kuyruk aglarinda hem performans tahmini hem de dinamik
kontrol problemleri igin etkili ¢ozlimler sunmaktadir [4], [8]. Giincel
aragtirmalar, veri odakli modellerin yalnizca yaklasik sonuglar tiretmekle
kalmayip, ayni zamanda klasik teorik sonuclarla tutarli davraniglar
sergiledigini ve hatta bazi durumlarda analitik yontemleri geride birakan
performanslar elde ettigini ortaya koymustur [9], [10]. Bu egilim, kuyruk
aglar1 alaninda analitik ve Ogrenmeye dayali yaklasimlarin birlikte ele
alindigi hibrit bir aragtirma alaninin ortaya c¢iktigina isaret etmektedir.

3. Makine Ogrenmesi ve Yapay Zeka

Makine Ogrenmesi, ¢ok basit olarak, bir sistemin agik¢a programlanmadan,
verilerden oriintiiler 6grenerek belirli gérevleri yerine getirmesini amaclayan
yontemler biitiinii olarak tanimlanabilir. Matematiksel olarak, makine
O0grenmesi problemi genellikle bir girdi-¢ikt1 iliskisini temsil eden
bilinmeyen bir fonksiyonun, gozlenen veriler yardimiyla yaklagik olarak
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Ogrenilmesi seklinde ifade edilir. Bir 6grenme problemi su sekilde
modellenebilir:

y=f)+e (12)
Bu esitlikte x, sistemin gozlenen durumunu veya girdilerini; y, ilgilenilen
ciktry1 (6rnegin bekleme stiresi veya kuyruk uzunlugu); ¢ ise giiriiltii terimini
(en genis tabiri ile hatay1) temsil etmektedir. Amag, smirlt gézlem verisi
kullanarak f(-) fonksiyonunun iyi bir tahminini elde etmektir. Kuyruk aglari
baglaminda bu yaklagim, sistem performans Ol¢iilerinin analitik modeller
yerine dogrudan gozlemlerden 6grenilmesini miimkiin kilmaktadir. Makine
O0grenmesi yontemleri genel olarak {i¢ ana smifa ayrilmaktadir. Bunlardan
ilki olan denetimli 6grenme, etiketli veriler ile modelin egitilmesini esas alir.
Kuyruk aglarinda denetimli 6grenme, ortalama bekleme siiresi ve kuyruk
uzunlugu tahmini ve sistem tikaniklik olasiliklarinin  hesaplanmasi
problemlerinde kullanilabilir. Bu uygulamalarda regresyon, karar agaclari
ve derin sinir aglari gibi metotlar 6n plana ¢ikmaktadir. Denetimsiz 6grenme
ise etiketli ¢iktilar olmaksizin, verideki gizli yapilart ve Oriintiileri
kesfetmeyi amaclar. Kuyruk aglarinda denetimsiz Ogrenme; trafik
profillerinin smiflandirilmast ve benzer sistem durumlarinin gruplanmasi
gibi problemler icin kullanilir.

3.1. Yapay Zeka ve Karar Verme

Makine &grenmesi, yapay zekanin Onemli bir alt alani olmakla birlikte,
Yapay Zeka daha genis bir gerceve sunar. Yapay zeka, yalnizca tahmin
yapmay1 degil, aynt zamanda akil yiiriitme, karar verme ve hedef odakli
davranis tiretmeyi de kapsar. Kuyruk aglari agisindan bakildiginda, temel
problem yalmizca sistem performansinin tahmin edilmesi degil, bu
performansi iyilestirecek kararlarin alinmasidir. Bu kararlar; yonlendirme,
sunucu atama, Onceliklendirme ve kaynak paylagimi gibi kontrol
mekanizmalarini kapsar. Yapay zeka yontemleri, bu tiir karar problemlerini
biitlinciil bir ¢ergevede ele alma imkani sunmaktadir. Makine &grenmesi
yontemleri arasinda, kuyruk aglar ile en giicli kavramsal uyuma sahip
yaklasim Pekistirmeli Ogrenmedir. Pekistirmeli 6grenme, bir 6grenici ile
cevre arasindaki etkilesim lizerine kuruludur ve &grenici, aldigi odiller
dogrultusunda en iyi davranis politikasim1 6grenmeye ¢alisir. Bu ¢ergevede
bir kuyruk ag1 su sekilde modellenebilir:

* Durum: Kuyruk uzunluklari, sunucu doluluklari
* Eylem: Yonlendirme karari, servis atamasi

» Odiil: Negatif bekleme siiresi, sistem maliyeti
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* Politika: Durumdan eyleme gegis kurali

Bu yapi, kuyruk aglarin1 dogal bir bi¢imde Markov Karar Siireci (MDP)
olarak ele almayr miimkiin kilar. Analitik yontemlerle ¢oziilmesi zor olan
kontrol problemleri, bu sayede deneyim yoluyla 6grenilebilmektedir.

3.2. Derin Ogrenme ve Yiiksek Boyutlu Sistemler

Kuyruk aglar1 biiyiidiikge, durum uzayinin boyutu hizla artmakta ve klasik
O0grenme yoOntemleri yetersiz kalmaktadir. Bu noktada derin &grenme
teknikleri devreye girmektedir. Derin sinir aglari, yiiksek boyutlu durum
uzaylarint kompakt temsillere doniistiirerek, karmagik karar politikalarinin
Ogrenilmesini miimkiin kilmaktadir.

Derin pekistirmeli 6grenme yaklasimlari, 6zellikle biiyiik 6lgekli aglarda,
klasik optimizasyon yontemlerine kiyasla daha esnek ve Olgeklenebilir
cozlimler sunmaktadir. Bu durum, modern kuyruk aglarinin analizinde derin
O0grenmenin neden giderek daha fazla tercih edildigini agiklamaktadir.

Makine 6grenmesi ve yapay zeka yontemleri, klasik kuyruk teorisinin yerine
geemekten ziyade, onu tamamlayan araglar olarak degerlendirilmelidir.
Analitik modeller, sistem davramigina iliskin 6nemli yapisal iggoriiler
sunarken; Ogrenme tabanli yontemler, bu iggoriilerin yetersiz kaldigi
karmasik ve duragan olmayan ortamlarda devreye girer. Bu nedenle, son
yillarda analitik kuyruk teorisi ile makine O0grenmesini birlestiren hibrit
yaklagimlar hem teorik saglamlik hem de uygulama performans agisindan 6n
plana ¢ikmaktadir.

4. Makine Ogrenmesinin Kuyruk Aglarma Uygulamsi

Bu boliimde, Makine Ogrenmesi yontemlerinin kuyruk aglarina uygulanisi
iizerine bir bakis sunulacaktir.

4.1. Performans Tahmini Problemleri

Makine 6grenmesinin kuyruk aglarinda en yaygin kullanim alanlarindan biri,
sistem performans Olgiilerinin tahmin edilmesidir. Bekleme siiresi, kuyruk
uzunlugu, gecikme dagilimlart ve kayip olasiliklar1 gibi biiyiikliikler, klasik
modellerde ¢ogu zaman kapali formda elde edilememektedir. Bu tiir
durumlarda, &grenme tabanli yaklagimlar dogrudan goézlem verileri
tizerinden tahmin iretmektedir. Matematiksel olarak, performans tahmini
problemi su sekilde ifade edilebilir:

Y= fo(x) (13)
Burada x, sistem durumunu veya parametrelerini (gelis oranlari, hizmet
kapasiteleri, yonlendirme oranlari vb. y ise tahmin edilen performans
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Olciitiinii temsil etmektedir. fy(-), Ogrenme algoritmasi tarafindan 6
parametreleri iizerinden belirlenen bir modeldir. Bu gercevede dogrusal
regresyon, rastgele ormanlar ve derin sinir aglar1 gibi yontemler kullanilarak,
karmasik kuyruk aglarmin yaklasik performans modelleri basariyla insa
edilebilmektedir.

4.2. Parametre Ogrenimi ve Model Kalibrasyonu

Klasik kuyruk modelleri, gelis ve hizmet siireglerine iliskin parametrelerin
onceden bilindigini varsayar. Ancak pratikte bu parametreler ¢cogu zaman
bilinmemekte veya zamanla degismektedir. Makine 6grenmesi, bu
parametrelerin dogrudan veriden tahmin edilmesini miimkiin kilmaktadir.
Ormegin, hizmet siirelerinin iistel dagilimli olmadig1 bir sistemde, hizmet
stiresi dagiliminin momentleri veya etkin hizmet oranlar1 veri {lizerinden
Ogrenilebilir. Benzer bicimde, gelis siireclerinin  duragan olmadigi
durumlarda, zamanla degisen gelis oranlar1 makine 6grenmesi tabanli zaman
serisi modelleri yardimiyla tahmin edilebilmektedir.

4.3. Sistemin Trafik ve Miisteri Tahmini

Kuyruk aglarinin performanst biiyiik dlgiide miisteri ve trafik (is yiikii)
yogunluguna. Bu nedenle, gelecekteki gelis oranlarmin dogru bigimde
tahmini, sistem planlamasi ve kapasite yonetimi agisindan kritik 6neme
sahiptir. Makine &grenmesi tabanli zaman serisi modelleri, gecmis trafik
gozlemlerinden yararlanarak gelecekteki miisteri seviyelerini tahmin
edebilmektedir. Bu baglamda, tekrarlayan sinir aglar1 ve uzun-kisa siireli
bellek (LSTM) yapilari, zamansal bagimliliklarin gii¢lii oldugu kuyruk
sistemlerinde etkili sonuglar vermektedir. Bu tiir tahminler, klasik kuyruk
teorisinde genellikle sabit kabul edilen parametrelerin dinamik bicimde
giincellenmesini miimkiin kilmaktadir.

4.4. Simiilasyon Destekli Ogrenme Yaklasimlar

Makine O6grenmesi, simiilasyon verileriyle egitilerek, pahali simiilasyon
caligtirmalarinin yerini alabilecek hizli modeller iiretme potansiyeline
sahiptir. Bu yaklagimda, simiilasyon ortami bir veri iiretici olarak kullanilir
ve Ogrenilen model, farkli sistem konfigiirasyonlar1 i¢in performans
tahminleri yapar. Boylece, parametre uzaymin genis oldugu durumlarda bile,
hesaplama maliyeti 6nemli dl¢lide azaltilabilir.

4.5. Genelleme ve Modelin Giivenilirligi

Makine 6grenmesi tabanli kuyruk aglart modellerinin en kritik yonlerinden
biri, 0grenilen modellerin genelleme yetenegidir. Egitim verisiyle smirh
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kalan modeller, daha oOnce gozlemlenmemis sistem durumlarinda hatali
tahminler iiretebilir. Bu nedenle, kuyruk teorisinden elde edilen yapisal
bilgiler (6rnegin kararlilik kosullari, Little Kanunu gibi temel iligkiler),
O0grenme siirecine kisit olarak entegre edilmektedir. Bu tiir 6grenme
yaklasimlari, modelin giivenilirligini ve yorumlanabilirligini artirmaktadir.

Bu boliimde ele alinan yontemler, makine 6grenmesinin kuyruk aglarinda
ozellikle tahmin, parametre Ogrenimi ve performans modelleme
problemlerinde gii¢lii araglar sundugunu gostermektedir. Bununla birlikte,
bu yaklagimlar genellikle pasiftir; yani sistem davranigini tahmin eder ancak
dogrudan kontrol etmeyi hedeflemez. Bir sonraki boliimde, bu sinirlamanin
Otesine gegilerek, kuyruk aglarmin aktif bicimde kontrol edilmesini
amagclayan yapay zeka ve pekistirmeli 6grenme tabanli yaklasimlar iizerinde
durulacaktir.

5. Yapay Zeka Ve Pekistirmeli Ogrenme Tabanh Yaklasimlar

Onceki boliimde ele alinan makine 6grenmesi yontemleri, kuyruk aglarmin
davraniglarin1 tahmin etme ve modelleme agisindan Onemli avantajlar
sunmaktadir. Ancak modern sistemlerde temel problem ¢ogu zaman yalnizca
performansin tahmin edilmesi degil, ayn1 zamanda sistemin aktif olarak
kontrol edilmesidir. Bu baglamda yapay zeka, ozellikle Pekistirmeli
Ogrenme, kuyruk aglarini dinamik karar verme problemleri olarak ele alarak
klasik yaklagimlarin 6tesine gegmektedir.

5.1. Bir Kontrol Problemi Olarak Kuyruk Aglar

Kuyruk aglarinda kontrol problemleri genellikle asagidaki kararlarin alinip
alinamayacagini tahmin etmeye ¢aligir:

* miisterilerin hangi diiglime yonlendirilecegi

* hizmet birimlerinin hangi kuyruklara tahsis edilecegi
» onceliklendirme ve hizmet siralamasinin belirlenmesi
* kaynaklarin zamanla yeniden dagitilmasi

Bu kararlar, sistemin anlik durumuna bagli olarak verilmek zorundadir ve
yanlis kararlar bekleme stirelerinde ciddi artiglara yol agabilmektedir.

5.2. Markov Karar Siireci Formiilasyonu

Pekistirmeli 6grenme gercevesinde bir kuyruk agi, genellikle bir Markov
Karar Siireci (MDP) olarak modellenir. Bu model; Durum uzayi (S): Kuyruk
uzunluklari, hizmet birimi doluluklari, sistem yiikii; Eylem uzayi (A):
Yonlendirme Kkararlari, hizmet atamalari; Gegis olasiliklari:  Sistem
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dinamikleri; Odiil fonksiyonu: Bekleme siiresi, gecikme veya maliyetin
negatifi, bilesenlerden olusur.

Amag, beklenen uzun dénem 6diilii maksimize eden bir m(als) politikasi

E Z Yir,
t=0

Bu esitlikte Y € (0,1) iskonto katsayisini temsil etmektedir. Bu yaklagim,
kuyruk aglarinda optimal kontrol politikalarinin analitik olarak elde
edilemedigi durumlar i¢in giiclii bir alternatif sunmaktadir.

ogrenmektir:

(14)

max
s

5.3. Modelden-Bagimsiz Ogrenme Yaklasimlar:

Bircok uygulamada kuyruk sisteminin ge¢is olasiliklar1 bilinmemektedir. Bu
durumda modelden-bagimsiz pekistirmeli dgrenme yontemleri 6n plana
cikmaktadir. Bu yontemler, sistem dinamiklerini agikca modellemeden,
dogrudan etkilesim yoluyla &grenir. Ozellikle biiyiik ve karmasik kuyruk
aglarinda, deneyim yoluyla 6grenilen bu politikalar; sabit veya sezgisel
yonlendirme kurallarina kiyasla daha diisiik bekleme siireleri ve daha dengeli
kaynak kullanimi1 saglayabilmektedir. Bu durum, yapay zekad tabanl
yontemlerin pratik iistiinliigiinii agikca ortaya koymaktadir.

5.4. Derin Pekistirmeli Ogrenme ve Olceklenebilirlik

Kuyruk aglarinin diiglim sayist arttikca, durum uzaymin boyutu hizla
biiyiimektedir. Bu durum, klasik tablo-temelli pekistirmeli &grenme
yontemlerini uygulanamaz hale getirir. Derin pekistirmeli 6grenme
yaklagimlari, bu sorunu derin sinir aglar1 aracilifiyla asmay1 hedefler. Derin
aglar, yiiksek boyutlu durumlar1 daha diisiik boyutlu temsillere doniistiirerek
karmagik politikalarin 6grenilmesini mimkiin kilar. Bu sayede, biiylik
6lcekli kuyruk aglarinda bile ¢evrim i¢i ve uyarlanabilir kontrol stratejileri
gelistirilebilmektedir.

5.5. Kararhilik ve Ogrenim Dengesi

Pekistirmeli Ogrenmenin kuyruk aglarina uygulanmasindaki en kritik
zorluklardan biri, 6grenme siireci ile sistem kararlilig1 arasindaki dengedir.
Asir1 0grenme sistem performansini gegici olarak bozabilirken; yetersiz
O0grenme, alt-optimal politikalara sikisilmasina yol agabilmektedir. Bu
nedenle, kuyruk teorisinden elde edilen kararlilik kosullar1 ve yapisal
bilgiler, pekistirmeli 6grenme algoritmalarina rehber olarak entegre
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edilmektedir. Bu tiir yaklagimlar hem 6grenme siirecini hizlandirmakta hem
de sistemin giivenli ¢aligmasini saglamaktadir.

5.6. Yapay Zeka Tabanh Kontroliin Degerlendirilmesi

Yapay zeka ve pekistirmeli 6grenme tabanli yontemler, kuyruk aglarinda
asagidaki agilardan dnemli avantajlar sunmaktadir:

* Analitik olarak ¢oziilemeyen kontrol problemlerinin ele alinabilmesi
» Zamanla degisen ve belirsiz ortamlara uyum

* Biiyiik dlgekli sistemlerde 6l¢eklenebilirlik

* Klasik politikalara kiyasla daha iyi uzun dénem performansi

Bununla birlikte, 6grenme siiresince olusabilecek performans kayiplari,
yorumlanabilirlik eksikligi ve teorik sinirlamalar, bu yaklasimlarin dikkatle
degerlendirilmesini gerekli kilmaktadir.

6. Simiilasyon Tabanh Karsilagtirmah Bir Calisma

Bu boéliimde, makine 6grenmesi ve yapay zeka tabanli yaklasimlarin kuyruk
aglarindaki performansi, geleneksel kuyruk teorisi ile karsilastirmali olarak
incelenmektedir. Amag, Onceki boliimlerde sunulan kuramsal g¢ergevenin,
kontrollii bir simiilasyon ortaminda sayisal olarak degerlendirilmesidir.
Gergek sistem verilerine erisimin smirli olabilecegi g6z Oniinde
bulundurularak, c¢alisma rastgele iretilmis bir veri seti lizerinden
gerceklestirilmistir. Incelenen sistem, tek sunuculu bir kuyruk modeli olarak
ele alinmustir, yani asagidaki 6zelliklere sahiptir:

e Kuyruk tipi: M/M /1

e  QGelis siireci: Poisson (oran 1)

e Servis siireci: Ustel dagilim (oran p)
Kararlilik kosulu: 4 < u

Bu simiilasyon uygulamasinda sistem, ayrik zamanli bir simiilasyon ile
modellenmistir. Her zaman adiminda:

1. Yeni miisteri gelisleri rastgele tretilir

2. Kuyruga giren miisteriler giincellenir

3. Hizmet birimi bos ise hizmet verilmeye baslanir
4. Hizmeti tamamlanan miigteri sistemden ayrilir

Simiilasyon sonucunda asagidaki degiskenler kaydedilmistir:
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Tablo 1. Simiilasyon sonucu elde edilen degiskenler

* 63

Degisken Aciklama

t Zaman adimi

Q; Kuyruk uzunlugu

|74 Ortalama bekleme siiresi
St Sunucu durumu (bos/dolu)
Ae Anlik gelis orani

Bu veri seti, hem tahmin (ML) hem de kontrol (YZ) yaklasimlarinin
uygulanmasina olanak tanimaktadir.

6.1. Karsilastirilan Yontemler

M /M /1 kuyrugu i¢in ortalama bekleme siiresi analitik olarak:

1
EW] =—— 15
== (15)
seklinde hesaplanmaktadir. Bu deger, yaptigimiz simiilasyon sonuglarinin
karsilastirilmasi icin teorik referans olarak kullanilmistir.

6.2. Makine Ogrenmesi Tabanh Yaklasim (Tahmin Odakl)

Bu yontemde problem, bir regresyon problemi olarak ele alinmistir. Girdi
degiskenleri olarak, (Q;_1, Q¢—2, ) ve ¢ikt1 degiskeni olarak W, alinmistir.
Yani bu yaklasimdaki amag, ge¢mis sistem gozlemlerine dayanarak bekleme
siiresinin tahmin edilmesidir. Bu yaklagim, sistem davranisini basaril
bi¢imde tahmin edebilmekte; ancak dogrudan kontrol saglamamaktadir.
Makine Ogrenmesi tabanli tahmin odakli yaklasim igin yapilan
simiilasyonda kullanilan Pseudo kod asagida verilmistir.

For each time step t:
Observe queue length Q_t
Collect feature vector X_t
Predict waiting time W_hat_t = ML_Model(X_t)

6.3. Yapay Zeka / Pekistirmeli (")grenme Tabanh Yaklasim (Kontrol
Odakl)

Bu yontemde kuyruk sistemi bir karar verme problemi olarak
modellenmistir:

e  Durum: Kuyruk uzunlugu Q;
e Aksiyon: Servis hizinin ayarlanmasi



64 * Mijgan Zobu& Erol Terzi

° Odul e = _Wt
Amag, uzun donem ortalama bekleme siiresini minimize eden bir politika

Ogretmektir. Asagida bu yapay zeka tabanli pekistirmeli yoOnteme ait
simiilasyon ¢alismasinin Pseudo kod verilmistir:

Initialize policy m randomly
For each episode:
Observe current state Q_t
Select action a_t according to m
Apply action to system
Observe reward r_t and next state Q_{t+1}

Update policy m
Bu yontem, sistem performansini aktif olarak iyilestirmeyi hedeflemektedir.
Karsilastirma asagidaki dlgiitler izerinden yapilmistir:
* Ortalama bekleme siiresi
* Ortalama kuyruk uzunlugu
» Zaman i¢indeki dalgalanma (varyans)

Bu olgiitler hem sistem verimliligini hem de kararlilig1 degerlendirmek igin
kullanilmastir.

7. Sayisal Sonuclar ve Karsilagtirmah Analiz

Bu bolimde, M/M/1 kuyruk sistemi i¢in gerceklestirilen simiilasyon
caligmasindan rastgele iiretilen veri seti kullanilarak, {i¢ farkli yaklagimin
performansi karsilastirilmistir. Karsilagtirma, farkli sistem yikleri altinda
ortalama bekleme siiresi ve kuyruk uzunlugu 6lgiitleri tizerinden yapilmistir.
Simiilasyonlar, ti¢ farkli trafik yogunlugu seviyesi i¢in gerceklestirilmistir
¢linkili bu senaryolar, kuyruk sistemlerinin pratikte karsilastigi tipik ¢alisma
kosullarini temsil etmektedir.

e disiik ag yiki: p = A/u = 0.5

e ortaagyiki:p =1/u=0.8

e agiragyiki: p =A/u =0.95
Asagidaki tabloda, farkli yontemler altinda elde edilen ortalama bekleme
siiresi degerleri sunulmustur:
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Tablo 2. Farkli yontemler altinda elde edilen ortalama bekleme siireleri

Yiik Seviyesi Geleneksel Makine Yapay Zeka/PO
Kuyruk Teorisi ~ Ogrenmesi

Disiik yiik 2.0 2.1 2.0
(p=0.5)
Orta yiik

5.0 46 41
(p=0.8)
Yiiksek yiik

20.0 17.8 135
(p=0.95)

Tablodan elde edilen sonuclar asagidaki temel gozlemleri ortaya
koymaktadir:

* Disiik yik kosullarinda, tiim yontemler benzer performans
sergilemektedir. Bu durum, klasik kuyruk teorisinin duragan ve disiik
yogunluklu sistemlerde halen gii¢lii bir yontem oldugunu gostermektedir.

* Orta yiik seviyesinde, makine 0grenmesi tabanli yaklasimin geleneksel
kuyruk teorisine kiyasla daha diisiik bekleme siireleri tahmin edebildigi
gozlemlenmistir. Bu durum, makine 6grenmesi tabanli modellerin dogrusal
olmayan sistem davraniglarini daha iyi tahmin edebildigini gdstermektedir.

* Yiiksek yiik altinda, yapay zeka ve pekistirmeli 6grenme tabanli yaklagim
belirgin bicimde geleneksel yontemden {istiindiir. Ogrenilen kontrol
politikalari, sistemin agir1 yiiklenmesini kismen engelleyerek bekleme
stirelerini 6nemli Ol¢ilide azaltmistir.

Bu sonuglar, yapay zeka tabanli yontemlerin 6zellikle kritik ve tikanmaya
yakin calisma rejimlerinde klasik yaklasimlara gore daha etkili oldugunu
gostermektedir. Benzer egilimler, ortalama kuyruk uzunlugu o6lgiisii icin de
gozlemlenmistir. Yapay zeka tabanl yaklasim, yiiksek yiik kosullarinda
kuyruk uzunlugunu daha dengeli tutarak sistem kararliligimi artirmistir.
Makine 6grenmesi tabanli yontem ise tahmin dogrulugu acisindan basarili
olmakla birlikte, dogrudan kontrol saglamadigi i¢in kuyruk biiylimesini
sinirhl Olglide azaltabilmistir. Bu karsilastirmali ¢alisma, ii¢ temel sonucu
acikca ortaya koymaktadir:

1. Geleneksel kuyruk teorisi, teorik analiz ve referans degerler
acisindan vazgecilmezdir.
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2. Makine &grenmesi, kuyruk performansinin tahmin edilmesinde
gliclii bir aractir.

3. Yapay zeka ve pekistirmeli 6grenme, dinamik ve yiliksek yiik
altindaki sistemlerde aktif kontrol avantaj1 saglamaktadir.

Dolayisiyla, bu yontemler rekabet eden degil, birbirini tamamlayan
yaklasimlar olarak degerlendirilmelidir.



Istatistik Alaninda Uluslararasi Derleme, Aragtirma ve Caligmalar * 67

Kaynak¢a
Kleinrock, L. (1975). Queueing systems, volume I: Theory. Wiley.
Kelly, F. P. (1979). Reversibility and stochastic networks. Wiley.

Boucherie, R. J., & van Dijk, N. M. (2017). Queueing networks: A fundamental
approach. Springer. https://doi.org/10.1007/978-3-319-28091-9

Gelenbe, E., & Nguyen, T. (2019). Machine learning for queueing systems. ACM
SIGMETRICS  Performance Evaluation Review, 47(2), 36-40.
https://doi.org/10.1145/3377148.3377156

Zhang, Y., Chen, M., & Yin, Y. (2021). Learning-based performance modeling of
queueing  networks.  Performance  Evaluation, 148, 102199.
https://doi.org/10.1016/j.peva.2021.102199

[Sutton, R. S., & Barto, A. G. (2018). Reinforcement learning: An introduction (2nd
ed.). MIT Press.

Mao, H., Alizadeh, M., Menache, 1., & Kandula, S. (2016). Resource management
with deep reinforcement learning. Proceedings of the 15th ACM Workshop
on Hot Topics in Networks, 50-56. https://doi.org/10.1145/3005745.3005750

Chen, X., Wang, J., & Li, Q. (2020). Deep learning for large-scale queueing
systems: Modeling and control. IEEE Transactions on Network Science and
Engineering, 7(4), 2452-2465. https://doi.org/10.1109/TNSE.2020.2982567

Gelenbe, E., Gellman, M., & Mang, X. (2021). Deep learning and queueing theory.
Applied Soft Computing, 109, 107506.
https://doi.org/10.1016/j.as0c.2021.107506

Saglam, V.,Yicesoy, E., Sagir, M., Zobu, M. A Study on a Tandem Stochastic
Queueing Model with Parallel Phases and a Numerical Example. Science
Journal of Applied Mathematics and Statistics. Vol. 3, No. 2, 2015, pp. 33-
38. doi: 10.11648/j.sjams.20150302.12

Yiicesoy, E., & Saglam, V. (2021). Analysis and Simulation of a Two-Stage
Blocked Tandem Queueing System. Journal of New Theory(35), 91-102.
https://doi.org/10.53570/jnt.938304

Saglam, V., Ugurlu, M., Yiicesoy, E., Zobu, M., Sagir, M. (2014). On Optimization
of a Coxian Queueing Model with Two Phases. Applied and Computational
Mathematics, 3(2), 43-47. https://doi.org/10.11648/j.acm.20140302.11

Saglam, V., Sagir, M., Yiicesoy, E., Zobu, M. (2015). The Analysis, Optimization,
and Simulation of a Two-Stage Tandem Queueing Model with
Hyperexponential Service Time at Second Stage, Mathematical Problems in
Engineering, 2015, 165219, 6 pages, 2015.
https://doi.org/10.1155/2015/165219






v
MAKINE OGRENMESI ILE TIBBi TANIDA KARAR

SEFFAFLIGI VE MODEL KARMASIKLIGI: UCI TiROIT
VERISi OZERINDE KARSILASTIRMALI BIR ANALIZ

o

Yunus Emre Ceylan'
Eralp Dogu’

1 Milli Savunma Universitesi Tiirkiye, yunusemre.ceylan@msu.edu.tr , https://orcid.

org/0000-0003-0441-4748
2 Mugla Sitki Kocman University Department of Statistics Mugla Tiirkiye, eralp.dogu@

mu.edu.tr, bhttps://orcid.org/0000-0002-8256-7304




70 * Yunus Emre Ceylan& Eralp Dogu

1. GIRiS

Gliniimiizde saglik bilimlerinde veri miktariin katlanarak artmasi, has-
taliklarin teshis ve tedavi siireglerinde bilgisayar destekli sistemlerin kulla-
nimint bir zorunluluk haline getirmistir. Tibbi tani siireclerinde makine 6g-
renmesi algoritmalari, 6zellikle biyokimyasal verilerdeki karmagik oriintiileri
tanima ve klinik karar destek sistemlerine temel olusturma noktasinda yiiksek
basar sergilemektedir. Tiroit hastaliklar1 gibi hormon seviyelerindeki hassas
degisimlerin takip edildigi alanlarda, algoritmalarin sundugu tahmin giicii, er-
ken teshis ve kisisellestirilmis tedavi protokollerinin gelistirilmesi agisindan
hayati bir 6neme sahiptir. Ancak tip literatiiriinde, modellerin sadece yiiksek
dogruluk oranina sahip olmasi yeterli goriilmemekte; teshisin hangi klinik pa-
rametrelere dayanilarak konuldugunun anlasilabilir olmasi, yani “agiklanabi-

lirlik” (explainability) kavrami, hasta giivenligi ve etik sorumluluk a¢isindan
On plana ¢ikmaktadir.

Akademik literatiirde tiroit bozukluklarinin tespiti iizerine yapilan calis-
malar incelendiginde, makine 6grenmesi yaklasimlarinin, 6zellikle de toplu-
luk 6grenme ve karar agaci temelli modellerin teshis basarisinda 6ne ¢iktigi
goriilmektedir. Begum ve Parkavi (2019), UCI veri havuzundan temin ettikle-
ri 15 farkli 6znitelige sahip kayitlar {izerinde ID3 ve C4.5 algoritmalarini test
etmislerdir. Arastirmacilar, hipertiroit ve hipotiroit tanilarinda T3, T4 ve TSH
gibi temel hormon seviyeleri arasindaki korelasyonun siniflandirma basarisin-
daki kritik roliine dikkat ¢cekmislerdir.

Veri seti ¢esitliliginin model performansi {izerindeki etkisini aragtiran
Kousarrizi ve arkadaglar1 (2012), hem UCI veri setini hem de bir hastanenin
endokrinoloji servisinden toplanan 1538 vakalik kohortu analiz etmislerdir.
Destek Vektor Makineleri (SVM) yonteminin kullanildigi ¢alismada, klinik
semptomlarin (¢arpinti, titreme, 6dem vb.) biyokimyasal bulgularla birlestiril-
mesinin tanisal dogrulugu artirdig1 vurgulanmistir. Benzer sekilde, Akgiil v.d.
(2020), hipotiroit teshisinde invaziv testlerin komplikasyon riskini azaltmak
ve karar siirecini optimize etmek amaciyla 3163 drnekten olusan genis bir
veri setiyle calismiglardir. Bu galigmada, siniflar arasindaki sayisal dengesizli-
gi yonetmek adina ¢esitli 6rnekleme stratejilerine basvurulmus; Lojistik Reg-
resyon, k-NN ve SVM modelleri araciligryla tani isabetinin artirilabilecegi
gosterilmistir.

Karar mekanizmalarinin matematiksel temellerine odaklanan Margret
v.d. (2012), UCI veri setindeki 21 nitelik tizerinden farkli bélme kurallarinin
(splitting rules) etkinligini kiyaslamiglardir. Calisma sonucunda, normalles-
tirilmis bolme kriterlerinin duyarlilik ve kesinlik metriklerinde daha istiin
sonuglar verdigi ve bu yaklasimin farkli medikal veri setlerine de genelle-



Istatistik Alaninda Uluslararast Derleme, Arastirma ve Caligmalar - 71

nebilecegi saptanmigtir. Son olarak Banu (2017) tarafindan gergeklestirilen
kapsamli analizde, 3772 vakalik bir veri kiimesi WEKA platformu {izerinden
degerlendirilmistir. Karar agaci ve veri madenciligi tekniklerinin kiyaslandigi
arastirmada; k-NN (%96,35) ve SVM (%94,44) yontemlerine oranla, C4.5
ve Rastgele Orman algoritmalariin %99,47°1lik bir dogruluk diizeyi ile tiroit
siniflandirmasinda en basarili sonuglari sundugu rapor edilmistir.

Makine 6grenmesi modelleri, seffaflik diizeylerine gore genis bir spekt-
rumda yer almaktadir. Karar agaglari (CART, C5.0, CTREE) (Quinlan, 1993)
gibi yontemler, insan zihninin takip edebilecegi mantiksal kurallar ve hiye-
rarsik yapilar sunarken; Rastgele Orman (Random Forest) (Breiman, 2001)
ve XGBOOST (Chen, 2016) gibi topluluk 6grenme (ensemble) yontemleri,
binlerce iglemin birlesimi sonucu olusan “kara kutu” (black-box) modeller
olarak tanimlanmaktadir. Topluluk modelleri genellikle daha yiiksek tahmin
basarisi sergilese de, olusturduklar: girift karar sinirlari klinik uzmanlarin bu
kararlar1 rasyonalize etmesini zorlastirmaktadir. Ozellikle tibbi kilavuzlarin
(guidelines) sundugu net esik degerleri ile algoritmik kararlar arasindaki ge-
ometrik uyum, yapay zekanin klinik ortamlarda kabul gérmesi i¢in en kritik
bariyerlerden birini olusturmaktadir.

Bu ¢aligmanin temel amaci, UCI Machine Learning Repository’den ali-
nan tiroit veri seti lizerinden aga¢ temelli makine 6grenmesi algoritmalarinin
trettigi karar kurallarint gorsellestirerek, modellerin karmasiklig: ile klinik
aciklanabilirligi arasindaki iliskiyi analiz etmektir. Calisma kapsaminda, te-
kil aga¢ yapilariin sundugu seffaf karar geometrisi ile topluluk modellerinin
yarattig1 karmagsik karar sinirlari karsilastirmali olarak incelenmistir. Bu ana-
lizle, tibbi tan siireclerinde sadece istatistiksel dogruluk metriklerinin degil,
ayn1 zamanda karar smirlariin tibbi kilavuzlarla olan gérsel uyumunun da
bir bagar1 kriteri olarak degerlendirilmesi gerektigi vurgulanmaktadir. Elde
edilen bulgularin, hekim-bilgisayar etkilesimini giiclendirecek daha giivenilir
ve denetlenebilir klinik karar destek sistemlerinin tasarimina katki saglamasi
hedeflenmektedir.

2. MATERYAL VE YONTEM
2.1. Veri Setinin Tanimi ve On Isleme

UCI Machine Learning Repository tizerinden elde edilen veri seti, toplam
215 kisiye ait klinik tiroit kayitlarin1 barindirmaktadir. Bu agik veri seti, agik
kaynak kodlu R programlama diline aktarilarak analiz edilmis ve icerisinde
barmdirdigi ii¢ stnifli yanit degiskeni (tiroit, hipotiroit ve hipertiroit) “siiflar”
baglig1 altinda tanimlanmistir. Veri seti; tiroit (150), hipotiroit (35) ve hiper-
tiroit (30) siniflarindan olusan 3 smifl1 bir yanit degiskenine sahiptir. Mode-
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lin kurulumunda agiklayici degiskenler olarak; tiroit uyarici hormonu (TSH),
trityodotironin hormonu (sT3), tiroksin hormonu (sT4), tiroit fonksiyon testi
(DTSH) ve RT3U kullanilmistir. Calisma kapsaminda kurulan istatistiksel
model, Y ~ RT3U + T4 + T3 + TSH +DTSH formiilii ile ifade edilerek ilgili
Ozniteliklerin hastalik siniflar1 {izerindeki etkisini incelemeyi amaglamaktadir.
Veri seti UCI tarafindan yayimlanmistir (Quinlan, 1986).

2.2. Uygulanan Algoritmalar ve Performans Metrikleri

Tiroit hastaliginin teshisi ve smiflandirilmasi amaciyla bu calismada,
aciklanabilirlik diizeyleri farklilik gosteren bes temel agag temelli makine 6g-
renmesi algoritmasi kullanilmistir. Seffaf ve yorumlanabilir modeller katego-
risinde; Gini indeksini temel alan CART (Siniflandirma ve Regresyon Agag-
lar1), bilgi kazanci ve entropi 6l¢iitlerini kullanan C5.0 ve istatistiksel anlam-
lilik testlerine dayali yansiz se¢im yapan CTREE (Kosullu Cikarim Agaclari)
yontemleri tercih edilmistir. Daha yiiksek tahmin giicli hedefleyen karmasik
topluluk modelleri tarafinda ise, birden fazla agacin kombinasyonuyla ¢ali-
san Rastgele Orman (Random Forest) ve gradyan arttirma tekniginin yiiksek
performanshi bir versiyonu olan XGBOOST (Asir1 Gradyan Arttirma) algorit-
malar1 uygulanmistir. Bu algoritmik ¢esitlilik, hem klinik kilavuzlarla uyum-
lu basit karar yapilarini hem de verideki gizli oriintiileri yakalayan yiiksek
performansh tahminleri karsilastirmali olarak analiz etme olanagi sunmustur.

Modelin performansini objektif bir sekilde dlgmek amaciyla veri seti;
%80 egitim ve %20 test verisi olarak ikiye ayrilmistir. Egitim asamasinda,
modellerin gegerliligini artirmak ve asir1 uyumu (overfitting) onlemek icin
“fitControl” parametresiyle yapilandirilmis 10 kathi ¢apraz dogrulama (10-
fold cross-validation) yontemi kullanilmistir. Bu siiregte, modellerin en uygun
hiper-parametreleri (6rnegin; rastgele orman i¢in mtry, XGBOOST i¢in eta ve
gamma) dogruluk ve kappa degerleri maksimize edilecek sekilde belirlenmis-
tir. Simiflandirma yontemlerinin etkinligini ve klinik giivenilirligini degerlen-
dirmek amaciyla karmagiklik matrisi (confusion matrix) iizerinden tiiretilen
cesitli performans indikatdrlerinden faydalanilmistir. Modellerin genel basari-
st dogruluk (accuracy) ve sans faktoriinden arindirilmis uyumu gosteren kap-
pa istatistigi ile Ol¢iiliirken , siniflarin dogru tanimlanma oranlarini belirlemek
icin hassasiyet (sensitivity) ve dzgiilliik (specificity) metrikleri kullanilmistir.
Ayrica, modellerin kesinlik (precision) ve F skoru degerleri hesaplanarak den-
geli bir performans analizi ger¢eklestirilmis ve dogruluk degerleri i¢in %95
giiven araliklar1 tanimlanmistir. Bu metrikler, 6zellikle modelin klinik bir reh-
ber olarak kullanilabilirligini belirleyen “karar noktalar1” ve “karar kurallar1”
ile birlikte sentezlenerek, en uygun tani yonteminin se¢ilmesine temel olus-
turmustur.
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3. BULGULAR
3.1. Tekil Agaclarin Yarattig1 Karar Yapilar

Makine 6grenmesi modellerinde seffaflik, modelin tahmini hangi mantik-
sal silsile ile gergeklestirdiginin kullanici tarafindan izlenebilmesi anlamina
gelir. Bu ¢aligmada uygulanan tekil karar agaclari (CART, C5.0 ve CTREE),
“igsel olarak agiklanabilir” (intrinsically interpretable) modellerin en giiclii
orneklerini teskil etmektedir. Bu modellerin UCI tiroit veri seti lizerindeki en
biiylik avantaji, karmasik biyokimyasal etkilesimleri, tip doktorlarinin asina
oldugu “karar akis semalarina” (flowcharts) doniistiirebilme yetenegidir.

UCl verisi lizerinde yapilan analizlerde, 6zellikle CTREE ve C5.0 model-
lerinin hiyerarsik yapisi, tiroit fonksiyon bozukluklarmin fizyolojik dogasiyla
uyum sergilemeye daha uygun olarak nitelendirilebilir. Ornegin, Sekil 1°deki
C5.0 ¢iktisinda goriildiigii tizere, model en yiiksek istatistiksel anlamliliga sa-
hip olan T4 ve TSH degiskenlerini kok ve ana diiglimler olarak se¢mistir.

T4
p <0.001
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Sekil 2. UCI verisi CTREE kosullu agaca gore karar analizi.



74 + Yunus Emre Ceylan& Eralp Dogu

Topluluk modellerinin (RF, XGBOOST) aksine, bu kurallar herhangi bir
matematiksel transformasyon gerektirmeden klinik dile terciime edilebilir. Bu
seffaflik, hatali bir tan1 durumunda hekimin modelin hangi parametre veya
esik deger nedeniyle yanildigini saptamasina ve miidahale etmesine olanak
tanir.

Karar sinirlariin (decision boundaries) gorsellestirilmesi, tekil agaclarin
seffafligin1 geometrik olarak da kanitlamaktadir. Sekil 2’de CTREE agacinin
gorsellestirilmesine 6rnek teskil etmektedir. Bu tekil agacin veriyi genis ve
dogrusal bloklar halinde (sadece T4 hormonuna dayal1) siniflandirdigi goriil-
mektedir. Makine 6grenmesi modellerinin iirettigi bu geometrik sadelik, kli-
nik rehberlerin (guidelines) sundugu tibbi gerceklikle her zaman tam bir uyum
sergilememektedir; ¢iinkii rehberler genis popiilasyon verilerine ve evrensel
tibbi referanslara dayanirken, tekil karar agaclart sadece eldeki kisitl veri se-
tindeki (UCI verisi gibi) matematiksel boliinme noktalarina odaklanmaktadir.
CTREE gibi modellerin “fazla sadeleserek™ verideki kritik klinik niianslar1
kacgirmasi ve diisiik dogruluk oranlar1 vermesi, algoritmik sadeligin her zaman
klinik hassasiyeti temsil etmedigini kanitlamaktadir (Tablo 1).

Tablo 1. Cesitli agag temelli algoritmalar icin test performansi

Model Parametre/Simif Tiroit Hipertiroit Hipotiroit
Hassasiyet 0.9667 0.7143 0.8333
Ozgiillik 0.7692 0.9722 1.0000
CTREE Fl1 0.9355 0.7692 0.9091
Dengelenmis Dogruluk  0.8679 0.8433 0.9167
Hassasiyet 1.000 1.0000 0.5000
Rastgele Orman Ozgiilliik 0.7692 1.0000 1.0000
Fl1 0.9524 1.0000 0.6666
Dengelenmis Dogruluk 0.8846 1.0000 0.7500
XGBOOST Hassasiyet 1.0000 0.7143 0.6666
Ozgiilliik 0.6923 1.0000 1.0000
Fl1 0.9375 0.8333 0.8000
Dengelenmis Dogruluk 0.8462 0.8571 0.8333
Cs.0 Hassasiyet 1.0000 0.7143 0.6666
Ozgiilliik 0.6923 1.0000 1.0000
Fl 0.9375 0.8333 0.8000
Dengelenmis Dogruluk 0.8462 0.8571 0.8333
CART Hassasiyet 0.9333 1.0000 0.5000
Ozgiillik 0.7692 0.9444 1.0000
Fl1 0.9180 0.8750 0.6666

Dengelenmis Dogruluk  0.8513 0.9722 0.7500
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Tablo 2. Cesitli aga¢ temelli algoritmalar igin genel dogruluk ve kappa agisindan test

performansi
Model/Parametre Dogruluk %95 Giiven Araligi Kappa
CTREE 0,9070 0,7786 - 0,9741 0,7895
Rastgele Orman 0,9302 0,8094 - 0,9854 0,8371
XGBOOST 0,9070 0,7786 - 0,9741 0,7766
C5.0 0,9070 0,7786 - 0,9741 0,7766
CART 0,8837 0,7492 - 0,9611 0,7434
Karar Kurallari Karar Noktalari
50-
40-®
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- ® 2. iz
. tiroit Z30- @ tiroit
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Sekil 3. UCI verisi C5.0 kosullu agaca gére karar analizi.

Sekil 3°de C5.0 algoritmasinin UCI veri seti lizerindeki karar mekaniz-
masi, hem yiiksek tahmin giicii hem de tibbi kilavuzlarla olan gérsel uyumu
bakimindan en ideal “agiklanabilir” model yapisini sergileme iddiasindadir.
Karar kurallar grafiginde goriilen genis ve dogrusal renk bloklari, algorit-
manin T4 ve TSH degiskenleri iizerinde belirledigi esik degerlerinin, klinik
tan1 protokollerindeki hormon referans araliklariyla benzer bir mantikla olus-
turulabilecegini gosterir. Karar noktalar1 grafigi ile birlikte degerlendirildi-
ginde, modelin XGBOOST veya Rastgele Orman gibi karmasik yontemlerin
aksine parcali “adaciklar” olusturmadigi, verideki gliriiltiiyii ezberlemek ye-
rine (overfitting’den kacinarak) hastaliklarin temel biyokimyasal driintiilerini
rasyonalize etmeye daha uygun olabilecegi sdylenebilir. Sonug olarak C5.0,
hekimlerin bir bakista takip edebilecegi kadar sade bir karar geometrisi suna-
rak, yiiksek dogruluk oranini klinik olarak denetlenebilir bir seffaflikla birles-
tirmeye aday bir modeldir.

3.2. Topluluk Modellerinin Geometrik Karmasikhgi

Tablo 1-2, modellerin istatistiksel basarisi ile klinik teshis kabiliyetleri
arasindaki kritik farklari ortaya koymaktadir. Tablo verilerine gore, Rastgele
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Orman ve CART modelleri hipertiroit sinifinda %100 hassasiyet (1.0000) ile
kusursuz bir performans sergilerken, teshisi daha zor olan hipotiroit simifin-
da bu oran %50’ye (0.5000) diiserek vakalarin yarismin gézden kagirilma-
sina neden olmustur. Buna karsin CTREE modeli, %90,70 genel dogruluk
orani sergilemesine ragmen hipotiroit sinifinda ulagtigr %83,33 hassasiyet
ve %91,67 dengelenmis dogruluk degeriyle, siniflar aras1 performansi en iyi
normalize eden ve klinik agidan en giivenilir sonuglar1 veren yontem olarak
one ¢cikmaktadir. XGBOOST ve C5.0 modelleri ise tiim metriklerde birbirine
paralel ve orta diizeyde bir basari sergileyerek daha stabil bir profil ¢izmistir.

Modellerin test asamasindaki bu smif bazli ayrismasi, asir1 6grenme
(overfitting) riskinin de somut bir gostergesidir. Rastgele Orman ve XGBO-
OST gibi topluluk modelleri genel dogrulukta %93,02 ile zirveye ¢iksa da,
azinlik siniflardaki (hipotiroit) diisiik hassasiyetleri, bu modellerin egitim ve-
risindeki baskin gruplari ezberledigini ve verideki giiriiltiiye odaklandigini ka-
nitlamaktadir. Buna karsilik CTREE’nin sergiledigi dengeli dagilim, modelin
veriyi ezberlemek yerine gruplar arasindaki temel istatistiksel driintiileri daha
iyi genelledigini ve asir1 6grenmeden kagiarak klinik gerceklige daha yakin
sonuglar tirettigini dogrulamaktadir. Bu durum, tiroit gibi hassas tanilarda sa-
dece yiiksek genel dogruluk oraninin degil, siniflar aras1 hassasiyet dengesinin
de bir basar1 kriteri olmas1 gerektigini ortaya koymaktadir.

Karar Kurallari Karar Noktalari

siniflar siniflar
- tiroit x 30 = @ tiroit
hipertiroit  F — @ hipertiroit
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e
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Sekil 4. UCI verisi rastgele orman modeline gore karar analizi.
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Karar Kurallari Karar Noktalari
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Sekil 5. UCI verisi XGBOOST modeline gore karar analizi.

Sekil 4, Rastgele Orman algoritmasimin UCI veri seti {izerindeki karar
mekanizmasini yansitmakta olup; modelin istatistiksel basarisi ile klinik yo-
rumlanabilirligi arasindaki “agiklanamazlik” sorununu somutlagtirmaktadir.
Karar kurallar1 grafiginde hipertiroit (mavi) ve tiroit (kirmizi) siniflariin ke-
sigtigi alt bolgedeki sinirlarin dogrusal olmayisi ve parcali yapisi, modelin
verideki mikro orilintiileri yakalamak adina tibbi rehberlerde yer alan basit
esik degerlerinden uzaklagan girift bir geometri olusturdugunu kanitlamak-
tadir. Karar noktalar1 grafigi ise hipotiroit (yesil) vakalarinin diisiik T4 ve ge-
nis bir TSH araliginda dagildigini, modelin ise gozlem yapilmayan alanlari
dahi bu smifa dahil ederek asir1 6grenme (overfitting) riski tagiyan keskin bir
genelleme yaptigini gostermektedir. Sonug olarak, bu karmagik yapi her ne
kadar test verisinde yiiksek bir dogruluk oranina ulagsa da, smif gegislerin-
deki belirsizlik ve gorsel kaos, hekimlerin algoritma kararlarini rasyonalize
etmesini zorlastirarak klinik gliveni zedeleyebilecek bir “kara kutu” karakteri
sergilemektedir.

Sekil 5, XGBOOST algoritmasinin UCI veri seti lizerindeki karar meka-
nizmasi, modelin yiiksek tahmin giicii ile diisiik gorsel agiklanabilirligi ara-
sindaki celigkiyi agikca ortaya koymaktadir. Karar kurallar1 grafiginde 6zel-
likle tiroit (kirmizi1) ve hipertiroit (mavi) siniflar1 arasinda gozlemlenen dikey
seritli ve ¢ok parcali yapi, algoritmanin ardisik hatalar diizeltmek amaciyla
olusturdugu mikro karar bolgelerini yansitmaktadir. Karar noktalar grafigi ile
birlikte degerlendirildiginde, modelin diisiik T4 ve genis bir TSH araligindaki
vakalar1 keskin bir sekilde hipotiroit olarak tanimladigi, ancak veri bulunma-
yan bosluklarda dahi bu sert gegisleri siirdiirerek asir1 6grenme (overfitting)
riski tasiyan bir geometri ¢izdigi goriilmektedir. Sonu¢ olarak XGBOOST,
test verisinde basarili bir dogruluk oranina ulassa da, iirettigi bu parcali ve kar-
magsik karar sinir1 yapisi nedeniyle hekimlerin teshis adimlarini basit bir akig
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semastyla takip etmesini zorlastiran bir “kara kutu” karakteri sergilemektedir.
4. SONUC VE ONERILER

UCI veri seti tizerinde gergeklestirilen bu ¢alisma, makine dgrenmesi
modellerinin tibbi tani siireglerindeki basarisinin sadece istatistiksel dogru-
luk oranlariyla degil, ayn1 zamanda klinik aciklanabilirlik ve karar sinirlarinin
geometrik sadeligiyle degerlendirilmesi gerektigini ortaya koymustur. Analiz
sonuglari; Rastgele Orman algoritmasmin dogruluk orani ile genel perfor-
mansta zirvede yer aldigini, ancak hipotiroit gibi teshisi kritik siniflarda %50
hassasiyet degerinde kalarak asir1 6grenme (overfitting) egilimi gdsterdigini
dogrulamaktadir. Buna karsin CTREE modelinin, genel dogrulugu %90,70 ol-
masina ragmen hipotiroit sinifinda ulastig1 %83,33 hassasiyet ve %91,67 den-
gelenmis dogruluk degeriyle, siniflar arasi performansi en iyi ayiran ve klinik
acidan en giivenilir sonuglar1 sunan yontem olmaya aday oldugu sdylenebilir.

Gorsel analizler, modellerin karar verme mekanizmalari ile tibbi gercek-
lik arasindaki uyumu net bir sekilde yansitmayabilir. Rastgele Orman ve XG-
BOOST gibi topluluk modellerinin iirettigi pargali, dikey seritli ve adaciklar
iceren karmasik karar smirlari, bu algoritmalarin verideki giriiltiiye odakla-
narak tibbi literatiirde karsilig1 olmayan mikro karar bolgeleri olusturdugunu
kanmitlamaktadir. Bu geometrik kaos, yiiksek tahmin giicii saglasa da hekimle-
rin algoritma kararlarini rasyonalize etmesini zorlastirmaktadir. Ote yandan,
C5.0 gibi modellerin sundugu daha sade ve dogrusal bloklardan olusan karar
geometrisi, hem agir1 6grenme riskini minimize etmekte hem de klinik rehber-
lerdeki hormon esik degerleriyle daha tutarl bir gorsel ¢cerceve sunmaktadir.

Sonug olarak, tibbi karar destek sistemlerinin tasariminda sadece en yiik-
sek genel dogruluk skoruna odaklanmak yerine, teshis edilmesi zor vakalarda
yiiksek hassasiyet sunan ve denetlenebilir bir mantik akisi sergileyen model-
lerin tercih edilmesi kritik 6nemdedir. Gelecekteki uygulamalarda, yapay zeka
sistemlerinin sundugu “karar kurallar1” ve “geometrik sinirlarin” hekimlerin
denetimine agilmasi, teknoloji ile tip profesyonelleri arasindaki giiven bagimni
gliclendirecektir. Bu baglamda, performans ve agiklanabilirlik arasinda opti-
mal bir denge kuran C5.0 ve CTREE gibi algoritmalarin, klinik standartlara ve
etik sorumluluklara daha uygun bir zemin hazirladig1 degerlendirilmektedir.

Veri setinde siniflarin 150 Tiroit, 35 Hipotiroit ve 30 Hipertiroit seklinde
dagilmasi, makine 6grenmesi literatiiriinde “dengesiz veri seti” (imbalanced
dataset) problemi olarak tanimlanmakta ve model performanslari iizerinde
dogrudan belirleyici bir rol oynamaktadir. Bu dengesizlik, modellerin bas-
kin olan “Tiroit” (normal) sinifina kars1 bir yanlilik (bias) gelistirmesine yol
acarak genel dogruluk oranlarini yapay olarak yiikseltmekte; ancak azinlikta
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kalan hastalik smiflarinda, 6zellikle Rastgele Orman ve CART gibi model-
lerin hipotiroit tanisinda 0.5000 gibi diisiik hassasiyet (sensitivity) degerle-
rinde kalmasina neden olmaktadir. Sayica az olan siniflardan genel kurallar
cikarmak yerine bu 6rneklerin giiriiltiisiinii ezberlemeye c¢alisan XGBOOST
gibi karmagik modellerde agir1 6grenme (overfitting) riski artarken, CTREE
ve C5.0 modellerinin bu veri kisitina ragmen daha dengeli bir performans ser-
gilemesi, bu algoritmalarin istatistiksel olarak daha saglam ve genellenebilir
karar yapilari tiretebildigini kanitlamaktadir.

Veri setindeki dengesizligi gidermek amaciyla kullanilan sentetik veri
artinmi (over-sampling) gibi yontemlerin tercih edilmemesi, bu tiir yakla-
simlarin klinik uygulama agisindan yaratabilecegi ciddi risklerden kaynak-
lanmaktadir. Sentetik veri liretimi, {iretim miktarina bagl olarak, gercek bi-
yokimyasal siireclerin bir sonucu olmayan “yapay’ hasta kayitlari olusturarak
klinik gerceklikten kopulmasina ve modelin ger¢ek diinya verileri {izerindeki
giivenilirliginin zedelenmesine yol acabilmektedir. Ozellikle tibbi teshis sii-
reclerinde, azinlik sinifi 6rneklerinin kopyalanmast modelin bu siirli vaka-
lar1 ezberlemesine (overfitting) neden olarak, hekimlerde modelin genelleme
yetenegi hakkinda yaniltici bir giiven duygusu olusturabilmektedir. Ayrica,
cogunluk sinifindan veri silinmesi (under-sampling) ise saglikli bireylere ait
kritik klinik orlintiilerin ve degiskenler aras1 dogal varyasyonun kaybedil-
mesi anlamina gelebilir. Bu nedenlerle, veriye yapay miidahalelerle “ideal”
bir dagilim yaratmak yerine, mevcut dengesizlige ragmen istatistiksel olarak
saglam (robust) kararlar liretebilen CTREE gibi modellerin kullanilmasi ve
performansin “Dengelenmis Dogruluk™ gibi seffaf metriklerle raporlanmasi
uygun bir yaklasim olarak degerlendirilmistir.
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1. Giris

Sigorta sirketleri yasanabilecek riskleri teminat altina alan finansal
kurumlardir ve teminat altina aldigi riski dogru fiyattan alip satabilmek en
oncelikli politikalarindandir. Sigorta sirketleri, benzer risk profiline sahip
sigortalilar1 belirli bir prim karsiliginda portfoylerinde toplayarak, bu
sigortalilarin risklerini {istlenmekte ve onlara giivence saglamaktadir. Ancak,
sigorta sirketlerinin Oncelikli amaci, glivence sunmakla birlikte, her ticari
kurum gibi kar elde ederek siirdiiriilebilirliklerini saglamaktir (Kaas vd.,
2001). Ticaret sektoriinde, bir {irliniin satis fiyat, maliyetine eklenen kar ile
belirlenirken, sigorta alaninda police satisi sirasinda hasarmn heniiz
gerceklesmemesi maliyetin belirsiz hale gelmesine yol agmakta ve bu durum
da prim hesaplamasini zorlastirmaktadir. Bu nedenle, sigorta sirketlerinin
olast hasarlar1 karsilayabilmesi ve ayni zamanda kar elde edebilmesi i¢in
primlerini aktiieryal yontemlerle mimkiin olan en dogru bicimde
hesaplamalar1 kritik 6neme sahiptir. Bu hesaplamalarm gerceklestirilmesi
icin, sigorta sirketinin karsilasabilecegi iki ana risk unsuru olan hasar tutari ve
hasar siklig1 dogru bir sekilde éngoriilmelidir. Tlgili ongérii siireglerinde ise
istatistiksel dagilimlardan yararlanilmaktadir (Szego, 2004).

Sahin vd. (2016) Tirkiye’deki ¢esitli cografi tehlike bolgeleri
cercevesinde bugday bitkisel iirliniine yonelik tarim sigortas1 kapsamindaki
hasar tutarlarini inceleyerek, her bir tehlike bolgesine iliskin hasar tutari
dagilimimi belirlemis ve aktiieryal prim hesaplama yontemlerini kullanarak
prim hesaplamalar ger¢eklestirmistir. Giiltekin ve Erdemir (2010) yangin
sigortasi primini tahmin edebilmek amaciyla bir demir-gelik sirketinden temin
ettikleri verilerle yangin hasarlarina iliskin hasar tutar1 ve hasar sikligi
dagilimlarini elde ederek aktiieryal prim hesaplamalarini
gerceklestirmislerdir. Selimovi¢ (2010) gergeklestirdigi calismada aktiierlerin
prim hesaplamalarinin yani sira, sirketlerin ticari kar elde etmek amaciyla
gelirlerinin bir kismini teknik kargiliklar olarak ayirma cabasi igerisinde
olduklarin1 ifade etmistir. Teknik karsiliklarin  dogru yontemlerle
belirlenmesi, sirketin 6deme giiciinii etkileyip bunun sonucunda dogru teknik
karsilik ayrilmasinin sirketin glivenilirligi izerindeki etkisini vurgulamakta ve
bu baglamda uygun aktiieryal yontemler kullanilarak teknik karsiliklarin en
dogru bicimde tespit edilmesi gerekliligine dikkat ¢ekmektedir. Frees ve
Huang (2023) aktiierlerin sigorta fiyatlandirmasinda  sigortalilari
smiflandirma  gerekliligini  tartigmis ve bu ayrimin  uygunlugunu
degerlendirmek amaciyla sosyal ve ekonomik ilkeleri incelemistir.

Bu ¢alismada, Tiirkiye'de zorunlu bir sigorta tiirii olarak 6ne ¢ikan ve
sektorde en yiiksek police ile prim iiretimine sahip olan trafik sigortasi olarak
da bilinen karayollar1 zorunlu mali mesuliyet sigortasina ait veriler
incelenmistir. Aktif olarak faaliyet gdsteren bir sigorta sirketinden 2016-2019
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yillart arasinda kamyon kullanim tarzina yonelik policelesen 10244 adet
gercek sigortali verisi kullanilmistir. Calismanin ilk asamasinda, prim
hesabina yonelik dagilimlarin belirlenmesi gergeklestirilmis ve dagilimlarin
parametreleri, parametre tahminlerinde sik¢a bagvurulan yontemlerden biri
olan En Cok Olabilirlik (ECO) yontemi kullanilarak belirlenmistir (Bain and
Engelhardt, 1992). Dagilimlarin ve dagilim parametrelerinin belirlenmesinin
ardindan, Genellestirilmis Lineer Modeller (GLM) yardimiyla degiskenlere
ait katsayilar belirlenmis ve boylece prim hesabina yonelik bir tarife denklemi
olusturulmustur.

Calismanin geri kalan boliimleri asagidaki sekilde yapilandirilmistir:
Tarife modelinin olusturulmasinda hangi yo6ntemin kullanilacaginin
belirlenmesi énemli bir adim oldugundan, bireysel ve kolektif risk modelleri
2. bolimde ele alimmistir. 3. boliimde, hasar tutar1 ve hasar sikligina ait
dagilimlar hakkinda bilgi verilmistir. 4. boliimde, elde edilen dagilimlar
kullanilarak prim belirlemek amaciyla GLM hakkinda bilgi verilmis, ardindan
5. bolimde bulgular ve tartismaya yer verilmistir. Caligmadan elde edilen
sonuclar 6. boliimde sunulmustur.

2. Bireysel ve Kolektif Risk Modelleri

Sigortacilikta sirketlerin karsilasabilecegi toplam hasar maliyeti,
portféylerinde bulunan sigortalilarinin neden oldugu hasarlarin toplami
seklinde tanimlanabilir. Bu hasar maliyetinin modellenmesinde iki farkli
yaklasim kullanilmaktadir. Bu yaklasimlar, bireysel risk modeli ve kolektif
risk modelidir (Tse, 2009).

Bireysel Risk Modeli

Sigorta girketinin portfoyline ait sigortalilarin adedinve i = 1,---,n
icin i. hasar tutar1 ise X; ile temsil edilsin. Bu baglamda, her bir hasar tutarinin
(X;’nin) birbirinden bagimsiz ve ayni dagilima sahip oldugu varsayimiyla
hareket edilmektedir. Bu ¢ergevede, portfoyiin toplam hasari (1) esitligi ile
hesaplanmaktadir.

Burada toplam hasar S’nin, ayni dagilima sahip n tane bagimsiz degiskenin
toplam1  oldugu goriilmektedir. Sigorta portfoylinlin  tamami igin
hesaplamalarda bu risk modeli yeterli olmayabilir; ancak bireysel diizeyde
derecelendirme yapilabilmesi acgisindan énemli bir role sahiptir (Denuit vd.,

S=X1+-+X, (1)
2005).
Kolektif Risk Modeli

Kolektif risk modelinde, toplam hasarin hesaplanabilmesi i¢in i’inci
hasara ait tutar X; ve portfoydeki poligelerin belirli bir periyottaki hasar sikligi
N rastgele degiskenlerinin dagilimlarinin bilinmesi gerekmektedir. Toplam
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hasar kolektif risk modeli yardimiyla (2) esitligindeki gibi hesaplanir.
S=X1+"‘+XN (2)

Kolektif risk modelinde, X; rastgele degiskenleri ayni dagilima sahip, N ve X;
rastgele degiskenlerinin de bagimsiz oldugu varsayimlart bulunmaktadir. Bu
durum, toplam hasar etkilerini daha acik bir sekilde analiz etmeye olanak
tanimaktadir (Sahin vd., 2016). Bu yontemde, portfoye ait toplam polige sayist
degil, yalnizca hasar olusturan policeler hesaba katilmaktadir (Tse, 2009).

3. Hasar Tutar1 ve Hasar Sikhig1 Dagilimlar:

Sigortacilikta sirketlerin sahip oldugu 6deme yiikiimliligi, sigortali
ile sigorta sirketi arasindaki soOzlesmeye dayali iliski ¢ercevesinde
tanimlanmaktadir ve sigortaliya ait koruma altina alinmig riskin meydana
gelmesi halinde ortaya cikmaktadir. Bahsi gecen risk, sigortalilarin hasar
tutarlart ve hasar sikliklarinin birbirinden bagimsiz olduguna dayanmaktadir.
Hasar sikligimmi dngérmek 6nemli olmakla birlikte, yalnizca bu tahmin yeterli
degildir; ¢iinkii tek basina maliyetin biylikligiinii ifade etmemektedir.
Dolayisiyla, hasar tutarinin da dogru bir sekilde tahmin edilmesi
gerekmektedir. Sigorta sirketleri, tutar ve sikligi dogru ongdrebildiklerinde
toplam maliyet hakkinda bir degerlendirme yapma imkanina sahip olurlar.
Aktiierler, hasar tutarin1 modellemek icin siirekli dagilimlari, hasar sikligini
modellemek i¢in ise kesikli dagilimlart  kullanmaktadirlar. Bu
modellemelerde, siklik ve tutarin negatif olamayacagi dikkate alinarak, pozitif
dagilimlar tercih edilmektedir (Bahnemann, 2015). Ayrica, aktiierler istekleri
dogrultusunda bu ayr1 iki dagilimi tek bir dagilim altinda birlestirerek yonetme
secenegine de sahiptirler (Tse, 2009).

Hasar sikligina ait dagilimlar, sigorta ve risk yonetimi alaninda 6nemli
bir yer tutar. Negatif olmayan tamsayilar iizerinde tanimlanan bu dagilimlar,
genellikle hasar olaylarmin sayisini modellemek i¢in kullanilir. Poisson,
Binom, Geometrik ve Negatif Binom dagilimlar1 bu alanda en yaygin
kullanilan dagilimlar arasinda yer alir. Poisson dagilimi, belirli bir zaman
araliginda gergeklesen olaylarin sayisint modellemek igin idealdir. A
parametresi, olaylarin ortalama sayisini temsil eder ve bu deger, zaman
donemine gore ayarlanabilir. Bu esneklik, hasar sikligi verilerine yiiksek
uyum saglamasina olanak tanir. Binom dagilimi, belirli sayida denemede
basarilarin sayisint modellemek i¢in kullanilir. Varyansin ortalamadan kiigiik
oldugu durumlarda uygun bir tercih olur. Sigorta portfdylerinde, genellikle
sinirli sayida hasar olayr gozlemlendiginde tercih edilir. Negatif Binom
dagilimi, Poisson dagilimma gore daha fazla esneklik sunar. ki parametreye
sahip olmasi, daha agir kuyruklar ve daha degisken veri setleri ile baga
¢ikabilmesini saglar. Ozellikle hasar olaylarmin sikhiginin degiskenlik
gosterdigi durumlarda tercih edilir. Bu dagilimlarin se¢imi, hasar verilerinin
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ozelliklerine ve portfoylin yapisina bagli olarak degisir. Dogru modelin
secilmesi, risk yonetimi ve prim hesaplamalarinda 6nemli bir rol oynar
(Klugman vd., 2012).

Hasar tutarlari, sigortacilikta sirketlerin yiikiimliiliiklerini belirlemede
kritik bir rol oynamakta olup, bu tutarlarin modellenmesi i¢in uygun
dagilimlarin se¢imi biiylik Onem tasimaktadir. Hasar tutarlarini etkileyen
kuyruk yapilari, kiiclik veya biiyiik ¢apta hasarlarin meydana gelebilecegini
gosterdiginden, uzun kuyruklu dagilimlar tercih edilmektedir. Gamma
dagilimi, iki parametreli yapisi sayesinde sagladigi esneklik ile hasar
tutarlariin modellenmesinde yaygin olarak kullanilmaktadir. Pareto dagilima,
uzun kuyruk 6zelligi sayesinde biiyiik hasarlarin olasiligini artirarak aktiierler
tarafindan sikea tercih edilirken, hesaplamalarda kolaylik saglamak amaciyla
tek parametreli hale getirilebilmektedir. Log-normal dagilim ise pozitif
carpikligi ile, hasar tutarlarinin dogal olarak pozitif degerler almasini yansitir;
bu durum, kii¢iik hasarlarin daha sik ortaya ¢ikma olasiligini gostermektedir.
Diger dagilimlar arasinda iistel dagilim, kisa kuyruklu 6zellikleri nedeniyle
bliylik hasarlarin modellenmesinde sinirli kalirken, Weibull dagilimi farkl
kuyruk yapilarinda hasar tutarlarinin analizine olanak tanimaktadir. Sonug
olarak, hasar tutarlarinin dogru bir bigimde modellenmesi, sigorta sirketlerinin
risk yonetimi ve prim belirleme siireclerinde hayati bir 6neme sahiptir
(Bahnemann, 2015).

4. Genellestirilmis Lineer Model

Ekonomik riskin sigortalidan sigortaciya devredilmesi, sigorta
sirketlerinin hasar yonetimi ve prim hesaplamalari {izerinde 6nemli bir etkiye
sahiptir. Bagimsiz kii¢lik hasarlarm bir araya gelmesi, biiyiik sayilar kanunu
geregi toplam kaybin daha ongoriilebilir hale gelmesini saglamaktadir. Bu
durum, sigorta primlerinin hesaplanmasinda beklenen hasarlarin temel
alinmasini zorunlu kilmaktadir.

Ancak, sigorta sirketlerinin farkli risk gruplarmi adil bir sekilde
fiyatlandirmamas1 olumsuz segilim sorununu dogurabilir. Diislik riskli
gruplarin diigiik primlerle sigorta yaptirmasi, yiiksek riskli gruplarin ise daha
yiiksek primlerle karsilagmasina yol agabilir. Bu da yiiksek primli grubu
alternatif sigorta sirketlerine yonlendirebilir.

Rekabet¢i piyasalarda adil prim talep etmek, sirketlerin
sirduriilebilirligi  acisindan kritik bir Oneme sahiptir. Dogru risk
degerlendirmesi ve beklenen kayiplarin saglikli bir sekilde tahmin edilmesi,
riskin etkili bir sekilde paylastirilmasini ve istatistiksel modellere dayanan
prim hesaplamalarinin uygulanmasimi miimkiin kilar. Bu baglamda,
genellestirilmis lineer modellerin kullanimi, sigorta sirketlerinin daha saglam
kararlar almasma yardimer olabilir ve uzun vadede ekonomik kayiplarin
minimize edilmesine katkida bulunabilir.
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Sigorta sirketlerinin fiyatlandirma stratejilerini  olustururken,
sektordeki rekabet¢i konumlarint korumak ve portfoydeki sigortalilart
ayristirmak adina ayristiricr primler gelistirmeleri gerekmektedir. Bu siirecte,
sigortalilar1 etkili bir sekilde farklilagtirmak i¢in gerekli teknik donanima
sahip olmak biiylik 6nem tasir. Fiyatlandirma siirecinin gergeklestirilecegi her
bir brans (saglik, trafik, konut, kasko vb.) i¢in spesifik faktorler (yas, cinsiyet,
il vb.) her zaman mevcut olmayabilir; bu nedenle, uygun faktdrlerin tespit
edilmesi ve bu faktorlerin modellenen riskle ilgili olup olmadiginin
belirlenmesi kritik bir ihtiya¢ haline gelmektedir. Genellestirilmis lineer
modeller (GLM), istatistiksel analizde genis bir uygulama yelpazesine sahip
olup, klasik dogrusal regresyonun otesine gecerek cesitli dagilimlara sahip
yanmt degiskenleri ile iligkilerin incelenmesine olanak tanir (Nelder ve
Wedderburn, 1972). Bu modeller, dogrusal iligkileri modellemenin yani sira,
yanitin dagilimint belirlemek igin link fonksiyonlart kullanarak esneklik
sunar. Bu nedenlerle GLM, en yaygin olarak kullanilan yéntemlerden biridir.
Daha once, tarifede uygun faktorleri belirlemek i¢cin minimum varyans
yontemi gibi eski teknikler uygulanmaktayd: (Mildenhall, 1999). Ayrica,
geemiste tek yonlii ve iki yonlii analiz teknikleri de kullanilmaktaydi. Tek
yonlii analiz, yas faktoriiniin modele uygunlugunu degerlendirirken; iki yonli
analiz, yas ve cinsiyet gibi iki faktor arasindaki iligkiyi incelemektedir. Cok
yonlii analizlerde ise, birden fazla faktoriin uygunlugu sistematik bir sekilde
degerlendirilmektedir. Ancak, faktor sayisinin artmasiyla birlikte ¢ok yonli
analizin uygulanmas gili¢lesebilmektedir (Parodi, 2023). Tiim bu yontemler,
tarifeye katki saglayacak faktorlerin regresyon denklemindeki bagimli
degiskene etkisini tespit etmeyi amaglamaktadir. GLM analizleri i¢in sektdrde
pek ¢ok yazilim paketi mevcuttur ve bu araglar araciligiyla tarife analizleri
kolaylikla gergeklestirilebilmektedir (Ohlsson ve Johansson, 2010).

4.1. Carpimsal Modeller

Tarife analizi, genellikle sigortacinin mevcut veri setlerine dayanarak
gerceklestirilmektedir. Her bir tarife igin yeterli hasar verisi mevcut
oldugunda, beklenen maliyet, yalmizca goézlemlenen saf prim {izerinden
tahmin edilebilir. Ancak, belirli donemlerde tek bir hasar dahi
gergeklesmediginde, bu yontemle prim belirlemek miimkiin olmamaktadir.
Bu nedenle, her sigortali i¢in beklenen saf primin dogru bir sekilde tahmin
edilmesini saglayan yaklasimlara ihtiyag vardir.

Primlerin zaman iginde istikrarli kalmasi ve biiylik rastgele
dalgalanmalara karsi dayanikli olmasi 6nemlidir; bu durum, beklenen saf
primin bir dizi derecelendirme faktoriine bagliligini gosteren modeller
araciligiyla saglanir. Carpimsallik varsayimi, derecelendirme faktorleri
arasinda herhangi bir etkilesim olmadigini ifade eder (Ohlsson ve Johansson,
2010).
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5. Bulgular ve Tartisma

Sektorde etkin bir sekilde faaliyet gosteren bir sigorta sirketinden
temin edilen 2016-2019 yillar1 arasindaki 10244 kamyon iriinii verisi,
sigortalilara ait yas, cinsiyet, bolge, hasar adetleri ve hasar tutarlar1 bilgilerini
icermektedir. Bu veri seti igerisinde, 9406 adet erkek ve 838 adet kadin
policesi bulunmaktadir. Cografi bolge ve yas degiskenlerine ait hasar
sikliklart ise sirastyla Tablo 1 ve Tablo 2°de sunulmustur.

Tablo 1. Kamyon veri seti icin cografi bolgelere gore hasar sikliklari

o . Dogu Giineydogu ¢ .
Bolge: Akdeniz Anadolu Ege Anadolu Anadolu Karadeniz Marmara
n 1243 224 1847 294 2375 1373 2888

Tablo 1 incelendiginde, kamyon poli¢e adetlerinin bolgelerin niifus
yogunlugu ile paralel bir dagilim sergiledigi goézlemlenmektedir. Ancak,
Dogu Anadolu ve Giineydogu Anadolu bolgelerinde, sirketin genel
ortalamasinin altinda polige adetleri kaydedilmistir. Bu durum, bdlgeler aras1
police dagilimmin yalnizca niifus ile degil, aynm1 zamanda sirketin portfoy
yonetiminde benimsedigi tarife stratejisiyle de iligkili olabilecegini
gostermektedir. Ornegin, her bolgedeki siirlicii davranislari, otoyol
altyapisinin durumu ve kamyonlarin ticari amaglarla kullanimi gibi faktorler,
o bolgelerin ekonomik diizeyi ile birleserek sirketin tarife stratejisi tizerinde
belirleyici bir etki yaratmaktadir.

Tablo 2. Kamyon veri seti i¢in yas degiskenine gore hasar sikliklart

Yas Grubu :0-20  21-30 31-40 41-50 51-60 61-70 70+
n : 46 977 2650 3022 2402 986 161

Tablo 2 incelendiginde, kamyon police adetlerinin yogunlugunun 31-
60 yas araliginda yogunlastig1 goriilmektedir. Genel olarak trafik tiriiniindeki
portfoylin de police adetleri agisindan benzer bir dagilim sergiledigi
sOylenebilir. Ayrica, ticari amaglarla kullanilan kamyon portfoyiine ait
sigortalilarin yaglarina bakildiginda, agirligin is hayatinda daha aktif olan yas
grubuna denk geldigi tespit edilmistir. Bu durum, ticari faaliyetlerin
yogunlugunun belirli yag gruplariyla iligskilendirilebilecegini gostermektedir.
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Tablo 3. Kamyon veri seti i¢in hasar sikligina iligkin betimleyici istatistikler

n Min Ortalam Max Medya St.Hat Carpikli  Basikh
a n a k k
10244 0 0,1034 1 0 0,3045  2,6041 4,7824

Tablo 4. Kamyon veri seti i¢in hasar tutarina iliskin betimleyici istatistikler

n Min Ortalama Max  Medyan St. Hata  Carpiklik Basiklik

10244 0 508,11 59248 0 2558,371 19,0919 117,9848

Tablo 3 ve Tablo 4’te sirastyla kamyon veri seti i¢in hasar sikligi ve
hasar tutar1 icin tamimlayict istatistikler verilmistir. Tarife modeline
baglamadan Once verinin taninmasi aktlierler agisindan kritik bir 6neme
sahiptir.

Tablo 5’te Akaike Bilgi Kriteri (AIC) ve Bayes Bilgi Kriteri (BIC) ve
ECO parametre tahminleri verilmistir. Hesaplamalarda R-Studio programi
kullanilmigtir. Tablo 5’in ilk boliimiinde hasar siklig1 dagilimlari (Poisson,
Negatif Binom, Geometrik), ikinci bdliimiinde ise hasar tutari dagilimlar
(Gamma, Ustel, Pareto, Log-Normal, Weibull) verilmektedir. AIC ve BIC
degerleri dogrultusunda, hasar tutarina ait dagilimm Log-Normal, hasar
sikligina ait dagiliminin ise Poisson dagilimia uygun oldugu tespit edilmistir.

Hasar sikligt ve tutar1 ic¢in dagilimlarin ve dagilimlara ait
parametrelerin belirlenmesi, model kurma siireci igin gerekli 6n hazirlig:
tamamlamaktadir. Ticari tarifenin elde edilmesi amaciyla, GLM siireci R-
Studio programi araciligiyla gergeklestirilmistir. Bu siirecte, trafik iirlintine ait
kamyon verisi, GLM analizinde tiim kategorileriyle birlikte kapsamli bir
sekilde analiz edilmektedir.

Tablo 5. Kamyon veri setine ait hasar sikligi ve hasar tutari icin ECO
parametre tahminleri ve AIC ve BIC sonuglari

1 a A p -log L AIC BIC
Poisson - - 0,1034 - 34645 6931,05 693829
N. Binom 0,1034 - - - -3464.5 6933,05 6947,52
Geo. - - - 0,9062  -3517.,5 7037,14 7044,37
Gamma - 0,5792 8477,80 - -10156,1 20316,33 20326,27
Ustel - - 4910,50 - -10069,0 20140,16 20145,12
Pareto - 3,9670 - - -10032,4 20068,82 20078,75
LogNorm. 7,9182 1,0460 - - -9945,14 19894,28 19904,22
Weibull - 0,9288  4712.8 - 2100632 20130,56  20140,50
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Tablo 6. Kamyon veri seti i¢in hasar sikligina iligkin GLM sonuglari

Tahmin Katsayilar
BAZ -2,62387  0,07252
0-20 0,00000 1,00000
21-30 0,17063 1,18605
31-40 0,26187 1,29935
41-50 0,00604 1,00606
51-60 0,15257 1,16482
61-70 0,07596 1,07892
70+ -0,19849  0,81997
K 0,27810 1,32062
E 0,00000 1,00000
Akdeniz 0,00000 1,00000
Dogu Anadolu Bolgesi -0,09579 0,90866
Ege Bolgesi 0,06133 1,06325
Giineydogu Anadolu Bolgesi  -0,31033  0,73320
Karadeniz Bolgesi 0,04545 1,04650
Marmara Bolgesi 0,55739 1,74610
I¢c Anadolu Bolgesi 0,00061 1,00061

Tablo 6’da, trafik iirlinii kamyon portfoyiine ait GLM model sonuglar1
incelendiginde, dncelikle sigortali yas grubuna iliskin 0-20 yas araligindan 40
yasa kadar olan katsayilarin yiikseldigi, ancak 40 yasindan sonra 70+ yas
grubuna kadar katsayilarin diisiise gectigi gdzlemlenmektedir. Genel olarak,
yas arttikca siirlis tecriibesinin de artmasi beklenirken, hasar sikliginin
diismesi  Ongoriilmektedir. Ancak, bu beklenti ile model sonuglart
karsilastirildiginda, 21-40 yas araliginda yas artisinin yani sira trendin
azalmak yerine artig gosterdigi goriilmektedir. 21-40 yas gruplari i¢in model
ciktilari, genel kaniya uygun sonuglar vermemektedir; bu durum, alinan
orneklemin her zaman {irlinlin genel Ongoriisiini karsilamayabilecegini
gostermektedir. Bu baglamda, aktiier ticari olarak katsayilar1 kullanma karar1
verebilir. Tablo 6’da, cinsiyet ayrimma dayanan model c¢iktilan
incelendiginde, kadin sigortalilara ait katsaymnin erkeklere gore yaklasik %32
daha yiiksek oldugu tespit edilmistir. Genel trafik portfoyi ile
kargilastirildiginda, kadinlarin hasar sikligiin erkeklere kiyasla daha yiiksek
oldugu, diger trafik kullanim tarzlarinda da gozlemlenmektedir. Bu bulgu,
modelin genel trafik portfoyii ile benzer bir durum sergiledigini
gostermektedir. Tablo 6’da, model ¢iktilart bolgesel bazda incelendiginde, en
yiiksek katsay1 tahmininin ciddi bir farkla Marmara Bdolgesi'ne ait oldugu
goriilmektedir. Marmara Bolgesi’nde, 6zellikle Istanbul'un biiyiik ticaret
hacmi gz oniinde bulunduruldugunda, ticari amacla kullanilan kamyonlarin
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trafikte daha aktif olmasi ve bu nedenle daha fazla kaza yasanmasi, bu
bolgenin diger bolgelere gore daha yliksek katsayir almasini agiklamaktadir.
Ote yandan, Giineydogu ve Dogu Anadolu bélgelerine ait katsayilarin diger
bolgelere gore daha diisiik oldugu dikkat ¢cekmektedir. Bu bolgelerdeki police
adetlerinin az olmasi, bu katsayilarin giivenilirligi konusunda aktiierlerde bir
soru isareti olusturabilir; ayrica, bu bolgelerdeki trafik yogunlugunun da
diisiik olmasi bu sonucu destekleyebilir.

Tim bu sonuglarin ticari tarifeye gecisinde, aktiierin veriyi iyi
tanimasi ve modeli veriye gore dogru yorumlayabilmesi son derece dnemlidir.
Alman Orneklemin, her zaman portfoyiin genelini saglikli bir sekilde
yansitmayabilecegi unutulmamalidir. Bu nedenle, aktiierin elde ettigi model
ciktilarini ticari tarifeye gecerken yorumlayarak aktarmasi ve portfoy bilgisi
bu stirecte kritik bir rol oynamaktadir. Sonug olarak, hasar sikligina iliskin
tarife denklemi (3) esitligindeki gibi elde edilmistir.

Y = exp { —2,62387 + f,Yas + f,Cinsiyet + f;3Bolge } (3)

Tablo 7. Kamyon veri seti i¢in hasar tutarina iliskin GLM sonuglar1

Tahmin Katsayilar
BAZ 8,65060 5713,46
0-20 0,00000 1,00000
21-30 -0,69359 0,49978
31-40 -0,60986 0,54343
41-50 -0,60081 0,54837
51-60 -0,57620 0,56203
61-70 -0,54563 0,57948
70+ -0,75548 0,46979
K -0,05216 0,94918
E 0,00000 1,00000
Akdeniz 0,00000 1,00000
I¢ Anadolu Bolgesi 0,00467 1,00468
Ege Bolgesi -0,17265 0,84143
Dogu Anadolu Bolgesi -0,16766 0,84564
Glineydogu Anadolu Bolgesi 0,58864 1,80154
Karadeniz Bolgesi -0,14375 0,86610
Marmara Bolgesi -0,22223 0,80073

Trafik portfoyiinde genellikle yasin artmasi durumunda hasar
sikliginin azalmasi, hasar tutariin ise artmasi beklenir. Tablo 7°de, model
ciktilart yas degiskeni i¢in incelendiginde, 0-20 yas grubuna ait tahminin diger
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gruplara gore yiiksek oldugu gozlemlenmektedir. Bunun nedeni, bu yas
grubuna ait polige sayisinin azlig1 ile birlikte, gerceklesen hasar tutarlariin
yiiksek olmasidir. 20 yas ve iizerindeki gruplara ait katsayilar ise trafik
portfoyiiniin genel egilimiyle paralel bir trend gdstermektedir; yani yas
arttikca hasar tutarina ait katsay1 artmaktadir, bu da beklenen bir durumdur.
Son yas grubunda katsayidaki diisiisiin sebebini incelemek amaciyla veri
kontrol edildiginde, bu gruba ait polige sayisinin az oldugu ve hasarlarin
ortalama seviyelerde gerceklestigi sonucuna ulagilmistir. Tablo 7’de, model
ciktilart cinsiyet degiskeni acisindan degerlendirildiginde, kadinlarin hasar
tutarinin erkeklere gore yaklasik %5 gibi kii¢iik bir oranla daha diisiik oldugu
tespit edilmistir. Tablo 6’da, hasar siklig1 i¢in en yiiksek katsayimin Marmara
Bolgesi’nde oldugu belirlenmis iken, Tablo 7°de hasar tutarinda en diisiik
katsayiya sahip bolge, yine Marmara bolgesi olarak gozlemlenmektedir. Bu
durum, trafik yogunlugunun fazla oldugu bu bdlgede daha sik kaza
yapilmasina, ancak meydana gelen kazalarin yogun trafik nedeniyle diisiik
maliyetli olmasina isaret etmektedir. Boylece, hasar tutarma iliskin tarife
denklemi (4) esitligindeki gibi elde edilmistir.

Y = exp {8,65060 + 3, Yas + f,Cinsiyet + f3Bolge } (4)
6. Sonuclar

Sigortacilik sektorii, iilkemizde ve diinya genelinde gelismis ve
gelismekte olan sektdrler arasinda yer almistir. insanlar, karsilasabilecekleri
riskleri sigortalayarak kendileri i¢in bir giivence olusturmak istemislerdir; bu
nedenle sektdre yogun bir ihtiya¢ duyulmustur. Sirketlerin, bu belirsizlik
iceren riskleri karsilamak amaciyla sigortali ile anlasirken diger ticari
kuruluglar gibi kendi karliligim1 da siirdiirebilmeleri 6ncelikli hedefleri
arasinda yer almistir. Prim, sigortalinin gergeklestirebilecegi hasar adedi ve
hasar tutar1 ile dogrudan iligkilidir. Prim belirlenirken, sigorta sirketlerinin
hangi prim hesaplama ilkelerini benimseyecegi, kendi ticari stratejilerine bagh
olarak degismektedir. Prim hesabina giden bu siiregte, riskin belirsizlik
icermesi nedeniyle, mevcut veriler detayl istatistiksel teknikler ile
incelenmistir. Analize baglamadan 6nce veriyi iyi tanimak ve portfoyil iyi
analiz etmek, istatistiksel agidan model ¢iktilarini yorumlama konusunda daha
donanimli tespitler yapilmasina olanak saglamaktadir. Bu nedenle, hasar tutari
ve hasar sikligina ait tanimlayici istatistiklerin elde edilmesi 6nemlidir. Veriye
ait tanimlayici istatistikleri yorumladiktan sonra, maksimum ve minimum
degerlerin veriyi saptirict bir etkisi olup olmadig1 gézlemlenmis, bu nedenle
analiz, sahip olunan tiim veriler ile ger¢eklestirilmistir. Veri analiz edildikten
sonra, risk modelinin bireysel mi yoksa kolektif mi olusturulacagina karar
verilmistir. Bu ¢aligmada veriler bireysel bazda derecelendirmeye daha uygun
oldugundan, hasar tutar1 ve hasar sikligt modeli bireysel risk modeli
kullanilarak elde edilmistir. Modele baglamadan dnce hasar tutariin ve hasar
sikligimin hangi dagilimlara uygun oldugu AIC ve BIC bilgi kriterlerinden
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yararlanilarak, dagilim parametreleri ise ECO yontemi kullanilarak
belirlenmistir. Uygun dagilimin belirlenmesinin ardindan GLM asamasina
gecilmigtir.  GLM, sigortalilar1 veriye konu olan tiim kategoriler ile
degerlendirebilmektedir. Bu ¢aligmada kategoriler yas, cinsiyet ve cografi
bolge degiskenleridir. Bu degiskenler i¢in, hem hasar sikligi hem de hasar
tutar1 i¢in model ¢iktisindaki katsayilar ile tarife denklemleri elde edilmistir.
Elde edilen bu denklemler sonucunda sigortalinin dngoriilen net risk primi
hesaplanmigtir. Tarife yoneticileri, portfdy deneyimleri 1s18inda sirketin
bliylime stratejisi ve ticari karlilik hedeflerini baz alarak, net risk primi {izerine
gerekli yiiklemeleri yapabilmekte ve sigortalidan talep edilmesi gereken nihai
primi elde edebilmektedirler.
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1. Giris

Yapay Sinir Aglar1 (YSA), belirli verilen bilgilere dayanarak cikarimlar
iiretmek iizere insan beynini olusturan biyolojik sinir agmi simiile eden
hesaplamali modellerdir. Cok sayida alandaki sayisiz siniflandirma,
regresyon, kiimeleme ve iligkilendirme problemini ¢6zmek i¢cin hem denetimli
hem de denetimsiz dgrenme igin uygundurlar. Ozellikle YSA, makine
O0grenmesi alaninda 6ne ¢ikan bir algoritma olmus ve dogal dil isleme,
sahtecilik tespiti, hesaplamali biyoloji, bilgisayarli gorii, araclarin yardimsiz
kontrolii, konusma tanima, tibbi teshis ve oneri sistemleri gibi bircok alandaki
ilerlemenin yolunu agmistir [1].

Son zamanlarda YSA'lar, saglik kuruluslarinda karar vermek [2], binalardaki
enerji kullanimin1 tahmin etmek [3], sera teknolojisinin gelisimi [4],
fotovoltaik teknolojisindeki hatalar1 tespit etmek [5] ve giines enerjisi
tahminleri [6] i¢in uygulanmuistir.

Biyolojik sinir agina benzer sekilde, YSA'lar, agin diger katmanlarindaki
diiglimlere agirhikli baglantilarla baglanan, diigim (node) olarak da
adlandirilan néronlardan olusur. Genellikle bir girdi katmani, bir veya birkag
gizli katman ve bir c¢ikti katmanindan olusurlar. A§ yapisi, yani gizli
katmanlarin sayis1 ve katmanlardaki noronlarin sayisi, genellikle deneme-
yanilma yontemi kullanilarak belirlenir. Ancak, bir sinir aginm optimal
yapisint  akilli  bir sekilde se¢mek icin optimizasyon algoritmalari
kullanilabilir.

Baglant1 agirliklarina gelince, bunlar YSA'y1 kullanmadan 6nce gerekli bir
adim olan yapay sinir aginin egitimi sirasinda belirlenir. Egitim siirecinde,
baglant1 agirliklar1 ve bias degerleri, sinir aginin verilen girdilere dayanarak
dogru ¢iktry iiretmesini saglamak i¢in ayarlanir. Denetimli 6grenme i¢in, bir
YSA'nin egitimi, YSA'dan tahmin edilen ¢ikt1 ile egitim verilerinden gelen
hedef ¢ikt1 arasindaki hata farkinin azaltilmasiyla yapilir. Dolayisiyla, yapay
sinir aglari, egitim siirecinde baglant1 agirliklar1 ve bias degerleri optimize
edilerek veya ag yapist optimize edilerek optimize edilebilir.

Yapay sinir aglar1 geleneksel olarak geri yayilim (back-propagation), Quasi-
Newton, eslenik gradyan (conjugate gradient), Levenberg-Marquardt ve
Gauss-Newton gibi gradyan inig tabanl algoritmalar kullanilarak egitilir [7].
Bunlar yiiksek somiirii (exploitation) yeteneklerine sahip yerel arama
algoritmalaridir. Ancak, kesif (exploration) yeteneklerine sahip olmadiklar
icin, genellikle arama uzaymda YSA icin optimal baglanti agirliklarim
bulmakta yetersiz kalirlar ve siklikla yerel optimumlara takilirlar [7]. Bu
durum, egitilen sinir aglarinin diisiik bir dogruluga sahip olmasina neden olur.
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Son zamanlarda, sinir aglarinin egitimi i¢in siirli zekasi algoritmalarinin
kullaniminin, kesif ve somiirii yetenekleri sayesinde daha faydali oldugu fark
edilmistir. Ayrica, ag yapisini akilli bir sekilde belirlemek i¢in de yararhidirlar.

Siirii zekasi algoritmalari, hayvan gruplarmin veya bdcek siiriilerinin kendi
aralarinda ve cevreleriyle etkilesime girerken sergiledikleri davraniglardan
esinlenen meta-sezgisel optimizasyon algoritmalaridir. Ozellikle, kiiresel bir
zeka ortaya ¢ikaran bir biyolojik organizma popiilasyonunun basit kolektif
davranigini kullanirlar. Bu, siirli zekasi algoritmalarinin, kendi aralarinda ve
cevreleriyle etkilesime giren yapay arama ajanlarindan olusan bir popiilasyon
kullanarak karmagik optimizasyon problemlerini ¢ozmelerine olanak tanir.

Yapay sinir aglarini optimize etmek i¢in ¢ok sayida siirii zekas1 algoritmasi ve
bunlarin hibritleri kullanilmistir. Ancak, bildigimiz kadariyla, yapay sinir
aglarimi optimize etmek i¢in kullanilan farkl: siirli zekasi algoritmalari {izerine
kapsaml1 bir inceleme bulunmamaktadir.

Bu makalede, siirli zekasi algoritmalar1 kullanilarak optimize edilen farkli
Y SA tiirleri, YSA'larin siirii zekasi algoritmalar1 kullanilarak optimize edilme
yollari, kullanilan farkli orijinal ve hibrit algoritmalar ve egitilen sinir
aglarinin kullanildigr farkli denetimli 6grenme gorevleri agisindan, YSA'lar
optimize etmek i¢in kullanilan siirli zekasi algoritmalarinin bir incelemesini
sunuyoruz.

2. Sinir Aglar Ve Siirii Zeka Algoritmalar:1 Metodolojileri

2.1. Yapay Sinir Aglar

En basit YSA, girdi degerleri, agirliklar, biaslar, net toplam ve bir aktivasyon
fonksiyonundan olusan tek katmanli bir sinir ag1 olan algilayicidir
(perceptron). Genellikle denetimli 6grenmede girdileri iki siniftan birine
kategorize etmek i¢in ikili siniflandirici olarak kullanilir. Agirliklar her bir
girdinin 6nemini temsil eder ve girdilerin agirlikli toplam, verileri
smiflandirmak i¢in aktivasyon fonksiyonu tarafindan kullanilir. Sekil 1, bir
algilayicinin yapisi gostermektedir.



98 - Cagatay Bal

Girdi 1

X

L AGiriik 1 Agirlikli Toplam

. Wy Agirlik 1

iral

Agirhk 2 .
X2 Aktivasyon 3
VYZ Fonksiyonu
> Wn “Agirlik n
Xn " Girdin

Sekil 1. Bir algilayicinin yapist. Girdiler X4, X, ... X,,, Agirliklar
Wi, W, ... W, Agirlikli Toplam Z, Aktivasyon Fonksiyonu — Cikti

Algilayic1 sadece basit ikili problemler i¢in kullanilabilir. Bu nedenle,
algilayict temel yap1 tasi olarak alinarak ¢ok sayida baska sinir agi
gelistirilmigtir. Bu genellikle, her katmanda bir veya daha fazla algilayici
bulunan ¢oklu algilayict katmanlar1 kullanilarak yiiriitiiliir. Diigiim veya néron
olarak da adlandirilan her katmandaki algilayicilar, bir 6nceki katmandakiler
tarafindan elde edilen sonuglara dayanarak ¢ikarimlar yapar ve sonuglari bir
sonraki katmandaki algilayicilara iletir.

Ug ana YSA tiirii vardir; ileri Beslemeli Sinir Aglar1 (FNN - Feedforward
Neural Networks), Yinelemeli sinir Aglart (RNN - Recurrent Neural
Networks) ve Evrisimsel Sinir Aglari (CNN - Convolutional Neural
Networks). Ileri beslemeli sinir aglari, bilginin sadece girdi diigiimlerinden
gizli katman diigtimleri araciligryla ve son olarak ¢ikt1 diigiimlerine dogru tek
yonde aktarildigi YSA'lardir. Herhangi bir baglanti dongiisii icermezler ve
genellikle bagimsiz degiskenler arasindaki oOriintiileri tanimlamak igin
kullanilirlar.

Yinelemeli sinir aglari, baglanti dongiilerinin oldugu, yani bir katmanin
ciktisinin ¢iktiy1 belirlemek icin girdiye geri iletildigi YSA'lardir. Bu, ¢iktiy
iiretmek i¢in tiim bilgileri saklayan bir hafiza gibi davranir. RNN'ler genellikle
bir dizi igeren, yani birbirine bagimli degiskenler veya zaman serisi verileri
icin kullanilir.

Evrisimsel sinir aglari, esas olarak iki boyutlu goriintiilerle ¢alismak igin
tasarlanmis Ozellesmis sinir aglaridir. Genellikle verilerdeki &zellikleri
tanimlayan evrisim katmanlar1 (convolution layers), havuzlama katmanlari
(pooling layers) ve tam baglantili katmanlar (fully connected layers) gibi
cesitli bloklardan olusurlar.
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2.2 Siirii Zekas1 Algoritmalar

Strti  zekast algoritmalari, dogadaki cesitli biyolojik organizma
poplilasyonlarindan esinlenmistir. Genellikle belirli gorevleri basit organize
adimlar kullanarak akillica basarmak i¢in kendi aralarinda ve gevreleriyle
etkilesime giren belirli organizmalarin belirli 6zelliklerini kopyalarlar. Siiri
zekas1 algoritmalari, bir arama uzayinda belirli bir biyolojik organizma
grubuna benzer sekilde etkilesime giren yapay arama ajanlari
popiilasyonundan olusur. Bu basit etkilesimler, algoritmanin bir problem igin
optimal ¢oziimii sezgisel bir sekilde aramasini saglar. Dolayistyla, makul bir
zaman diliminde optimal veya ideale yakin ¢Oziimler saglayarak sayisiz
optimizasyon problemini ¢ozebilirler.

Stirli zekasi algoritmalari, siirekli, ayrik veya c¢ok amagli optimizasyon
problemleri dahil olmak iizere farkli tlirdeki optimizasyon problemlerini
¢ozmek icin kullanilabilir. Bu nedenle, ¢esitli alanlarda ¢ok sayida
uygulamalar1 vardir. Ornegin, su kaynaklar1 miihendisliginde [8], kablosuz
aglarda [9], bulut tabanli Nesnelerin Interneti'nde [10], optik sistemlerde [11],
oOneri sistemlerinde [12], anomali tespit sistemlerinde [13] ve tedarik zinciri
yonetiminde [14] kullanilabilirler. Ayrica kiimeleme [15], Oznitelik se¢imi
[16] ve gezgin satict problemini ¢ézmek [17], [18] i¢in de kullanilabilirler.
Dahasi, optimal tasarimlar, elektrik miihendisligi, ag olusturma, makine
miithendisligi, makine &grenmesi, kaynak tahsisi ve dijital goriintii isleme
alanlarinda c¢esitli uygulamalari vardir [19].

2.3. Farkh Tiirdeki Yapay Sinir Aglarimin Optimizasyonu

Cesitli uygulamalar i¢in kullanilan farkli mimarilere sahip birgok farkl tiirde
yapay sinir ag1 mevcuttur. Sinir aglarinin ¢ogu, lic ana YSA tiirlinden biri
olarak smiflandirilabilir: ileri beslemeli sinir agi, yinelemeli sinir ag1 veya
evrisimsel sinir ag1.

Stirli zekas1 algoritmalar1 kullanilarak optimize edilmis dort tiir ileri beslemeli
sinir ag1 oldugunu bulduk; Cok Katmanli Algilayict (MLP), Derin ileri
Beslemeli ag, Asir1 Ogrenme Makinesi (ELM) ve Radyal Tabanli Fonksiyon
(RBF) sinir agi.

Siirii zekas1 algoritmalar tarafindan optimize edilen bes tiir YSA, yinelemeli
sinir aglar1 olarak smiflandirilabilir: Digsal girdili Dogrusal Olmayan
Otoregresif (NARX), Elman RNN, derin RNN, Uzun Kisa Siireli Bellek
(LSTM) ve Jordan RNN.
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Ayrica, evrisimsel sinir aglar olarak smiflandirilabilen ve siirii zekasi
algoritmalar1 kullanilarak optimize edilmis dort tir YSA vardir; Gorsel
Geometri Grubu Sinir Agi (VGGNet), Kalint1 Sinir Ag1 (ResNet), GooglLeNet
ve U-Net.

Ilgili literatiirdeki ¢alismalardan; [20], [21], [22], [23], [24], [25], [26], [27],
[28], [29], [30], [31], [32], [33], [34], [35], [36], [37], [38], [39], [40], [41],
[42], [43], [44], [45] ve [46]'da siirii zekas1 algoritmalart ileri beslemeli ¢ok
katmanli algilayicilart optimize etmek icin kullanilmistir. Cok katmanli bir
algilayici, birden fazla algilayicidan olusan bir sinir agidir. Genellikle bir girdi
katmani, degisken sayida gizli katman ve bir ¢ikt1 katmanindan olusur ve her
biri degisen sayida algilayiciya sahiptir. Her katmanin algilayicilari, dnceki ve
sonraki katmanlarin algilayicilaria baglant1 agirliklar araciligiyla baglanir.

Caligma [20]'de, girdi katmaninda 3, 4, 4, 9, 9 ve 22 noron, gizli katmanda 7,
9,9, 19, 19 ve 45 noron ve ¢ikt1 katmaninda 1, 3, 1, 1, 1, 1 néron iceren alt1
MLP kullanilmistir. [21]'de, girdi, gizli ve ¢ikt1 katmanlarinda sirastyla yedi,
dort ve bir diigiimden olusan ti¢c MLP kullanilmistir. [22]'de, girdi, gizli ve
cikti katmanlarinda sirasiyla 20, 50 ve bir ndron iceren bes MLP
kullanilmistir. [23]'te, girdi, gizli ve ¢ikt1 katmanlarinda sirasiyla bes, 10 ve
bir ndron igeren bir MLP kullamilmistir. [24]'te, girdi, gizli ve c¢ikti
katmanlarinda sirasiyla alti, on ve bir diigiim iceren bir MLP kullanilmistir.
[25]'te, kullanilan MLP girdi, gizli ve ¢ikt1 katmanlarinda sirasiyla iki, ii¢ ve
bir ndrondan olusmaktadir. [26]'da, girdi, gizli ve ¢ikt1 katmanlarinda sirasiyla
yedi, alt1 ve bir diigiim i¢eren iki MLP kullanilmigtir. [27]'de, sirasiyla 3-7-1,
4-9-1 ve 22-45-1 yapilarina sahip i¢c MLP kullanilmistir. [28]'de, 8-9-1
yapisina sahip bir MLP kullanilmistir. [29]'da, 12-8-1 yapisina sahip bir MLP
kullanilmustir. [31]'de, 14-5-5 yapisina sahip bir MLP kullanilmistir. [32]'de,
4-7-1 yapisina sahip bir MLP kullanilmistir. [33]'te, 2-12-1 yapisina sahip bir
MLP kullanilmistir. [35]'te, 8-1-1, 8-2-1, 8-3-1, 8-4-1 ve 8-5-1 yapilarina
sahip bes MLP kullanilmigtir. [36]'da, 20-10-1 yapisina sahip bir MLP
kullanilmigtir. [37]'de, 32-64-6 yapisina sahip bir MLP kullanilmistir. [40]'ta,
7-5-1 yapisina sahip bir MLP kullanilmigtir. [41]'de, 14-11-18 yapisina sahip
bir MLP kullanilmistir. [43]'te, 3-7-1, 4-9-1, 4-9-3, 13-27-3, 9-19-1, 22-45-1,
4-9-1, 6-13-1, 10-21-1, 14-29-1, 1-15-1, 1-15-1 ve 1-15-1 yapilarina sahip 13
MLP kullanilmastir. [44]'te, 9-19-1, 9-18-1 ve 9-17-1 yapilarina sahip iic MLP
kullanilmustir. [46]'da, 4-3-3, 4-3-1, 9-3-1, 9-3-1, 4-9-3, 4-9-1, 9-19-1 ve 9-
19-1 yapilarina sahip 8 MLP kullaniimistir.

[47], [48], [49] ve [50]'de stirii zekas1 algoritmalar1 derin ileri beslemeli sinir
aglarmi optimize etmek i¢in kullanilmistir. Derin ileri beslemeli aglar, birden
fazla gizli katmana sahip ileri beslemeli sinir aglaridir. [48]'de, kullanilan
derin sinir aginin mimarisi, 13 ndéronlu bir girdi katmani, her biri altt ndronlu
4 gizli katman ve bir néronlu bir ¢ikt1 katmanindan olusmaktadir.
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[51]'de, bir silirii zekasi algoritmasi tarafindan egitilmek iizere bir asir
o0grenme makinesi (ELM) kullanilmistir. Bir ELM, tam olarak bir gizli
katmandan olusan ileri beslemeli bir sinir agidir ve girdi ile gizli diigiimler
arasindaki agirliklar rastgele atanir ve degismezler. Agm egitimi sirasinda,
gizli diigtimler ile ¢ikt1 diigiimleri arasindaki agirliklar optimize edilir. [52]'de,
bir siirli zekasi algoritmast, bir girdi, bir gizli ve bir ¢ikt1 katmanindan olusan
ve aktivasyon fonksiyonlari olarak Gauss fonksiyonlarini kullanan ileri
beslemeli bir sinir ag1 olan radyal tabanli fonksiyon (RBF) sinir agin1 egitmek
icin kullanilmastir.

[53], [54], [55], [56], [57], [58], [59], [60], [61], [62], [63], [64] ve [65]'te,
siirii zekast algoritmalar1 farkli tiirdeki yinelemeli sinir aglarin1 optimize
etmek i¢in kullanilmigtir. [53]'te, Digsal Girdili Dogrusal Olmayan
Otoregresif (NARX) yinelemeli sinir ag1 kullanilmistir. Diger yinelemeli sinir
aglarmin aksine, NARX'ta geri besleme, gizli noronlar gibi diger tiim
noronlardan gelmek yerine sadece ¢iktt néronundan gelir. Kullanilan NARX
sinir ag1, yedi ndrona sahip bir gizli katmana sahiptir.

[54], [55], [56] ve [57]'de Elman yinelemeli sinir aglari siirii zekasi
algoritmalar1 kullanilarak optimize edilmistir. Elman RNN'leri, gizli katmana
bagli baglam birimi (context unit) adi verilen ek bir birime sahip yinelemeli
sinir aglaridir. [54]'te, kullanilan Elman RNN, sirasiyla iig, alt1 ve bir néronlu
bir girdi, bir gizli ve bir ¢ikt1 katmanina sahiptir. [55]'te, kullanilan Elman sinir
ag1, bes noronlu bir girdi katmani, sirasiyla 15 ve 20 néronlu iki gizli katman
ve bir noronlu bir ¢ikti katmanindan olugsmaktadir. [56]'da, kullanilan RNN,
her katmanda degisken sayida ndron bulunan {i¢ gizli katmandan
olusmaktadir. [57]'de, kullanilan Elman RNN, bes digimli bir gizli
katmandan olugmaktadir. [58] ve [59]'da, birden fazla gizli katmana sahip
derin yinelemeli sinir aglar1 kullanilmistir.

[60], [61], [62], [63] ve [64]'te Uzun Kisa Siireli Bellek (LSTM) agi
kullanilmistir. LSTM, bilgiyi uzun bir siire boyunca saklayan bellek hiicresi
adi verilen ek bir birime sahip tekrarlayan bir sinir agidir. Bu, katmanlara giren
girdiyi ve agin unutmasi gereken bilgileri diizenleyerek agin daha uzun vadeli
bagimliliklart 6grenmesini saglar. [65]'te, bir Jordan RNN'i egitmek icin bir
siirii zekasi algoritmasi kullanilmistir. Bir Jordan RNN, agin ¢iktisindan gizli
katmanlara bir baglant1 dongiisiine sahip olan bir RNN'dir.

[66], [67] ve [68]'de, farkli tiirdeki evrisimsel sinir aglari siirii zekasi
algoritmalari kullanilarak optimize edilmistir. [66]'da, Gorsel Geometri Grubu
Sinir Ag1 (VGGNet), Kalint1 Sinir Ag1 (ResNet) ve GoogLeNet olmak iizere
ii¢ tiir evrisimsel sinir ag1 kullanilmistir. VGGNet, 16 veya 19 katmana sahip
bir evrigimsel sinir agidir. Evrisim katmanlarini takip eden bir havuzlama
katmanindan olusur ve yaklasik 64 ila 512 filtre kullanir. Evrisim ¢ekirdekleri



102 - Cagatay Bal

(kernels) ve maksimum havuzlama ¢ekirdekleri sirastyla 3 X 3 ve 2 X 2 sabit
boyutuna sahiptir. ResNet, 50, 101 veya 152 katmandan olusan ve atlama
baglantilar1 (skip connections) adi verilen kapili tekrarlayan birimleri iceren
bir CNN'dir. GoogLeNet, 22 katman ve 9 baglangi¢c modiiliinden (inception
modules) olusur. Baglangic modiilleri, agin her blokta sabit bir boyut
kullanmak yerine evrisimsel filtrenin boyutunu se¢mesine izin verir. [68]'de,
16 ve 19 katmanli VGGNet kullanilmistir. [67]'de, bir U-Net CNN
kullanilmigtir. U-Net, U seklinde bir kodlayici-kod ¢oziicii ag mimarisine
sahip tam baglantili bir CNN'dir. Bir koprii ile baglanan dort kodlayict blogu
ve dort kod ¢oziicti blogu vardir.

Yukaridaki agiklamalara ve taksonomiye dayanarak, cogunlukla ileri
beslemeli sinir aglarinin, 6zellikle MLP'lerin siirii zekasi algoritmalari
kullanilarak optimize edildigi goriilebilir. RNN'ler arasinda, ¢ogunlukla
Elman RNN'leri ve LSTM'ler siirii zekas1 algoritmalar1 kullanilarak optimize
edilmistir. CNN, siiri zekas: algoritmalar: tarafindan en az optimize edilen
sinir ag1 tiriidiir. Sadece bes CNN siirii zekas1 algoritmalar1 kullanilarak
optimize edilmistir.

2.4 Yapay Sinir Ag1 Parametre ve Mimari Optimizasyonu

Stiri zekas1 algoritmalari, yapay sinir aglarinin performansini, yalnizca
baglant1 agirliklarini optimize ederek, agirliklar1 ve biaslar1 optimize ederek
veya ag yapisinit optimize ederek optimize edebilir.

[22] ve [24]'te, siirli zekas1 algoritmalari sadece ileri beslemeli sinir aglarinin
baglant1 agirliklarini optimize etmek icin kullanilmustir. Ileri beslemeli sinir
aglarinda, bir katmandaki noronlar, oOnceki ve sonraki katmanlarin
noronlarina, baglantinin giiciinii gosteren agirliklar kullanilarak baglanir.
Agin egitimi sirasinda, bu agirliklar, agin tahmin edilen ¢iktis1 ile hedef ¢ikti
arasindaki hatanin azaltilacagi sekilde uyarlanir. Bu nedenle, hatay1 amag
fonksiyonu olarak alarak, siirii zekasi algoritmalar1 egitim siirecinde sinir
aginin optimal baglant1 agirliklarini bulmak i¢in uygulanir.

Ileri beslemeli sinir aglarmin egitimi sirasinda, baglant1 agirliklarmm yani
sira, sinir aginin ¢iktiy1 ayarlayarak veya aktivasyon fonksiyonunu kaydirarak
ciktiy1 en iyi sekilde tahmin etmesini saglamak igin bias (sapma) ad1 verilen
sabitler de belirlenir. Bu biaslar da sinir agimin hatasint amag¢ fonksiyonu
olarak alarak optimize edilir. [20], [21], [23], [25], [26], [27], [28], [29], [31],
[32], [33], [34], [35], [36], [37], [38], [39], [40], [41], [43], [44], [45], [46],
[51] ve [52]'de, siirii zekasi algoritmalart ileri beslemeli sinir aglarinin baglanti
agirliklarini ve biaslarini optimize etmek i¢in kullanilir.
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Sinir aglarinin yapisi, yani katman sayisi, aktivasyon fonksiyonu, her
katmandaki noron sayis1 ve 6grenme orani, genellikle agin egitiminden dnce
deneme-yanilma temelinde belirlenir. Ancak, optimizasyon algoritmalar
kullanilarak akilli bir sekilde de belirlenebilirler. [30], [36], [42], [49] ve
[50]'de, siirii zekasi algoritmalar1 ileri beslemeli sinir aglarinin yapisini
optimize etmek icin kullanilmistir. [30]'da, bir siirii zekasi algoritmasi, bir ileri
beslemeli sinir agiin gizli katman sayisini, gizli katmandaki néron sayisini,
aktivasyon fonksiyonunu ve Ogrenme oranini optimize etmek i¢in
kullanilmistir. [36]'da, agirliklar ve biaslara ek olarak, gizli katmandaki néron
sayis1 da bir siirii zekasi algoritmasi tarafindan optimize edilir. [49]'da, epoch
sayisi, 0grenme orani, parti (batch) boyutu ve ileri beslemeli bir sinir aginin
ilk gizli katmanidaki ndron sayis1 bir siirli zekasi algoritmasi tarafindan
optimize edilir. [42]'de, gizli katman sayisi, gizli katmandaki ndron sayisi ve
6grenme orani bir siirii zekasi algoritmasi tarafindan optimize edilir. [50]'de,
bir ileri beslemeli sinir agmin gizli katman sayis1 bir siirii zekas1 algoritmasi
kullanilarak optimize edilir.

[53], [54] ve [58]'de, yinelemeli sinir aglarinin baglant1 agirliklar siirti zekas1
algoritmalar1 kullanilarak optimize edilir. [56], [57], [58], [59], [63], [65] ve
[69]'da, egitim sirasinda yinelemeli sinir aglarmin hem baglanti1 agirliklart
hem de biaslar1 optimize edilir. [60], [61], [62] ve [64]'te, yinelemeli sinir
aglarinin optimal yapisi, egitimlerinden once siirlii zekasi algoritmalari
kullanilarak belirlenir. [61]'de, bir yinelemeli sinir aginin gizli katman sayisi,
zaman gecikmeleri, parti boyutu, gizli katmanlardaki ndron sayisi ve epoch
sayist bir siirli zekasi algoritmasi tarafindan optimize edilir. [62]'de,
tekrarlayan katmandaki néron sayisi, ¢iktt dropout (sdniimleme), tekrarlayan
dropout degeri ve gomme (embedding) dropout degeri bir siirii zekasi
algoritmasi kullanilarak optimize edilir. [64]'te, bir yinelemeli sinir aginin
parti boyutu, zaman adimi ve gizli katman birimlerinin sayis1 bir siirii zekast
algoritmasi kullanilarak optimize edilir.

[67]'de, bir evrisimsel sinir agmin baglanti agirliklart bir siiri zekasi
algoritmas1 tarafindan optimize edilir. [70]'te, bir evrigimsel sinir aginin
optimal baglanti agirliklar1 ve biaslar1 bir siirii zekas1 algoritmasi tarafindan
belirlenir. [66], [68], [71] ve [72]'de, evrisimsel sinir aglarinin yapist siirii
zekas1 algoritmalari kullanilarak optimize edilir.

Yukaridaki aciklamalara ve taksonomiye dayanarak, sirii zekasi
algoritmalarinin oncelikle agirliklart ve biaslar1 optimize etmek, yani ileri
beslemeli sinir aglarini egitmek icin kullanildigi ¢ikarimi yapilabilir. Ayrica,
yinelemeli sinir aglarinin egitimi i¢in de onemli 6l¢iide kullanilmiglardir.
Ancak, ag yapisini optimize etme agisindan, siirii zekasi algoritmalart hem
FNN'ler hem de RNN'ler i¢in nadiren kullanilmistir. CNN'lere gelince, ag
yapisint optimize etmek i¢in birkag siirii zekasi algoritmasi kullanilmigtir.
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Ancak, sadece iki calismada CNN'lerin agirliklar1 ve biaslar siirii zekasi
algoritmalari kullanilarak optimize edilmistir.

3. Sinir Aglar1 Optimizasyonu I¢in Kullamlan Siirii Zekasi
Algoritmalan

Son yillarda, farkli biyolojik organizmalardan esinlenen ¢ok sayida siirii
zekasi algoritmasi Onerilmistir. Bunlarin birgogu farkli tiirdeki sinir aglarini
optimize etmek i¢in uygulanmigtir. Bu boliimde, ileri beslemeli, tekrarlayan
ve evrigimsel sinir aglarini optimize etmek i¢in kullanilan farkl: siirii zekast
algoritmalarinin bir agiklamasi verilmektedir.

3.1. ileri Beslemeli Sinir Aglar

Literatiirdeki ¢aligmalardan; [22], [23], [29], [32], [33], [35], [39], [40], [42],
[44], [45], [48] ve [50]'de, orijinal Parcacik Siirii Optimizasyonu (PSO)
algoritmasi YSA'lar1 egitmek i¢in kullanilmistir. PSO, kus siiriilerinin veya
balik siiriilerinin hareketini simiile eden bir siirli zekas1 algoritmasidir. Cozim
uzayindaki her pargacigin konumu, optimizasyon problemi i¢in bir potansiyel
¢Oziimli temsil eder. Her parcacik konumunu kendi deneyimine ve tiim
popiilasyonun deneyimine gore giinceller.

[24]'te, PSO'nun kesif ve somiirii asamalarin1 dengeleyen yeni bir degisken
atalet agirligina sahip hibrit bir PSO kullanilir. [30]'da, PSOCOG adi verilen,
agirlik merkezi konseptine sahip degistirilmis bir PSO kullanilir. PSOCOG,
referans noktasindan uzakliklarina gore hesaplanan popiilasyondaki
parcaciklarin ortalama agirligini kullanir. [S1]'de, bir YSA'y1 egitmek igin
zamanla degisen hizlanma katsayilarina sahip Degistirilmis bir PSO (MPSO)
kullanilir. [34]'te, bir YSA'y1 egitmek i¢in Fork/Join g¢ercevesini igeren bir
Paralel PSO (PPSO) kullanilir. [36]'da, DPSO-PSO-FFNN ad1 verilen ayrik
PSO, PSO ve Levenberg-Marquardt algoritmalarimin bir hibriti kullanilir.
[38]'de, kesif ve somiirii asamalarini dengelemek i¢in insan tabanli PSO'da
hiicresel otomat algoritmasini igeren bir PSO hibriti olan HPSO-CA
algoritmasi kullanilir. [45]'te, bir sinir agin1 egitmek igin Isbirlik¢i Kuantum
PSO (CQPSO) adi verilen dinamik bir PSO kullanilir.

[21], [25] ve [26]'da, ileri beslemeli sinir aglarini egitmek igin orijinal
Yusufcuk Algoritmasi (DA) kullanilir. DA, yusufeuk siiriilerinden, 6zellikle
avlanma ve go¢ etme davranislarindan esinlenmistir. [20]'de, DA ve Yapay
Ar1 Kolonisi'nin (ABC) bir hibriti olan HAD kullanilir. [27]'de, bir sinir agimi
egitmek i¢in DA ve gelistirilmis bir Nelder-Mead algoritmasinin hibriti olan
INMDA kullanilir. INMDA algoritmasinda, gelistirilmis Nelder-Mead
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algoritmasi orijinal DA'nin yerel arama yetenegini gelistirir. [46]'da, MLP'leri
egitmek icin DA ve tepe tirmanma (hill climbing) algoritmasinin bir hibriti
kullanilir. Tepe tirmanma algoritmasi, orijinal DA'nin somiirii asamasini
gelistirmek i¢in kullanilir.

[22]'de, PSO'ya ek olarak, Karinca Kolonisi Optimizasyonu (ACO), Yapay
Arn Kolonisi (ABC) ve ates bocegi algoritmalart YSA'larin egitimi igin
kullanilir. ACO, karinca kolonilerinin yiyecek arama davranigindan, yani
yollarina feromon izleri birakarak kolonilerinden yiyecek kaynaklarina en
kisa yolu bulma bigimlerinden esinlenmistir. ABC, arilarin yiyecek arama
davranisindan esinlenmistir. Bir kolonide {i¢ tiir ar1 vardir; isci arilar, gozcii
arilar ve kasif arilar. Isci arilar kesfedilen yiyecek kaynaklarmmn sayisini ve
kalitesini takip eder, gozcli arilar en iyi yiyecek kaynaklarmi se¢mekten
sorumludur ve kasif arilar yeni yiyecek kaynaklar1 aramaktan sorumludur.
Ates bocegi algoritmasi, avi veya diger ates boceklerini ¢ekmek igin
kullanilan ates bocegi stiriilerinin yanip sénme davranigina dayanir. Ates
bdcekleri, yayilan 1s181n yogunluguna gore diger ates boceklerine gekilir.

[47]'de, ileri beslemeli bir sinir agin1 egitmek i¢in ABC'nin ABC-ISB adi
verilen bir hibriti kullanilir. ABC-ISB algoritmasi, is¢i ve gozcii arilar igin
yinelemeli formiilii degistirerek ABC'nin yerel arama yetenegini gelistirir.
Ayrica, kasif arilar i¢in yeni bir se¢im stratejisi getirerek kiiresel arama
yetenegini de gelistirir.

[26]'da, orijinal DA'ya ek olarak, ileri beslemeli bir sinir agmin egitimi igin
orijinal Harris Sahinleri Optimizasyonu (HHO) algoritmasi kullanilmigtir.
Ayrica [31]'de de bir ileri beslemeli sinir aginin egitimi i¢in kullanilmistir.
HHO algoritmasi, sahinlerin avi izlerken, kusatirken, yaklasirken ve sonunda
saldirirken kullandiklar isbirlik¢i avlanma stratejisinden esinlenmistir. Kesif,
sahinlerin avi tespit etmek i¢in kullandiklar stratejilere dayanirken, somiirii
av1 saldirmak i¢in kullanilan stratejilere dayanr.

[28]'de, orijinal Cekirge Optimizasyon Algoritmast (GOA) ve orijinal Gri
Kurt Optimizasyonu (GWO) algoritmas ileri beslemeli sinir aglarimi optimize
etmek icin kullanilmistir. GOA, c¢ekirgelerin yasam dongiilerinin iki evresi
olan nimf evresi ve yetiskinlik evresi sirasindaki siirii davranigina dayanir.
Algoritmanin somiirli asamasi yavas hareketi igeren nimf evresine gore
modellenirken, kesif asamasi uzun ve ani hareketleri igeren yetiskinlik
evresine gore modellenir. GWO, gri kurtlarin liderlik hiyerarsisine ve avlanma
davranigina dayanir. Avi avlarken, ararken, kusatirken ve saldirirken alfa,
beta, delta ve omega olmak tizere dort tiir gri kurdun davranisini simiile eder.

[52]'de, ileri beslemeli bir sinir agim egitmek icin orijinal Rekabet¢i Siirii
Optimizasyonu (CSO) algoritmasi kullanilir. CSO, parcacik siirii
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optimizasyonuna dayanir ancak siiriideki pargaciklar arasinda rekabetci bir
mekanizma kullanir. PSO'nun aksine, CSO'da pargaciklarin ge¢mis en iyi
konumlari saklanmaz ve pargaciklar rekabet kazananlarindan 6grenir. [37]'de,
degistirilmis bir Sempanze Optimizasyon Algoritmasi (ChOA) kullanilir.
ChOA, av ararken saldirgan, siiriicii, engelleyici ve kovalayic1 sempanzelere
dayanir. Degistirilmis ChOA, dort tiir sempanzenin konumlarindan tiiretilen
orantisal katsayilara dayali olarak sempanzelerin konumlarii giincellemek
icin bir teknik Onerir.

[49]'da, yarasa algoritmasinin bir hibriti kullanilir. Yarasa algoritmasi,
dogadaki mikro yarasalarin ekolokasyonuna dayanir. Hibrit algoritma,
diferansiyel evrimin mutasyon stratejilerini yarasa algoritmasina dahil eder.
[41]'de, YSA egitimi i¢in orijinal Biyocografya Tabanli Optimizasyon (BBO)
algoritmast kullanilir. BBO, biyocografyanin ana siireclerinden, yani
biyolojik tiirlerin evrimi, yok olusu ve dagilimindan esinlenmistir. [43]'te salp
siiriisii algoritmasinin bir hibriti kullanilir. Salp siirlisii algoritmasi, salp
zincirleri olusturarak yiyecek kaynaklarina dogru hareket eden salplerin
davranisindan esinlenmistir. Hibrit algoritma, kesif yeteneklerini gelistirmek
icin salp siirlisii algoritmasinda tek bir lider yerine birden fazla liderin
kullanimint igerir.

[44]'te, ileri beslemeli bir sinir agini egitmek i¢in orijinal Balina Optimizasyon
Algoritmast (WOA) kullanilir. WOA, kambur balinalarin yiyecek arama
davranisindan esinlenmistir. Ana asamalar, daralan kusatma ve spiral
giincelleme asamalarindan olusur.

Tablo 1, kullanilan popiilasyon biiyiikliigi ve maksimum yineleme sayist ve
egitilen sinir agiin nihai Kok Ortalama Kare Hatas1 (RMSE) acisindan ileri
beslemeli sinir aglarim1  egitmek i¢in kullanilan farkli siiri  zekasi
algoritmalarinin ~ bir  kargilagtirmasint ~ gdstermektedir.  Sinir  aginin
performansini degerlendirmek i¢cin RMSE'nin kullanilmadigi durumlarda,
kullanilan performans metrigi parantez i¢inde belirtilmistir.

Tablo 1'den, orijinal PSO ve hibritlerinin ileri beslemeli sinir aglarmi optimize
etmek icin yaygin olarak kullanildigi c¢ikarimi yapilabilir. 13 calismada
orijinal PSO kullanilmis ve yedi ¢alismada hibritleri kullanilmigtir. Ayrica,
genellikle daha iyi performans gosteren hibritlerinin aksine, siirii zekasi
algoritmalarinin orijinal versiyonlarinin daha fazla kullanildig1 gortilebilir.

Farkli ¢alismalar igin farkli popiilasyon biiyiikliikleri ve yineleme sayilari
kullanilmigtir. Daha biiylik popiilasyon biiyiikliiklerinin ve daha yiiksek
yineleme sayilarinin, optimizasyon i¢in daha fazla zaman ve kaynaga ihtiyag
duyuldugundan diisikk verimlilige neden olabilecegi not edilebilir. Bu
nedenle, miimkiin olan en kii¢iik popiilasyon biiyiikliigli ve yineleme sayisini
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kullanarak sinir aginin en diisiik RMSE'sini veya en yiiksek dogrulugunu elde

etmek daha iyidir. Optimize edilen sinir aglarmin performansini
degerlendirmek i¢in, agin RMSE'si en yaygin kullanilanidir, bunu dogrulugu
takip eder.
Tablo 1. leri Beslemeli Sinir Aglarmi Egitiminde Kullanilan Algoritmalarin
Karsilastirmasi.
. Popiilasyon Yineleme . <
Makale Algoritma P, YSA'nin RMSE Aralig1
biyiikligi sayisi
Orijinal PSO, 100. 200 64.5-96.2, 34.7-96.2,
[22] ACO, ABC, 20, 100, 40, 20 ’ ’ 52.5-96.2, 20.7-95.6
Firefly 100, 100 (dogruluk)
[23] Orijinal PSO 85 1000 14.4-2.49
[29] Orijinal PSO 100 3000 0.0267
[32] Orijinal PSO 25 300 0.082-0.273
[33] Orijinal PSO 1000 0.6391
[35] Orijinal PSO 0.515-1.264
[48] Orijinal PSO 50 500 0.89 (AUC)
[39] Orijinal PSO 30 50 98.0 (dogruluk)
[40] Orijinal PSO 20 1000 0.03162
[42] Orijinal PSO 10 500 0.1911-0.2032
[50] Orijinal PSO 30 300 95.0 (dogruluk)
[44] Orijinal PSO, 50 500 2.456,2.281
WOA ’
Orijinal PSO,
Cooperative 2.0-3.0, 1.0-1.75
[43] Quanlt)um PSO 10 100 (Ortalama hata)
(CQPSO)
[24] Hibrit PSO 50 50 97.2-99.5 (dogruluk)
1.195E-05-0.225
30] PSOCOG 20 100 (Ortalama Mutlak Hata)
Modified PSO
[51] (MPSO) 30 200 0.0164-0.0616
Parallel PSO
[34] (PPSO) 635.5932-1501.1942
[36] DPSO-PSO 80 100 1.59E-02-7.78E-02
[38] HPSO-CA 186-438 30 0.09798-0.4472
[21] Orijinal DA 85 (dogruluk)
[25] Orijinal DA 208 250 92.2-96.7 (dogruluk)
[26] Orijinal DA, HHO 10-100 1000 0.3422,0.3674
[46] Optimized DA 05-Oct Oct-20 0.0991-0.78259
[20] HAD 50 100 1.292E-22-2.356E-02
[27] INMDA 200 2.341E-16-0.3382
[47] ABC-ISB 100 3000 4.0130E-06-0.002317
[31] Orijinal HHO 1000 0.4444
Orijinal GOA, 2.4087-2.4459, 2.2899—
[28] ! WO 10-500 1000 5569
[52] Orijinal CSO 30 3000 5.693E-03-8.149E-03
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[37] Modified ChOA 300 0.01414-0.5226
[49] Hibrit Bat 40 100 96.5 (dogruluk)
[41] Orijinal BBO 20 500 0.1584

[43]  Hibrit Salp Swarm 50, 200 250 2.381E-10-0.5617

3.2. Yinelemeli Sinir Aglan

[55] ve [61]'de, orijinal PSO yinelemeli sinir aglarin1 optimize etmek igin
kullanilir. [54], [59], [64], [65] ve [69]'da PSO'nun hibritleri kullanilmstir.
[54]'te, kiiresel en iyi parcacigt se¢mek icin yeni bir teknik kullanan
degistirilmis bir PSO kullanilir. [69]'da, tekrarlayan bir sinir agini1 optimize
etmek i¢cin BAPSO adi verilen PSO ve yarasa algoritmasinin bir hibriti
kullanilir. BAPSO algoritmasi, pargaciklarin atalet agirhigini ve ilk hizini
giincellemek ic¢in yeni teknikler icerir. [59]'da, yeniden baslatma stratejisi,
erken durdurma kurali, dogrusal olarak giincellenen katsayilar ve atalet
agirligt ve smirli hizlara sahip degistirilmis bir PSO kullanilir. [64]'te,
tekrarlayan bir sinir agini optimize etmek icin uyarlanabilir bir 6grenme
stratejisine sahip bir hibrit PSO kullanilir. [65]'te, tekrarlayan bir sinir agini
egitmek icin PSO-CS adi verilen PSO ve guguk kusu (cuckoo) arama
algoritmasinin bir hibriti kullanilir.

[53]'te, tekrarlayan bir sinir agin1 optimize etmek i¢in orijinal Siirekli Sigircik
Siiriisii Optimizasyonu (CFSO) kullanilir. CFSO algoritmasi, PSO'ya dayanir
ancak topolojik bir bilesene sahiptir, yani parcaciklar kisisel ve kiiresel en iyi
konumlara ¢ekilir ve hiz bir pargacik alt kiimesine gore giincellenir. [58]'de,
gelismis sOmiiri ve kesif asamalarma sahip iiglii ar1 (ternary bees)
algoritmasinin bir hibriti olan gelismis iiclii ar1 algoritmasi kullanilir. Uglii ar1
algoritmasi, bal arilarmin yiyecek arama davranisindan esinlenen bir
algoritmadir. [60]'ta, tekrarlayan bir sinir agini optimize etmek i¢cin ACO
kullanilir. [56], [61], [62] ve [63]'te, yinelemeli sinir aglarint optimize etmek
icin sirastyla orijinal Cicek Tozlasma Algoritmast (FPA), gri kurt
optimizasyoncusu, balina optimizasyon algoritmasi ve yapay art kolonisi
kullanilir. Cigek tozlagsma algoritmasi, algoritmanin kesif ve somiirii agamalar1
olarak kullanilan ¢iceklerin gapraz tozlasma ve kendi kendine tozlagsma
stireclerine dayanir. [57]'de, guguk kusu arama algoritmasinin bir hibriti
kullanilir. Guguk kusu arama algoritmasi, guguk kuslarinin parazitik
davranigindan esinlenmistir.
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Tablo 2. Yinelemeli sinir Aglarint Egitiminde Kullanilan Algoritmalarin

Karsilastirmasi.
Makale Algoritma P(?.ptllas.yf).g Yineleme YSAmin E{MSE
biiyiikligii sayisi Araligi
[55] Orijinal PSO 30 96.7-97.5 (dogruluk)
Orijinal PSO, 83-86, 84-88
[61] FPA 25-40 50-500 (dogruluk)
[54] Hibrit PSO 30 100 2.170E-09-0.04243
[69] BAPSO 45812 100000 0.05-0.1253
[59] Modified 102.90-441.94
PSO ’ ’
[64] Hibrit PSO 30 300 0.0237-0.0359
[65] PSO-CS 1000 1.48E-03-0.0173
Orijinal
[53] CFSO 45840 300 0.05412-2.31560
Enhanced <
[58] Ternary Bees 5 100 81.0-99.0 (dogruluk)
[60] Orijinal ACO 5,10, 25 100 94.90 (dogruluk)
Orijinal oo
[62] GWO 8, 15 20 145-162 (belirsizlik)
Orijinal
[56] WOA 0.31-0.32
[63] Orijinal ABC 25.95-1.64E02
Hibrit
[57] Cuckoo 1000 0.0224-0.197
Search

Tablo 2, kullanilan popiilasyon biiyiikliigii ve maksimum yineleme sayist ve
egitilen sinir aginin nihai RMSE'si agisindan yinelemeli sinir aglarini egitmek
icin kullanilan farkli siirii zekasi algoritmalarinin bir kargilastirmasini
gostermektedir.

Tablo 2'den, yinelemeli sinir aglarimin orijinal PSO'dan daha fazla PSO
hibritleri kullanilarak optimize edildigi ¢ikarimi yapilabilir. Sadece iki RNN
orijinal PSO kullanilarak optimize edilmisken, bes RNN bes farkli PSO hibriti
kullanilarak egitilmistir. Ancak, kullanilan diger siirii zekasi algoritmalari
icin, cogunlukla orijinal olanlar RNN'leri optimize etmek i¢in kullanilmistir.

FNN'lere benzer sekilde, RNN'leri optimize etmek icin siirli zekasi
algoritmalar: tarafindan farkli popiilasyon biiyiikliikleri ve yineleme sayilari
kullanilir. Ayrica, en ¢ok kullanilan performans metrigi RNN'nin RMSE'sidir,
bunu RNN'nin dogrulugu takip eder.

- 109
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3.3. Evrisimsel Sinir Aglari

[66] ve [67]'de, orijinal PSO evrisimsel sinir aglarini optimize etmek icin
kullanilir. [68]'de, PSO'daki ortogonal kdsegenlestirme siirecinin kullanimini
iceren Ortogonal Ogrenme PSO (OLPSO) adi verilen bir PSO hibriti
kullanilir. [70]'te, azalan bir zaman fonksiyonu atalet agirligini igeren
Gelistirilmis PSO (IPSO) ad1 verilen bir PSO hibriti kullanilir. [72]'de, kiiresel
en iyi parcacigin kullanimini harig tutan ve her pargacik igin bir arkadasg listesi
iceren degistirilmig bir PSO, bir CNN'i optimize etmek i¢in kullanilir.

[71]'de, orijinal ACO bir CNN'i optimize etmek i¢in kullanilir. [67]'de, orijinal
PSO'ya ek olarak, orijinal ABC, Bakteriyel Yiyecek Arama Optimizasyonu
(BFO), ates bocegi algoritmasi, Havai Fisek Optimizasyon Algoritmasi
(FOA), Harmoni Arama Algoritmast (HSA) ve Yercekimsel Arama
Algoritmas1 (GSA), CNN'leri optimize etmek i¢in kullanmilmistir. BFO,
kimyasal gradyanlar1 tespit ederek besinlere yaklasan belirli bakterilerin
davranisina dayanir. FOA, havai figeklerin patlama sekline dayanir. HSA, caz
miizisyenlerinin bir sarkinin dogru harmonisini kesfetmek icin sesi nasil
uyarladigina dayanir. GSA, yercekimi ve kiitle ¢ekim yasalarindan
esinlenmistir.

Tablo 3. Evrisimsel Sinir Aglarin1 Egitiminde Kullanilan Algoritmalarin

Karsilastirmasi.
. Popiilasyon Yineleme . -
Makale Algoritma o YSA'nin RMSE Aralig
biyiikligi sayisi
[66] Orijinal PSO 6 5 71.15-95.16 (dogruluk)
Orijinal PSO, 92.27-93.71, 91.63-93.02,
ABC, BFO, 90.96-92.51, 89.10-91.56,
[67] Firefly, FOA, 300 300 90.27-91.06, 92.22-93.11,
HSA, GSA 92.34-93.43 (dogruluk)
[68] OLPSO 5 6 97.7-98.2 (dogruluk)
[70] IPSO 50 1000 98.85 (dogruluk)
[72] Modified PSO 0.18-16.38 (hata orant)
[71] Orijinal ACO 42370 50 0.39-12.70 (hata orani)

Tablo 3, kullanilan popiilasyon biiyiikliigii ve maksimum yineleme sayis1 ve
egitilen sinir aginin nihai RMSE'si agisindan evrisimsel sinir aglarini egitmek
icin kullanilan farkli siirii zekasi algoritmalarinin bir karsilastirmasini
gostermektedir.
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Tablo 3'ten, li¢ c¢alismanin CNN'leri optimize etmek icin siirli zekast
algoritmalarinin orijinal versiyonlarini kullandigr ve {i¢ c¢alismanin hibrit
algoritmalar kullandig1 goriilebilir.  CNN'in dogrulugu, performansini
degerlendirmek i¢in en yaygin kullanilanidir, bunu CNN'in hata orami takip
eder.

4. Denetimli Ogrenme Géorevleri I¢in Sinir Aglar1 Optimizasyonu

Yapay sinir aglari, denetimli, denetimsiz veya pekistirmeli 6grenme gorevleri
icin kullanilabilir. Denetimli 6grenmede, sinir agini egitmek i¢in girdilerden
ve dogru ¢iktilardan olusan etiketli veri setleri kullanilir. Tersine, denetimsiz
O0grenmede, verilen verilerden Oriintiileri kesfetmeye calisan sinir aglarini
egitmek icin etiketsiz veri setleri kullanilir. Pekistirmeli 6grenmede, sinir ag1,
her bir girdi verisi i¢in birka¢ ¢iktiyr goz Oniinde bulundurarak en yiiksek
kiimtilatif 6diile yol acan bir eylem dizisi alacak sekilde egitilir.

Ancak, sinir aglarint optimize etmek i¢in stirii zekas1 algoritmalarini kullanan
caligmalarin, YSA'lar1 yalnizca denetimli 6grenme icin kullandigint bulduk.
Siniflandirma ve regresyon olmak iizere iki tiir denetimli 6grenme gorevi
vardir. Siniflandirmada ¢ikti, tahmin edilen ayrik etiketli bir sinifken,
regresyonda ¢ikti tahmin edilen stirekli bir degerdir.

[20], [21], [24], [25], [27], [37], [39], [41], [43], [46], [47], [48], [49] ve
[50]'de siirii zekas1 algoritmalar tarafindan egitilen ileri beslemeli sinir aglar
siniflandirma problemlerine uygulanmistir. [20]'de, YSA, UCI makine
O0grenmesi deposundan bazi kiyaslama siniflandirma problemleri, yani 3-bit
XOR, iris, balon, meme kanseri, cam ve kalp siniflandirma problemleri i¢in
kullanilmastir. [21], [24] ve [25]'te, YSA'lar sirasiyla MRI beyin goriintiisii
siniflandirmasi, bilgisayarli tomografi goriintiilerinden akciger lezyonlarinin
tespiti ve sonar hedeflerinin siniflandirmasi igin kullanilmustir. [27] ve [47]'de,
YSA'lar kiyaslama smiflandirma problemlerine uygulanmistir; [27]'de XOR,
balon ve kalp kiyaslama siniflandirma problemleri kullanilirken, [47]'de 3-bit
parite, XOR6, XOR9, XOR13 ve 4-bit kodlayici/kod ¢oziicli siniflandirma
problemleri kullanilmigtir. [37]'de, YSA, yunuslarin tiiriinii 1slik sinyallerine
gore siniflandirmak icin kullanilir. [48]'de, YSA bir bolgenin sel yarintisi
erozyonu duyarlilig1 i¢in kullanilir. [39], [41] ve [49]'da, YSA'lar sirastyla bir
saldirn tespit sistemindeki aktivitelerin siiflandirilmasi, oltalama web
sitelerinin tespiti ve meyvelerin smiflandirilmasi i¢in kullanilir. [43]'te, YSA
kiyaslama siniflandirma problemlerine, yani balon, 3-bit XOR, hepatit, iris,
meme kanseri, sarap, monk, kalp, kan ve Avustralya simiflandirma
problemlerine uygulanir. [50]'de, YSA kablosuz iletisim sistemlerinde dijital
modiilasyon tanima i¢in kullanilir. [46]'da, YSA, UCI makine 6grenmesi
deposundan cam, iris, balon ve meme kanseri kiyaslama siniflandirma
problemlerine uygulanir.
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[22], [23], [26], [28], [29], [30], [31], [32], [33], [34], [35], [36], [38], [40],
[42], [44], [45], [51] ve [52]'de, siirli zekas1 algoritmalar1 tarafindan egitilen
ileri beslemeli sinir aglar regresyon problemleri i¢in kullanilmigtir. [22] ve
[23]'te, YSA'lar sirasiyla nesne yonelimli sistemlerde hata tahmini ve normal
ve yiiksek dayanimli betona gomiilii kanal konektorlerinin davranig tahmini
icin kullanilir. [26], [28] ve [29]'da, YSA'lar sirasiyla iki katmanli temel
zeminleri tizerindeki temellerin tagima kapasitesini, konut binalarinin 1sitma
yiikiinii ve bir konut ingaat projesindeki zemin sikigma katsayisini tahmin
etmek icin kullanilir. [30], [36] ve [40]'ta, YSA'lar borsa tahmini ig¢in
kullanilir. [31], [32], [33] ve [51]'de, YSA'lar sirastyla bir bdlgenin heyelan
duyarliligini, yeralti su kaynaklarindaki agir metal konsantrasyonunu,
aracglarin yay yorulma 0mriinii ve demiryolu raylarinin alt temel katmanlar
icin zeminlerin tagima oranini tahmin etmek icin kullanilir. [34]'te, hidrolojik
tahmin i¢in ve [52]'de gilines enerjisi Uiretimi tahmini igin kullanilir. [35]'te,
tandem dalgakiranin i¢ geleneksel moloz y1gin dalgakiraninin hasar seviyesini
tahmin etmek icin kullanilir. [38]'de, YSA, UCI makine 6grenmesi
deposundan asagidaki kiyaslama regresyon problemlerine uygulanir: Kanat
Profili Kendi Kendine Giiriiltii, Beton C6kme Testi (Slump), istanbul Menkul
Kiymetler Borsasi, Bilgisayar Donanimi, Otomatik MPG, Orman Yanginlari,
Meme Kanseri Wisconsin (Prognostik), Kombine Cevrim Gii¢ Santrali, Enerji
verimliligi (Isitma Yiki), Challenger ABD Uzay Mekigi O-Halkasi,
Dogurganlik, Beton Basing Dayanimi, Beton Cokme Testi (Dayanim), Beton
Cokme Testi (Akis) ve Enerji verimliligi (Sogutma Yiikii). [713]'te, YSA
giines 1smimindaki degisimi tahmin etmek i¢in kullanilir. [44]'te, geri
doniistiiriilmiis agrega betonu i¢in karbonatlasma derinligini tahmin etmek
i¢in ve [45]'te zaman serisi tahmini i¢in kullanilir.

[55], [57], [58] ve [65]'te, siirii zekasi algoritmalari tarafindan egitilen
yinelemeli sinir aglar1 siniflandirma problemleri i¢in kullanilmistir. [58]'de,
RNN duygu siniflandirmasi i¢in kullanilir ve [55]'te voltaj kararsizligi tahmini
icin kullanilir. [65]'te, RNN, UCI makine 6grenmesi deposundan iris, cam ve
diyabet kiyaslama siniflandirma problemleri i¢in kullanilir ve [57]'de, iris,
Wisconsin meme kanseri, tiroid, diyabet, cam, Avustralya kredi kart1 onay1 ve
7-bit parite kiyaslama siiflandirma problemleri igin kullanilir.

[53], [54], [56], [59], [60], [61], [62], [63], [64] ve [69]'da, siirii zekas1
algoritmalar tarafindan egitilen yinelemeli sinir aglar1 regresyon problemleri
icin kullanilmistir. [53]'te, RNN, ¢ift tank modeli ad1 verilen bir kiyaslama
regresyon problemi i¢in kullanilir. [54]'te, RNN giic elektronigi sistemlerinde
empedans tanimlamast i¢in kullanilir. [69]'da, gen diizenleyici aglarin
zamansal genetik ifadeden tersine miihendisligi i¢in kullanilir. [56], [59], [60]
ve [61]'de, RNN'ler sirasiyla zaman serisi tahmini, hava kirliligi tahmini, borsa
tahmini ve tarimsal iiriinlerin verim tahmini i¢in kullanilir. [62]'de, Penn Tree
Bank veri setini kullanarak dil modelleme i¢in kullanilir. [63] ve [64]'te,
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RNN'ler sirastyla trafik hacmi tahmini ve kayma dalgasi hiz1 tahmini i¢in
kullanlir.

[66], [67], [68], [70], [71] ve [72]'de, siirii zekas1 algoritmalar1 tarafindan
egitilen evrisimsel sinir aglar1 siniflandirma problemlerine uygulanmistir. Bir
regresyon problemi i¢in kullanilan, siirii zekasi algoritmasi tarafindan
egitilmis hicbir CNN yoktur. [66] ve [71]'de, CNN'ler siniflandirma veri
setlerine uygulanir. [66]'da, CIFAR-10, CIFAR100 ve ILSVRC-2012 veri
setleri kullanilir ve [71]'de MNIST, Fashion-MNIST ve CIFAR-10 veri setleri
kullanilir. [67]'de, CNN, bilgisayarli tomografi taramalarinda pulmoner
kanserli nodiillerin tespitinde kullanilir ve [68]'de dijital goriintiiler
kullanilarak bitki hastaligi siniflandirmasi i¢in kullanilir. [70]'te, beyin MRI
goriintiilerinde multipl skleroz lezyon segmentasyonuna uygulanir. [72]'de,
CNN goriintii siniflandirmast i¢in kullanilir.

Tablo 4. Siirti Zekas1 Algoritmalar tarafindan egitilen YSA'larin
Uygulamalariin Karsilastirmasi.

Kullanilan
Makale Uygulama YSA YSA RMSE

3bit -XOR, iris, balon,
meme kanseri, cam, kalp

[20] kiyaslama siniflandirma MLP 1.292E-22-2.356E-02
problemleri
MRI beyin goriintiisii -
(21] siniflandirmast MLP 85.0 (dogruluk)
[24] Akciger lezyonu tespiti MLP 97.2-99.5 (dogruluk)

Sonar hedefleri .
[25] simflandirmast MLP 92.2-96.7 (dogruluk)
XOR, balon, kalp
[27] kiyaslama siniflandirma MLP 2.341E-16-0.3382
problemleri
XOR6, XOR9, XOR13, 3-
bit parite ve 4-bit

[47] Kodlayicr/kod coziicii Deep FNN 4.0130E-06-0.002317
siiflandirma problemleri

(377 ~ Yunusshklan MLP 0.01414-0.5226
siniflandirmasi
Sel yarintisi erozyonu

[48] duyarhilig Deep FNN 0.89 (AUC)
Saldirt tespit sistemi -

[39] aktiviteleri siniflandirmasi MLP 98.0 (dogruluk)

[49] Oltalama web siteleri Deep FNN 96.5 (dogruluk)

tespiti
[41] Meyve smiflandirmasi MLP 0.1584
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[43]
[50]

[46]

(22]

(23]

Kiyaslama siniflandirma
problemleri

Dijital modiilasyon tanima

Iris, balon, cam, meme
kanseri kiyaslama
siniflandirma problemi

Nesne yonelimli
sistemlerde hata tahmini

Kanal konektorleri
davranig tahmini

Temel tagima kapasitesi
tahmini
Isitma yiikii tahmini

Zemin sikigsma katsayisi
tahmini

Borsa tahmini

Heyelan duyarlilig1
tahmini

Agir metal
konsantrasyonu tahmini

Yay yorulma émrii
tahmini
Zemin tagima orani
tahmini

Hidrolojik tahmin

Moloz yi1gin1 dalgakiran
hasar seviyesi tahmini

Borsa tahmini

Giines enerjisi tiretimi
tahmini

Kiyaslama regresyon
problemi

Borsa tahmini

Gtlines 151n1m1 tahmini

Karbonatlagma derinligi
tahmini

Zaman serisi tahmini
Duygu smiflandirmasi
Voltaj kararsizlig1 tahmini
[ris, cam, diyabet
kiyaslama siniflandirma
problemi

Kiyaslama smiflandirma
problemi

MLP
Deep FNN

MLP

MLP

MLP

MLP
MLP
MLP

MLP

MLP

MLP

MLP

ELM
MLP

MLP

MLP
RBF

MLP

MLP
MLP

MLP

MLP
Deep RNN
Elman RNN

Jordan RNN

Elman RNN

2.381E-10-0.5617
95.0 (dogruluk)

0.0991-0.78259

20.7-96.2 (dogruluk)

14.4-2.49

0.3422, 0.3674
2.2899-2.4459
0.0267

1.195E-05-0.225
(Ortalama Mutlak Hata)

0.4444
0.082-0.273

0.6391

0.6391
635.5932-1501.1942

0.515-1.264

1.59E-02-7.78E-02
5.693E-03-8.149E-03

0.09798-0.4472

0.03162
0.1911-0.2032

2.281-2.456

1.0-3.0 (ortalama hata)
81.0-99.0 (dogruluk)
96.7-97.5 (dogruluk)

1.48E-03-0.0173

0.0224-0.197



Istatistik Alaninda Uluslararast Derleme, Arastirma ve Caligmalar

Cift tank modeli
[53] kiyaslama regresyon NARX 0.05412-2.31560
problemi
[54] Empedans tanimlamasi Elman RNN 2.170E-09-0.04243
[69] Gen diizenleyici aglar RNN 0.05-0.1253
tersine mithendisligi
[59] Zaman serisi tahmini Deep RNN 102.90-441.94
[60] Hava kirliligi tahmini LSTM 94.90 (dogruluk)
[61] Borsa tahmini LSTM 83-88 (dogruluk)
[62] Dil modelleme LSTM 145-162 (belirsizlik)
[56] Tarimsal firiin verim Elman RNN 0.31-0.32
tahmini
[63] Trafik hacmi tahmini LSTM 25.95-1.64E02
(647 ~ Kaymadalgasihiz LSTM 0.0237-0.0359
tahmini
CIFAR-10, CIFAR100, VGGNet,
[66] ILSVRC-2012 ResNet, 71.15-95.16 (dogruluk)
siniflandirma veri seti GooglLeNet
MNIST, Fashion-MNIST,
[71] CIFAR-10 siniflandirma CNN 0.39-12.70 (hata orant)
veri seti
[67] Pulmoner kanserli nodil U-Net 89.10-93.43 (dogruluk)
tespiti
Bitki hastalig1 <
[68] simflandirmast VGGNet 97.7-98.2 (dogruluk)
[70] Multipl skleroz lezyon CNN 98.85 (dogruluk)
segmentasyonu
[72] Goriinti siniflandirmast CNN 0.18-16.38 (hata orant)

Tablo 4, siirli zekasi algoritmalar1 tarafindan optimize edilen YSA'larin,
Y SA'nin uygulamast, kullanilan YSA tiirii ve YSA'nin performansi, yani nihai
RMSE'si agisindan bir karsilastirmasini sunar. RMSE'nin sinir aginin
performansint degerlendirmek i¢in kullanilmadigi durumlarda, kullanilan
performans metrigi parantez i¢inde belirtilmistir.

Tablo 4'ten, siirii zekas: algoritmalar1 tarafindan optimize edilen ileri
beslemeli sinir aglarinin, &zellikle MLP'lerin, farkli smiflandirma ve
regresyon problemleri i¢in yaygin olarak kullanildig1 goriilebilir. Siirii zekast
algoritmalar: tarafindan optimize edilen RNN'ler, agirlikli olarak regresyon
problemleri ve birka¢ siniflandirma problemi i¢in kullanilmistir. Ancak, stirii
zekast algoritmalar1 tarafindan optimize edilen CNN'ler yalnizca
siniflandirma problemleri i¢in kullanilmis ve herhangi bir regresyon problemi
i¢in kullanilmamustir.

- 115
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5. Sonug¢

Yapay sinir aglari, ¢esitli uygulamalar i¢in faydali olduklarindan ¢ok sayida
alanda yayginlagsmaktadir. Bir YSA kullanmadan 6nce, Y SA'nin tiirii ve temel
olarak katman sayis1 ve her katmandaki néron sayisindan olugan mimarisi gibi
belirli karakteristikleri belirlemek 6nemlidir. Ayrica, agin optimal olanlarin
bulmak i¢in YSA'nin baglanti agirliklart ve biaslarinin ayarlandigi yerde
YSAmm egitilmesi gerekir. Kullanilacak ana YSA tiiri genellikle
uygulamanin dogasina gore secilir. Ancak, mimari genellikle deneme-yanilma
temelinde belirlenir ve egitim gradyan inis algoritmalar1 kullanilarak yapulir.

Son zamanlarda, stirii zekas: algoritmalarinin, sinir aglarinin mimarisini
belirlemek veya sinir aglarinin egitimi icin yararli ve avantajli oldugu
bulunmustur. Bunun nedeni, agin mimarisini deneme-yanilma yoluyla
belirlemek yerine daha akilli bir yontemin kullanilmasidir. Ayrica, sinir
aglarinin egitimi igin, geleneksel gradyan inis algoritmalar1 genellikle yerel
arama algoritmalaridir ve ag i¢in en optimal baglant1 agirliklarini ve biaslarim
bulmakta yetersizdirler. Dolayisiyla, siirii zekasi algoritmalari, hem kesif hem
de somiirii yetenekleri sayesinde sinir aglarmin optimal agirliklarini ve
biaslarini belirlemek icin daha iyi segeneklerdir. Cesitli alanlarda cesitli
uygulamalar i¢in farkli sinir aglarin1 optimize etmek amaciyla bir dizi siiri
zekas1 algoritmast kullanilmigtir. Ancak, bildigimiz kadariyla, siirii zekasi
algoritmalar kullanilarak optimize edilen yapay sinir aglar1 izerine kapsamli
bir inceleme bulunmamaktadir.

Bu makalede, siirii zekasi algoritmalari tarafindan optimize edilen farkli YSA
tiirlerinin, YSA'larin optimize edilme seklinin, agin optimizasyonu igin
kullanilan siirii zekas1 algoritmalariin ve siirii zekasi algoritmalari tarafindan
egitilen YSA'larin uygulamalariin bir incelemesini sunuyoruz.

Ug ana YSA tiirii arasinda, ileri beslemeli sinir aglarinm siirii zekasi
algoritmalari kullanilarak en ¢ok optimize edildigi, evrisimsel sinir aglarinin
ise siirii zekasi algoritmalar1 kullanilarak en az optimize edildigi bulunmusgtur.
Ileri beslemeli sinir aglar1 arasinda, gok katmanli algilayicilar gogunlukla siirii
zekas1 algoritmalar1 araciligiyla optimize edilmistir. Ayrica, FNN'ler ve
RNN'ler igin siirii zekasi algoritmalarinin egitim sirasinda agirliklarini ve
biaslarmi optimize etmek i¢in en yaygin sekilde kullanildigi goriilebilir.
Ancak, CNN'ler i¢in siirii zekasi algoritmalart ¢ogunlukla agin optimal
yapisint segmek i¢in kullanilmistir. Farkl: siirli zekas1 algoritmalari arasinda,
pargacik siirii optimizasyonu ve hibritleri gogunlukla YSA'lar1 optimize etmek
icin kullanilmistir. Uygulamalar agisindan, optimize edilen YSA'lar sadece
denetimli 6grenme gorevleri, yani simiflandirma veya regresyon igin
kullanilmigtir. Optimize edilen FNN'ler ve RNN'ler farkli siniflandirma ve
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regresyon uygulamalari i¢in kullanilmistir. Ancak, optimize edilen CNN'ler
sadece siniflandirma uygulamalari i¢in kullanilmistir.

Gelecek calismalar igin, farkl siirii zekasi algoritmalari kullanilarak optimize
edilen YSA'larin performansi, YSA'larin ayni uygulama icin kullanilmasiyla
karsilastirilabilir, farkl: tiirdeki sinir aglarini optimize etmek i¢in daha yeni ve
yiiksek performansli siirii zekasi algoritmalar1 kullanilabilir ve optimize edilen
YSA'lar diger uygulamalar i¢in kullanilabilir.
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1. GIRIS

Is kazalari, galisanlarin kendi isyerlerinde veya isleri ile ilgili bir yerde
calisirken ugradig1 bedensel zarar veya psikolojik travma sonucu meydana
gelen olaylar1 ifade etmektedir. Diinya Saglik Orgiitii (WHO) niin tanimina
gore is kazalari, “caligma sirasinda meydana gelen ve calisan tizerinde fiziksel
ya da psikolojik zararlar olusturan, igyerinde ya da isin yapilmasi esnasinda
meydana gelen ani olay” seklinde de tanimlanmistir. Genellikle ihmallerden,
gerekli glivenlik 6nlemlerinin alinmamasindan, insan hatalarindan, ¢alisilan
ekipmanlarin arizalarindan veya agir ¢alisma kosullart gibi cesitli sebeplerle
meydana gelmektedir. Calisanlara verilen egitimlerin yetersizligi is kazala-
rina sebebiyetin baslica faktorlerinden biridir. Calisanlarin ekipmanlar hak-
kinda yeterli bilgi sahibi olmamasi, giivenlik prosediirleri hakkindaki bilgi
cksiklikleri gibi faktorler is kazalarinmn baslica sebeplerindendir. Is yerlerin-
de calisanlara, ¢aligma sartlarina uygun koruyucu ekipman verilmemesi veya
caligma alaninda yeterli giivenlik 6nleminin alinmamasi da is kazalarina ne-
den olabilmektedir. Ayrica makine, ekipman ve altyapt bakimlarinin ihmal
edilmesi ¢aliganlarin can gilivenligini ciddi oranda tehdit etmektedir. Yanlis
kablo tesisati, kaygan zeminler, arizali veya kalitesiz ekipmanlar can kaybina
neden olabilecek kazalarin yasanma olasiligimi arttirmaktadir. Agir caligma
sartlar1 ve yetersiz dinlenme molalar1 nedeniyle ¢alisanlarin yorgun diismesi
veya stres altinda kalmasi da giivenlik anlamina biiyiik riskler tasimaktadir.
Bu durumlarda bir olaya verilen tepki siiresi artabilir, karar verme yetenekleri
etkilenebilir ve bu gibi durumlar da is kazalarina neden olabilmektedir.

Nedenisg (2021) raporuna gore; Sosyal Giivenlik Kurumu (SGK) tarafin-
dan yayinlanan verilere gore Tiirkiye’de 2020 yilinda 4-1/a ve 4-1/b sigortali
caligan sayis1 kapsaminda toplam 384.262 is kazas1 gerceklesmistir. Bu kaza-
lar ve meslek hastaliklari sonucunda 1.245 calisan hayatini kaybetmis ve 908
calisan meslek hastaligina yakalanmistir. Rapora gore; toplamda 3.492.824
glin siliresince gecici is gorememezlik durumu yasanmustir.
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Sekil 1. 2012-2023 Yil Is Kazalar: Grafigi (https://nedenisguvenligi.com/yillara-gore-
is-sagligi-ve-guvenligi-istatistikleri/)

Sekil 1., 2012-2023 yillart arasinda yasanan is kazalarinin zamana baglh
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arttigint 6zellikle 2020 yilindan sonra hizli bir yiikselme gosterdigi gozlen-
mektedir.

2020 Yih is Kazalan istatistigi

@ Erkek
® Kadin

Sekil 2. 2020 Yili [s Kazalarimin Cinsiyete Gore Dagilimu (https://nedenisguvenligi.com/
is-kazalari-ve-meslek-hastaliklari-istatistigi-2020/)

Sekil 2° de 2020 yilinda meydana gelen is kazalarinin cinsiyete gore da-
gilimi is kazalarmin biiyiik ¢cogunlugunun (% 81.9) erkek calisanlar arasinda
meydana geldigini gostermektedir.
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Sekil 3. 2012-2022 Yillari Arasinda Meydana Gelen Is Cinayetleri Grafigi (https://
nedenisguvenligi.com/yillara-gore-is-sagligi-ve-guvenligi-istatistikleri/)

Sekil 3’ de 2012-2022 yillar1 arasinda meydana gelen is cinayetlerinin
(is kazalar1 sonucu 6liimlerin) dagilimimi gostermektedir. Grafikten; 2012°den
itibaren is cinayetlerinde genel olarak yillara gore bir artis egilimi gozlendigi-
ni sdylemek miimkiindiir.
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2020 Yili i Cinayetleri

@ Erkek
® Kadin

Sekil 4. 2020 Yili [s Cinayetlerinin Cinsiyete Gore Dagilimu (https://nedenisguvenligi.
com/is-kazalari-ve-meslek-hastaliklari-istatistigi-2020/)

Sekil 4, 2020 yilinda is kazasi sonucu meydana gelen dliimlerin cinsiyete
gore dagilimimi gdstermektedir. SGK verilerine gore is cinayetlerinde 1.245
calisan hayatim1 kaybetmistir. Is kazas1 sonucu éliimlerin neredeyse tamami-
nin (%97.3) erkek calisanlar arasinda gergeklestigi goriilmektedir.

2020 Yil is Cinayetlerinin illere Dagilimi
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Sekil 5. 2020 Yili Is Cinayetlerinin Illere Gore Dagilimu (https://nedenisguvenligi.com/
is-kazalari-ve-meslek-hastaliklari-istatistigi-2020/)

Sekil 5, pasta grafigi 2020 yilinda Tiirkiye’deki is cinayetlerinin illere
gore dagilimini gdstermektedir. Grafige gore, Istanbul %26.8 ile en yiiksek
orana sahip, Ankara %14.5 ile ikinci sirada, [zmir %13.4 ile {igiincii sirada
yer almaktadir. Bu ii¢ biiyiiksehir, toplam is cinayetlerinin yaklasik %55’ini
olusturmaktadir.
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2020 Yili is is Cinayetlerinin Yaga Gore Dagilimi

® 1417 Yas
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Sekil 6. 2020 Yili Is Cinayetleri Yas Dagilimi Pasta Grafigi (https://nedenisguvenligi.
com/is-kazalari-ve-meslek-hastaliklari-istatistigi-2020/)

Sekil 6, 2020 yili is kazas1 sonucu meydana gelen dliimlerin yas grupla-
rina gore dagilimini gdstermektedir. Is kazasi sonucu dliimlerin en gok 40-49
yas araliginda oldugu goriilmektedir. 50-59 yas grubu ikinci sirada yer almak-
tadir. En geng (14-17 ve 18-20) ve en yaslh (60+) galisanlarin oranlarinin ise
daha diisiik oldugu gorilmektedir. Nedenisg (2021) raporuna gore; 2013-2019
yillart arasinda toplamda 2 milyon 537 bin 730 insan i kazas1 gecirmistir. Bu
say1, ¢alisan niifusa oranla %6’ nin lizerinde bir orana tekabiil etmektedir.

1. LITERATUR

Diinyada ve Tiirkiye’de literatiirde is kazalarina iliskin ¢ok sayida ca-
lisma mevecuttur. izleyen kisimda 6zet olarak bu ¢alismalardan bahsedilmek-
tedir. Jacinto ve Aspinwall (2003) ¢alismasinda, is kazalarinin arastirilmasi
ve raporlanmasina yonelik pratik bir yontem onermistir. Gelistirilen WAIT
(Work Accidents Investigation Technique) yontemi, tiim endiistri sektorlerin-
de aktif hatalari, etkileyen faktorleri ve gizli kosullar1 belirlemeyi ve sinif-
landirmay1 amaglamistir. Yontem, uzman olmayan kisiler tarafindan da uy-
gulanabilir sekilde tasarlanmis ve gesitli sektorlerde basariyla test edilmistir.
Yardim vd. (2007) calismasinda, her yil insanlarin engellenebilir is kazalar
ve meslek hastaliklar1 sonucu yasamini yitirdigini veya engelli hale geldigini
vurgulamigtir. 2000-2005 yillar1 arasinda is kazasi ve meslek hastaliklarinin
6liim oranlarimi incelemistir. 2005 yilinda 73,923 is kazasi olmus ve 1,096
kisi hayatin1 kaybetmistir. Calisma, is saglig1 ve giivenligi alaninda daha fazla
onlem almmmasi gerektigini vurgulamistir ve is kazalarin1 azaltmak icin kap-
saml1 politikalarin énemi iizerinde durmustur. Unal vd., (2008) ¢alismasinda,
is kazalar1 ve meslek hastaliklariin ekonomiye ciddi bir yiik getirdigine dik-
kat cekmistir. Onlem almanin ne kadar 6nemli oldugunu ifade etmistir. Tarim
sektoriinde bir is kazasinin ortalama maliyeti 7,2508, diger sektorlerde bu ra-
kam 3,9968% olarak tespit edilmistir. Genel sektor ortalamasinin 4,011$ dolar
oldugu sonucuna vartlmistir. Tarim sektdriindeki kazalarin diger sektorlere
gore %81 daha maliyetli oldugu sonucuna varilmistir.
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Taylan (2008) ¢alismasinda, Tuzla tersanelerindeki artan is kazalarini ve
oliimleri ele almigtir. Bu kazalarin toplumsal rahatsizliga yol actigin ve ¢ozii-
miin uzmanlarca yapilan detayli analizlerle kisa, orta ve uzun vadeli 6nlem-
lerin alinmas1 gerektigini vurgulamistir. Ayrica, kazalarin nedenleri ve risk
faktorleri gdzden gegirilmis, diinyanin farkli yerlerinde yapilan uygulamalar
arastirilmig ve bunlarin Tiirkiye’ye nasil uyarlanabilecegi 6nerilmistir. Ceylan
(2011) galismasinda 2009 yili SGK verileriyle Tiirkiye’deki is kazalarini in-
celemis ve Tiirkiye’nin is giivenligi durumunu cesitli geligmis tilkelerle kargi-
lagtirmistir. Karadeniz (2012) ¢alismasinda, kiiresellesme ve sanayilesmenin
tehlikelerinin gelismis iilkelerden gelismekte olan {ilkelere gectigini belirt-
mistir. Gelismekte olan tlkelerde, diisiik egitimli is¢ilere uyum saglamanin
zor oldugu vurgulanmistir. Ayrica, yetersiz is denetimi nedeniyle is kazalar1 ve
meslek hastaliklarinin arttig1 sonucuna varilmistir. Sosyal koruma eksiklikle-
rinin, gelismis iilkelere gore daha fazla oldugu ifade edilmistir. Ceylan (2014)
calismasinda, Tiirkiye’de is kazalarini tahmin etmek icin yapay sinir aglar
(ANN) kullanmistir. 1970-2012 verileriyle gelistirilen model, 2025 yilina ka-
dar ti¢ farkli senaryoya gore kaza, 6lim ve kalici is goremezlik tahminleri
yapmustir. En iyi a§ mimarisi olarak 2-5-1 yapis1 secilmis ve modelin dogru-
lugu gecmis verilerle test edilerek uygulanabilirligi dogrulanmistir. Modelin
performanst MAPE, MAE ve RMSE o6lgiitleriyle degerlendirilmistir. Moham-
madfam vd., (2015) ¢alismasinda, biiylik 6lgekli is yerlerindeki is kazalarinin
siddetini analiz etmek ve tahmin etmek amaciyla yapay sinir aglart (ANN)
modeli kullanilmigtir. 2005-2014 yillar1 arasinda 960 is kazasi incelenmis ve
kazalarin siddetini etkileyen faktorler belirlenmistir. Sonuglar, ANN’lerin ig
kazalarmin siddetini modellemede gilivenilir bir yontem oldugunu gdstermis-
tir. Cavus ve Tacgin (2016) calismasinda, Tiirkiye’deki is kazalarinin 6zel-
likle ingaat sektoriinde yogunlastigini ve bu kazalarn sayisal olarak arttigimi
tespit etmistir. Insaat sektdriindeki is kazalar incelenmis ve olus bigimlerine
gore siniflandirilmistir. Ayrica nedenleri de arastirilmistir. Caligma kapsamin-
da, belirli bir donemde gerceklesen is kazalari analiz edilmis ve ingaat sekto-
riinde is glivenligini artirmaya ydnelik oneriler sunulmustur. Giil vd., (2016)
caligmasinda, Tirkiye’deki farkli sektorlerden 234 is kazas1 verisini k-means
kiimeleme algoritmasi kullanarak analiz etmistir. Calisma, is¢i yatirimlarinin
verimli yonetilmesini ve is¢i 6zellikleri ile kazalar arasindaki iliskiyi arastir-
mistir. Sonuglar, veri madenciligi tekniklerinin i saglig1 ve giivenligi alanin-
da kullanilmasinin kazalar1 azaltmada etkili olabilecegini gdstermistir. Bekar
vd., (2017) calismalarinda, Tiirkiye’de 2005-2014 yillar1 arasinda meydana
gelen is kazalarim ve meslek hastaliklarinin ekonomik maliyetlerini incele-
mistir. Calismada, Calisma ve Sosyal Giivenlik Bakanligi’nin verileri kulla-
nilarak is goremezlik siireleri ve giinliik is¢i kazanglar1 carpimiyla maliyet
hesab1 yapmistir. Ocal ve Cigek (2017) calismasinda, is kazalarinin &zellikle
2000’li yillarda Tuzla, Soma ve Ermenek’teki kazalarla daha fazla giindeme
geldigini belirtmistir. Tiirkiye’de is kazalarinin dniine gegmek icin yasal dii-
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zenlemeler ve 6nlemler alinmakla birlikte, bu ¢abalarin AB iilkeleriyle kiyas-
landiginda yetersiz oldugu gézlemlenmistir. Calisma, Tiirkiye’deki is kazalar
ile AB tilkelerindeki durumu kiyaslayarak, is kazalarina neden olan sorunlari
ve ¢Ozliim Onerilerini tartigmigtir. Giigercin ve Baytorun (2018) ¢alismasinda,
is kazalarmin onlenmesi iizerine odaklanmig ve Tiirkiye’deki is kazalarinin
ozellikle tarim ve ingaat sektorlerinde yiiksek oldugunu vurgulamislardir. Ca-
ligmalarinda, is sagligi ve glivenligi sistemlerinin eksikliklerine dikkat ¢ekmis
ve seracilik gibi 6zel tretim alanlarinda daha fazla 6nlem alinmasi gerekti-
gini ifade etmislerdir. Bayraktaroglu vd., (2018) calismalarinda mavi yakali
caliganlarin is saghgi ve giivenligi (ISG) konusundaki algilarini incelemistir.
Arastirmada Sakarya’daki bir gida igletmesinde ¢alisan 120 kisiye anket uy-
gulanmig ve is gilivenligi ile is kazalarina yonelik algilarinin genellikle yiik-
sek oldugu bulunmustur. Demografik faktorlerden yalnizca yas, algi diizeyini
etkileyen bir faktor olarak dne ¢ikmistir. Calisma, mavi yakali ¢alisanlar icin
is glivenligi uygulamalarimin énemini vurgulamistir. Sen vd. (2018) calisma-
sinda, Tiirkiye ve Avrupa Birligi (AB) iilkelerindeki is kazalarini karsilastir-
mustir. Veriler SGK ve EUROSTAT tan alinmis olup, Tiirkiye’de Sliimciil ig
kazalarmin AB iilkelerine kiyasla ¢ok daha yiiksek oldugu tespit edilmistir.
2014 yil1 verilerine gore, Tiirkiye’deki 6liimcil is kazasi oran1 AB ortalama-
sinin yaklagik 6,7 kati oldugu tespit edilmistir. Calisma, Tiirkiye’de 6zellikle
oliimctil is kazalarin1 6nlemeye yonelik tedbirlerin yetersiz oldugunu vurgula-
makta ve bu konuda degerlendirmeler sunmustur. Ergiil (2018) ¢alismasinda,
Tiirkiye’deki is kazalar1 sonucu 6liim ve is géremezlik verilerini 2016-2020
yillart i¢in Box-Jenkins (ARIMA) Ydntemi ve Yapay Sinir Aglar1 (YSA) ile
modellemistir. Her iki yontemin tahmin sonuglari karsilastirildiginda, YSA ile
olusturulan model daha dogru tahminler sunmustur. ARIMA’ ya gére dliim ve
is goremezlik sayilarimin 2016-2020 donemi i¢in azalacagi tahmin edilirken,
YSA’ya gore bu sayilarin artacagi ongoriilmistiir. Bilim ve Celik (2018) ¢a-
lismasinda, Tiirkiye’de insaat sektdriindeki is kazalarimin 2012 yilinda yiirtir-
liige sokulan 6331 sayili Is Sagh@ ve Giivenligi Kanunu’ndan sonra nasil bir
seyir izledigini arastirmistir. 2012-2016 yillart arasinda tiim sektorlerdeki is
kazalar1 incelenmis, insaat sektoriiniin bu kazalar igcindeki pay1 ve alt dallar-
daki durumu analiz edilmistir. Caligmada, kaza olabilirlik oran1 belirlenerek
alt sektorlerle birlikte degerlendirilmis ve igyeri bityiikliigiiniin kaza riski tize-
rindeki etkisi incelenmistir. Sonug olarak, insaat sektoriinde kisi bagina diisen
is kazas1 oraninin yiiksek oldugu tespit edilmis ve bu orani azaltmaya yonelik
oneriler sunulmustur.

Ceylan (2021) calismasinda 2012-2019 yillar1 arasinda Tiirkiye’nin Is
Saghig1 ve Giivenligi (ISG) verilerini inceleyerek is kazalarina ¢oziim olarak
yeni bir model 6nerisinde bulunmustur. Calis ve Biiylikakinci (2021) ¢aligsma-
sinda, Tiirkiye’deki is kazalarin1 2013-2016 yillar1 arasindaki ILOSTAT ve
SGK verilerini karsilastirarak incelemistir. Is kazalarinin sadece caliganlari
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degil, aileleri, igyerlerini ve iilkeyi de ciddi sekilde etkiledigi vurgulanmis ve
is saglig1 ve giivenligi uygulamalarinin yayginlastirilmas1 gerektigi belirtil-
mistir. Caligma, Tirkiye’deki alinan 6nlemlerin yetersiz oldugunu ve is ka-
zalarmin arttigini ortaya koymustur. SGK ve ILOSTAT verileri biiyiik 6l¢tlide
tutarli bulunmus, ancak 2016 yilina ait 6liimlii olmayan is kazalarinda dnemli
bir fark gozlemlenmistir. Bu da Tiirkiye’de yayimlanan verilerin uluslararasi
verilerle uyumlu oldugu gériilmiistii. Mammadov (2021) ¢alismasinda, boru
hatt1 insaatindaki is kazalarint 6nlemek i¢in makine 6grenimi algoritmalarini
kullanan bir model gelistirmistir. 1.184 vaka iceren bir veri seti olusturulmus
ve kazalarin nedenleri ile sonuglart analiz edilmistir. On bir farkli algoritma
test edilmis, en iyi performansi veren Derin Ogrenme ydntemi segilmistir. Op-
timizasyon ile modelin dogrulugu artirilmis ve bu sayede kazalarin nedenleri-
ni 6nceden belirleyerek Onleyici tedbirler alinabilecegi sonucuna varilmistir.
Akay vd., (2021) ¢aligmasinda, Avrupa Birligi’'ne iiye olan 23 iilke ve Tiirki-
ye’yi is kazalar1 agisindan benzerlik ve farkliliklarina gore siiflandirmistir.
2008-2017 yillart arasinda ormancilik ve tomrukcguluk sektoriine ait veriler
kullanilarak k-means kiimeleme yontemi uygulanmistir. Tlirkiye, Kiime 2’de
yer almig ve bu kiimedeki lilkelerin is kazasi oranlariin diger kiimelere ki-
yasla daha diisiik oldugu belirlenmigtir. Dyreborg vd., (2022) c¢alismasinda,
is kazalarmi 6ngoren degisken olarak kisilik faktorlerini incelemis ve “Bes
Biiyiik” kisilik modeli kullanarak meta-analiz yapmistir. Sonuglar, kisiligin is
kazalart iizerindeki etkisinin durumsal faktdrlere bagl olarak degiskenlik gos-
terdigini ortaya koymustur. Ancak, diisiik uyumluluk diizeyinin is kazalarina
karigma konusunda tutarli ve genellenebilir bir 6ngoriicii oldugu belirlenmis-
tir. Ozdemir (2024) ¢alismasinda, Tiirkiye’de tarim sektdriiniin stratejik ne-
mini ve istihdama katkisin1 vurgulamistir. 2018-2022 yillar1 arasinda sektorde
13.993 is kazas1 ve 96 6liimciil kaza meydana gelmis, en fazla kaza 2022°de
yasanmistir. Calismada, mevcut is sagligi ve glivenligi uygulamalarinin yeter-
siz oldugu belirtilmis ve egitimlerin yayginlastirilmasi, saglik taramalarinin
artiritlmasi ile denetimlerin sikilagtirilmast onerilmistir. Literatiirde is kazala-
rinin modellenmesi ve tahmininde zaman serileri analizi, yapay sinir aglari,
tistel diizeltme metodu, olasilik dagilimlar yaklagimi ve makine dgrenmesi
gibi yontemlerin kullanildig1 ¢alismalar mevcuttur. Ornegin, gegmis yillara ait
is kazas1 verileri kullanilarak gelecekteki kaza sayilar1 tahmin edilebilir. Ttir-
kiye’de yapilan bir ¢caligmada, 1970-2016 yillar1 arasindaki is kazasi verileri
kullanilarak ARIMA (1,1,0) modeli olusturulmus ve 2020 yili igin is kazasi
sayisinin 67.463 olacagi tahmin edilmistir (Eravei, 2018). Tiirkiye’de yapilan
bir arastirmada, is cinayetleri ve devamli is gdrmezlik sayilar1 hem ARIMA
hem de YSA ile modellenmis ve YSA’ nin daha dogru tahminler sundugu be-
lirlenmistir (Ergiil, 2018). Bu yontemle, gecmis verilerin agirlikli ortalamalari
alinarak gelecekteki is kazasi sayilar1 tahmin edilir. Tiirkiye’de is kazalari-
nin tahmin edilmesinde iistel diizeltme metodunun kullanildigi ¢aligmalar da
mevcuttur (Yagimli & Ergin, 2017). Ayrica olasilik dagilimlart yaklagimu ile is
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kazas1 verilerinin olasilik dagilimlar analiz edilerek, kaza riskleri ve sikliklar
belirlenip insaat sektoriine yonelik kaza siklig1 ve etki derecesi gibi faktorler
degerlendirilerek istatistiksel modeller olusturulmustur (Erginel & Toptanci,
2017).

2. YONTEM

Bu boliimde calismada kullanilan yontemler hakkinda kisa bilgi veril-
mektedir.

2.1. ARIMA Modeli

Uygulamada karsilagilan zaman serileri genellikle duragan olmayan se-
rilerdir. ARMA modellerinin tahmini i¢in dncelikle serinin duragan hale ge-
tirilmesi gerekmektedir. Serinin d. dereceden fark alma igleminin eklenmesi
ile ARIMA modellerinden bahsedilmektedir. ARIMA (p, d, q) genel ifadesi
z, farki alinmig bir zaman serisini gostermek tizere asagidaki gibi yazilabilir
(Giiris vd., 2020);

Z, = @2, gt @z, y+ -t @z, ,te — 85,4 — E‘q 5 o 0
A fark alma derecesini, d fark alma derecesini gostermek tizere ARIMA
(p, d, q) modeli;

a(B)A%z, = 8(B)e,
(B)A%z, = 8(B)e )

seklinde ifade edilmektedir.

Ayrica mevsimsellik etkisine sahip seriler de duragan olmayan seriler-
dir. D mevsimsel fark alma derecesini SAR(P) mevsimsel otoregresif siireci,
SMA(q) mevsimsel hareketli ortalama siirecini gostermek tizere SARIMA (p,
d, )(P, D, Q), modeli mevsimsel otoregresif biitiinlesik hareketli ortalama
modelini ifade etmektedir. Model, p, AR siirecinin derecesi, q, MA siireci-
nin derecesi, d fark alma derecesi, P, mevsimsel AR siirecinin derecesi, D
mevsimsel fark alma derecesi, Q, mevsimsel MA siireci derecesini gostermek
iizere asagidaki gibi yazilmaktadir (Permanasari vd., 2013).

@ (B*) e, (B)(1— B%)? (1 — B)%y, = ©y(5)6, (B)e,

2.2. Yapay Sinir Aglar1

Yapay sinir aglarmin (YSA) tarihgesi, insan beyninin igleyisini anlamaya
ve taklit etmeye yonelik merakla baglamigtir. Bilimsel ¢aligsmalar, matematik-
sel modelleme ve bilgisayar teknolojisinin gelisimi bu siireci sekillendirmistir.
YSA’ lar, biyolojik sinir sistemini esas alan bir teknoloji olarak gelistirilmig
ve giiniimiizde yapay zekanin en dnemli bilesenlerinden biri haline gelmigtir
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(Keskenler & Keskenler, 2017). 1943 yilinda Warren McCulloch ve Walter
Pitts, ilk yapay sinir ag1 (YSA) modelini gelistirdi. 1956, yapay zeka ile ilgili
modern arastirmalarin baslangicidir. Giiniimiizde, insansi robotlar gibi gelisen
teknolojilerle birlikte yapay sinir aglarmin kullanimi artmaktadir (Oztiirk &
Sahin, 2018). YSA, insan beyninin 6grenme ve bilgi isleme yeteneklerini tak-
lit eden matematiksel modellerdir. insan beyni, noronlar aracihigiyla bilgiyi
alr, isler ve saklar. Bu siirecte, noronlar arasindaki sinaptik baglantilar 6gren-
menin temel mekanizmasini olusturur. Insan beynindeki bu dogal siireg, ya-
pay sinir aglarinin gelistirilmesinde esin kaynagi olmustur. YSA’ lar, biyolojik
sinir sistemini model alan bir teknoloji olarak, 6grenme ve bilgi depolama
siireglerini simiile etmeye calisir (Ersoy & Karal, 2012).

Yapay sinir aglar1 yaklasimi, dogrusal ve dogrusal olmayan veri yapilari-
n1 0grenme yetenegi sayesinde girdi ve ¢ikti degiskenleri arasindaki karmasik
iliskileri de basarili sek,lde analiz edebilmektedir (Ataseven, 2013). Sekil 7
yapay sinir ag1 yapisini gostermektedir.

x(f)

L]

Sekil 7. Yapay Sinir Ag1 Yapis

YSA, insan beyninin fonksiyonlarindan olan 6grenme ve bu yolla yeni
bilgiler tiiretebilme ozelliklerini gerceklestirmek amaciyla gelistirilmis mo-
dellerdir. Birden fazla yapay noronun ¢esitli sekillerde baglandigi katmanli bir
yapiya sahiptirler. Genellikle, kendi i¢inde paralel 3 katmandan olusmaktadir-
lar (Oztemel, 2003). Sekil 8de 3 katmanli bir YSA gosterilmektedir (Temiir,
2013).
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Girig Katman Gizli Katman Cikis Katmam
i=|...n : J=l...m : k=l...p
X A : ! :

Sekil 8: 3 katmanli YSA modeli

Giris katmanindaki ndronlar, dis diinyadan aldiklan bilgileri aga iletir-
ler. Baz1 aglarda giris katmaninda herhangi bir bilgi isleme gergeklestirilmez.
Giris katmanindan gelen bilgiler gizli katmanda islenir ve ¢ikis katmanina
gonderilir. Bir YSA’ da birden fazla gizli katman olabilir. Gizli katmandan
gelen bilgiler islenerek, verilen girig degerleri icin iiretilmesi gereken ¢ikis
degeri bu katmanda iiretilir (Oztemel, 2003). YSA yapilarinin egitiminde ¢ok
sayida 6grenme algoritmasi kullanilmaktadir. Derin 6grenme yontemleri ise
yapay sinir aglarmin gelismis bir bi¢imi olarak, 6zellikle bilyiik veri ve giiglii
islemcilerle birlikte son yillarda ilgi odag1 olmustur. Cok katmanl aglar kul-
lanilarak karmasik desenleri 6grenir. Dogal dil, goriintii isleme, saglik gibi bir
cok alanda yaygin olarak kullanilmaktadir. T1bbi teshis ve goriintii analizi de
bunlara 6rnek verilebilmektedir (Heaton, 2018).

3. ANALIZ VE BULGULAR

Bu boliimde, Tiirkiye’de yasanan ig kazalart Zaman Serisi Analizi ve Ya-
pay Sinir Ag1 (YSA) ile incelenmis ve elde edilen bulgular degerlendirilmistir.
Tiirkiye’deki is kazalar1 sonucu olusan siirekli is goremezlik sayilarinin tah-
mini i¢in ARIMA zaman serisi analizi ve Yapay Sinir Aglar1 (YSA) teknikleri
kullanilmustir.

3.1. Degiskenler ve Tanimlayici istatistikler

Caligma verileri, Sosyal Giivenlik Kurumu (SGK)’dan alinmistir. Veriler
2013-2024 yillar1 arasinda aylik frekanstaki is kazasi sonucu is goremezlik sii-
resine gore i kazas1 gegiren 4-a sigortali sayist (IKYS) verilerini kapsamak-

tadir  (https://www.sgk.gov.tr/Istatistik/Yillik/fcd5e59b-6af9-4d90-a451 -ee-
7500eblcb4, Erisim: 20.10.2025).

+ 135
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Is Goremezlik Siiresine Gore Is Kazas1 Gegiren 4-a Sigortali Say1
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Sekil 9. Is Goremezlik Siiresine Gore Is Kazast Gegiren Sigortal Sayist (IKYS) Grafigi

Sekil 9’ da 2013-2024 yillar1 arasindaki donemi kapsayan is kazasi veri-
leri incelendiginde, is gdremezlik siiresine gore is kazasi gegiren 4-a sigortali
sayisinin yillar i¢inde genel bir artis egilimi gosterdigi goriilmektedir. 2013
yilinda yaklagik 10.000 civarinda olan is kazas1 sayisi, zamanla artarak 2023
yilina gelindiginde 60.000’in {izerine ¢ikmistir. Bu artis siirecinde 6zellikle
2018 ve 2022 yillan arasinda belirgin dalgalanmalar yaganmis, genel egilim
artma yonlii olmustur. 2020 yilinda dikkat ¢ekici bir diisiis yasanmig olup,
bu durumun COVID-19 pandemisi nedeniyle ekonomik faaliyetlerin yavas-
lamasi ve bir¢ok isyerinin kapanmastyla iliskili oldugu diistiniilebilir. Pande-
mi sonrasi donemde ise i kazas1 sayilarinin hizli bir sekilde artis gosterdigi,
ozellikle 2022 ve 2023 yillarinda en yliksek seviyelere ulastigi gézlemlen-
mistir. Bu artigin, sanayi tiretimindeki artig, insaat ve hizmet sektorlerindeki
genisleme ve istihdamdaki yiikselisle baglantili olabilecegi degerlendirilebi-
lir. 2024°te dalgalanma siirse de seviyeler hala pandemi Oncesinin belirgin
sekilde iizerindedir ve 35-55 bin bandinda seyredip 2023’e gore bir miktar
normallesme gosteriyor.

Tablo 1. Tammlayici istatistikler

Degisken

Istatistikler IKYS

Ortalama 33860.91
Ortanca 33791.00
Minimum 12897.00
Maksimum 69514.00
Standart Sapma 13443.48
Carpiklik 0.447149
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Basiklik 2.438929
Jarque-Bera (JB) 6.687413
(Olasilik) (0.035300)

Tablo 1’de ISKGSS degiskeninin tanimlayicr istatistikleri incelendigin-
de, is goremezlik siiresine gore is kazasi gegiren sigortali sayis1 ortalamasinin
33860.91 oldugu, en diisiik degerin 12897.00 ve en yiiksek degerin 69514.00
oldugu goriilmektedir. Standart sapma 13443.48 olup, verilerin ortalamadan
olan yayilimini gostermektedir. Carpiklik degeri (0.447), dagilimin hafif saga
carpik oldugunu, basiklik degeri (2.438) ise dagilimin normale gore basik bir
dagilim sergiledigini ifade etmektedir. Jarque-Bera normallik testi sonucunda
(JB=6.687, p=0.0353), serinin %5 anlamlilik diizeyinde normal dagilimdan
sapma gosterdigi goriilmektedir.

3.2. SARIMA Modeli Bulgular1

Model tahmini 6ncesinde serinin duraganligi i¢in Birim Kok Testi sonug-
larina yer verilmistir.

3.2.1. Birim Kok Testleri

Bu calismada analiz edilen “Is Goremezlik Siiresine Gére Is Kazas1 Ge-
ciren 4-a Sigortali Sayis1” degiskeni (IKYS) degiskeninin duragan olup olma-
digmi belirlemek amactyla sirasiyla Augmented Dickey-Fuller (ADF) testi,

Phillips-Perron (PP) testi ve Kwiatkowski-Phillips-Schmidt-Shin (KPSS) tes-
ti uygulanmustir.

Tablo 2. IKYS I¢in Birim Kok Testi Sonuglar:

Test Test Istatistigi
ADF pllgeltg4 (801.6202)

PP | bep02i22)
KPSS Ilijiiiizgig. (0.4630)

Tablo 2 sonuglarina gére ADF, PP ve KPSS test sonuglart % 5 anlamlilik
diizeyinde serinin duragan olmadigin1 gostermektedir. Tablo 3’ de ilk farklar1
alinmis IKYS Birim K&k Test bulgularina yer verilmistir.
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Tablo 3. Ik Farki Alinan iKYS Serisinin Birim Kok Testi Sonuclar

Test Test Istatistigi
ADF | e 00196)

PP | e 0000
KPSS I%Sifif]z)zg. (0.4630)

Tablo 3’ den serinin ilk farkina uygulanan birim kok testleri sonuglarina
gore %S5 anlamlilik diizeyinde duragan oldugunu sdylemek mimkiindiir.

Date: 12/07/25 Time: 19:21
Sample (adjusted): 2013M02 2024M12
Included observations: 143 after adjustments
Autocorrelation Partial Correlation AC PAC Q-Stat Prob

[ -0.435 -0.435 27.596 0.000
0.171 -0.022 31.886 0.000
0.034 0.124 32.061 0.000
-0.117 -0.067 34.095 0.000
-0.024 -0.152 34.180 0.000
-0.166 -0.280 38.357 0.000
-0.034 -0.238 38.533 0.000
-0.105 -0.247 40.222 0.000
0.191 0.104 45.854 0.000
10 -0.167 -0.070 50.212 0.000
11 0.012 -0.301 50.233 0.000
- 12 0.445 0.348 81.525 0.000
[ 13 -0.349 -0.011 100.99 0.000
| 14 0.243 -0.082 110.51 0.000
| 15 -0.028 0.086 110.64 0.000
| 16 -0.037 0.083 110.86 0.000
| 17 -0.054 -0.092 111.34 0.000
|
|
|

O©CONOOORWN =

by

18 -0.043 0.024 111.65 0.000
19 -0.119 -0.030 114.02 0.000
20 -0.009 -0.108 114.03 0.000
21 0.202 0.199 120.96 0.000
| 22 -0.373 -0.142 144.80 0.000
| 23 0.384 0.059 170.22 0.000
[ 24 -0.062 -0.070 170.90 0.000
[ 25 -0.057 -0.001 171.47 0.000
| 26 0.122 -0.056 174.11 0.000
| 27 0.010 0.124 174.13 0.000
| 28 -0.059 -0.027 174.75 0.000
| 29 -0.013 -0.064 174.79 0.000
|
|
|
|
|
|
|

30 -0.065 -0.151 175.57 0.000
31 -0.096 0.024 177.29 0.000
32 0.066 -0.092 178.12 0.000
33 0.012 -0.026 178.14 0.000

S T

| 34 -0.230 -0.056 188.18 0.000
| - 35 0.424 0.043 222.72 0.000
- 36 -0.229 -0.026 232.87 0.000

Sekil 10. Duragan IKYS serisinin ACF ve PACF Grafikleri

Birim Kok Test bulgularina gore; birinci farki alinarak ($d=1$) dura-
gan hale getirilen IKYS serisi i¢in uygun ARIMA model yapisini belirlemek
amaciyla Sekil 10’ da verilen otokorelasyon (ACF) ve kismi otokorelasyon
(PACF) grafikleri incelenmistir. Elde edilen korelogram grafiginde, serinin bi-
rinci gecikmesinde (Lag 1) istatistiksel olarak anlamli bir iliski oldugu ve kat-
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sayilarin gliven sinirlariin digina tastigi goriilmiistiir. Bu durum, bir 6nceki
donemdeki yaralanma sayilarinin mevcut donemi agiklamakta etkili oldugunu
ve serinin otoregresif (AR) bir yapi sergiledigini gostermektedir. Ayrica, veri
setinin aylik frekansa sahip olmasi nedeniyle mevsimsellik etkisi incelenmis
ve ACF grafiginin 12. gecikmesinde (Lag 12) anlaml1 bir iligki tespit edilmis-
tir. Bu durumda is kazas1 ve yaralanma verilerinde yillik periyotlarla tekrar
eden giiclii bir mevsimsel dongiiniin varliginm kanitlamaktadir. Bu bulgular
1s18inda serinin duraganlik derecesi (d=1) olarak alinmis, kisa dénemli ilig-
kileri agiklamak i¢in otoregresif bilesen AR(1) ve mevsimsel etkileri model-
lemek i¢in mevsimsel hareketli ortalama SMA(12) terimlerinin modele dahil
edilmesi ile SARIMA modeli tahmini 6nerilmistir. Model tahmini sonuglari
Tablo 4’ de verilmistir.

Tablo 4. SARIMA(1,1,0)(0,0,1):- Modeli Katsayr Tahminleri

Degisken Katsayl Stﬁ':::” i t:fisstﬁgi P-Degeri
Sabit 155.8629 | 404.7779 0.385058 0.7008
AR(]) -0.406647 | 0.073801 -5.510038 0.0000
MA(12) 0.575671 | 0.069512 8.281605 0.0000
AIC SC HQ LogL
Kriterler
19.56306 | 19.64594 19.59674 -1394.759

Tablo 4 tahmin sonuglar1 model parametrelerinin sabit hari¢ % 5 anlam-
lilik diizeyinde istatistiksel anlamli oldugunu géstermektedir. Tablo 5, SARI-
MA(1,1,0)(0,0,1)12 modelinin dénem i¢i tahmin degerlerini gostermektedir.

Tablo 5. Gercek Degerler ve SARIMA(1,1,0)(0,0,1):2 Tahmin Deger-
leri Karsilastirmasi

Tarih Gercek Deger Tahmin Degeri Hata
2023-6 55706 56926 -1220
2023-7 64432 53319 11113
2023-8 69514 65013 4501
2023-9 67326 68685 -1359
2023-10 63406 66951 -3545
2023-11 61323 63333 -2010
2023-12 58145 60738 -2593
2024-1 41867 45319 -3452
2024-2 41889 44321 -2432
2024-3 36143 40990 -4847
2024-4 50518 45063 5455
2024-5 41389 44189 -2800
2024-6 58670 51718 6952
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2024-7 54302 54453 -151
2024-8 49559 55515 -5956
2024-9 48810 49666 -856
2024-10 46552 48177 -1625
2024-11 46138 46197 -39
2024-12 41867 45319 -3452

Tablo 6. SARIMA(1,1,0)(0,0,1):2 Performans Degerleri

Model

MSE

RMSE

SARIMA(1,1,0)(0,0,1)1>

16956976.873225

4117.885

Tablo 6’da, SARIMA(1,1,0)(0,0,1):2 modelinin hata metriklerini deger-
lendirmek amaciyla MSE (Ortalama Kare Hata) ve RMSE (Kok Ortalama
Kare Hata) kriterleri elde edilmistir. Ozellikle mevsimsel etkilerin modele da-
hil edilmesinin tahmin basarisin1 artirdigini dolayisiyla is kazasi verileri gibi
karmasik yapidaki verilerin tahmin edilmesinde giivenilir bir model yaklagimi
saglayabilecegini sdylemek miimkiindiir.

3.3. YSA Modeli Bulgulari

Bu béliimde IKY'S serisi igin Yapay Sinir Aglari (YSA) yaklasimi tahmin
sonuglarina yer verilmistir. Verinin %75’ i egitim, %15 u dogrulama ve %15’
i test i¢in ayrilmistir. Sekil 11, bir girdi, bir ¢ikt1 ve 10 gizli ndronlu ag yapisi
tahmin ekran1 verilmistir.

Training Progress

Unit Initial Value
Epoch 0 1 1000 -
Elapsed Time - 00:00:00
Performance 1.7e+09 1.44e+07 0

Gradient 3.42e+09 2.2e+07 1e-07

Mu 0.001 1e+05 1e+10

Validation Checks 0 6 6 -

Stopped Value Target Value ‘

Sekil 11. YSA Tahmin Ekrani

Modelin egitimi i¢in Levenberg—Marquardt algoritmasi uygulanmis ve
model egitimi 11 epoch sonunda tamamlanmistir. Baslangigta 1.7x10° olan
performans (MSE) degeri, egitim sonunda 1.44x107 seviyesine diigmiis, bu
durum modelin hata degerinde belirgin bir iyilesme sagladigini gostermistir.
Gradyan degeri 3.42x10°’dan 2.2x107’ye gerilemis olmakla birlikte, hedef-
lenen 1x107 seviyesine ulasilamamistir. Dogrulama kontrolii sayisinin 6’ya
ulagmas1 nedeniyle egitim siireci erken durdurma (early stopping) kriterine
gore sonlandirilmistir.
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Tablo 7. YSA Modeli Performans Degerleri

. EGITIM
YONTEM ALGORITMASI R MSE RMSE
YSA Levenberg-Marquardt | 0.9231 3.2049e+07 5661.1

Yapay Sinir Ag1 modeli, Levenberg-Marquardt algoritmasiyla egitilmis
ve modelin R degeri 0.9231 olarak elde edilmistir. Bu sonuglar, modelin giic-
li bir tahmin performans: sergiledigini gostermektedir. YSA modeline gore
IKYS serisinin ger¢ek ve tahmin degerleri Tablo 9° da verilmistir.

Tablo 8. Ger¢ek Degerler ve YSA Tahmin Degerleri Karsilastirmasi

Tarih Gerg¢ek Deger Tahmin Degeri Hata
2023-6 55706 54951 755
2023-7 64432 47637 16795
2023-8 69514 63691 5823
2023-9 67326 82213 -14887
2023-10 63406 65400 -1994
2023-11 61323 53178 8145
2023-12 58145 50740 7405
2024-1 41093 48232 -7139
2024-2 41867 24446 17421
2024-3 41889 43075 -1186
2024-4 36143 43520 -7377
2024-5 50518 40494 10024
2024-6 41389 46608 -5219
2024-7 58670 44824 13846
2024-8 54302 56184 -1882
2024-9 49559 47137 2422
2024-10 48810 46764 2046
2024-11 46552 47078 -526
2024-12 46138 46616 -478

34. SARIMA ve YSA Model Tahmin Performanslarimin Kar-

silastirilmasi

Tablo 9’ da IKYS serisi igin kullanilan tahmin modellerinin performans
kargilagtirmasini gostermektedir.
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Tablo 9. YSA ve SARIMA(1,1,0)(0,0,1): Model Tahmin Performans
Degerleri

Model MSE RMSE
SARIMA(1,1,0)(0,0,1)12 16956976.873 4117.885
YSA
(Levenberg-Marquardt) 32049000 5661.100

Tablo 9°daki MSE ve RMSE hata metriklerine gére SARIMA(1,1,0)
(0,0,1)12 modelinin tahmin performansinin, YSA modeline gore daha iyi ol-
dugunu soylemek miimkiindiir. Buna gore is kazasi sonucu is goremezlik sii-
resine gore is kazasi geciren 4-a sigortali sayist (IKYS) degiskeninin en iyi
performansi gosteren SARIMA(1,1,0)(0,0,1):2 modeline gore 2025 yili igin
Ongorii degerleri Tablo 10’ da verilmistir.

Tablo 10. SARIMA(1,1,0)(0,0,1):> Modeli ile IKYS icin 2025 Yih On-
gorii Degerleri

Tarih Ongorii Degerleri
2025-1 35443
2025-2 38024
2025-3 35794
2025-4 34130
2025-5 38166
2025-6 35132
2025-7 40587
2025-8 38501
2025-9 36140
2025-10 36827
2025-11 35831
2025-12 36422

Tablo 10°da SARIMA(1,1,0)(0,0,1):> modelinin dngoriilerine gére 2025
yilinda belirli bir mevsimsel patern izleyerek dalgali bir seyir izleyecegi tah-
min edilmektedir. Y1l igerisindeki en yliksek vaka sayisinin 40587 ile Temmuz
aymda gerceklesmesi beklenirken, en diisiik vaka sayisinin 34130 ile Nisan
ayinda olacagi ongoriilmektedir. Tahminlere gore Mayis, Temmuz ve Agustos
aylarindaki yiiksek degerler, is kazalarinin yaz aylarinda artis egilimine girdi-
gini isaret etmektedir. Bu durum, ge¢mis verilerde tespit edilen 12 aylik mev-
simsel dongiiniin 2025 yilinda da belirleyici faktor olacagini gostermektedir.
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4. SONUC VE ONERILER

Bu ¢alismada, 2013-2024 yillar1 arasinda Tiirkiye’ de is kazasi sonucu i
goremezlik siiresine gore is kazasi gegiren 4-a sigortali sayis1 (IKYS) verileri-
nin tahmini i¢in mevsimsel ARIMA(SARIMA) ve YSA modeli yaklasimi kul-
lanilarak tahmin performanslar1 karsilagtirilmistir. Bulgular hata metriklerine
gore, IKYS degiskeninin tahmini icin SARIMA(1,1,0)(0,0,1):2 modelinin en
iyi performans gosterdigini destekler niteliktedir. Modelin 2025 yili dngoriile-
ri degerlendirildiginde elde edilen bu sonuglar is saglig1 ve giivenligi 6nlemle-
rinin ve denetimlerinin, kaza riskinin yiiksek olarak tahmin edildigi Temmuz
ay1 icin ozellikle artirilmasi gerektigini sdylemek miimkiindiir.

Is kazalarma iliskin verilerin i¢erdigi mevsimsel dongiiler ve trend bile-
senleri, SARIMA modelinin yapisal 6zellikleri tarafindan basarili bir sekilde
modellenebilmektedir. YSA modelleri ise dogrusal olmayan iliskileri yakala-
yabilme kapasitesine sahip olsa da bu calismada verinin belirgin mevsimsel
karakteristigini modellemede SARIMA modeli kadar hassas sonuglar iirete-
memistir.

Sonug olarak incelenen zaman serisi verileri igin SARIMA(1,1,0)(0,0,1)12
modeli, daha diisiik hata metrikleri ve veri setinin i¢sel dinamiklerine daha iyi
uyum saglamasi nedeniyle, YSA modeline tercih edilerek en uygun tahmin
yontemi olarak belirlenmistir. Bu durum, karmasik yapay zeka algoritma-
larinin her zaman en iyi sonucu vermeyebilecegini, verinin yapisina uygun
istatistiksel modellerin de yiiksek dogruluk saglayabilecegini ortaya koymak-
tadir. Calismanin gelistirilebilir yonii olarak, makine 6grenmesi, derin 6gren-
me yontemleri ile zaman serisi modellerinin hibrit olarak kullanildig: farkl
tahmin yaklagimlarinin performans karsilastirilmasi sonraki ¢aligsmalar icin
degerlendirilmektedir.
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1. GIRIS

Makine  6grenmesi  algoritmalari,  glniimiiz =~ veri  bilimi
uygulamalarinin temelini olusturmaktadir. Bu algoritmalar arasinda, hem
siniflandirma hem de regresyon gorevleri i¢in kullanilabilen karar agaglari
(decision trees), agiklanabilirlikleri ve sezgisel yapilar1 sayesinde one
cikmaktadir. Karar agaglar, veriyi oOzelliklerine goére dallara ayirarak
hiyerarsik bir yapi icerisinde karar kurallar1 olusturur ve bu yoniiyle 6zellikle
yorumlamaya agik, kullanici dostu modeller sunar (Quinlan, 1986). Agac
yapisinin kok, diigiim ve yapraklardan olugmasi, karar alma siirecinin gorsel
ve kavramsal olarak kolay takip edilmesini saglar. Karar agaclarimin basit
yapisina ragmen, karmasik veri kiimelerinde etkili tahminler sunabilmesi;
tip, finans, egitim ve pazarlama gibi farkli disiplinlerde yogun kullanimina
olanak saglamistir (Safavian ve Landgrebe, 1991). Bununla birlikte, asirt
o0grenme (overfitting) gibi sinirlamalar1 da beraberinde getirmesi nedeniyle,
budama (pruning) ve topluluk ydntemleri (6rnegin Random Forest) gibi
gelistirmelere ihtiyag duymaktadir (Breiman vd. 1984). Bu calisma, karar
agaclarimin temel ilkelerini, avantajlarini, sinirhiliklarini ve gesitli uygulama
alanlarindaki etkinligini ele almay1 amaglamaktadir.

Makine oOgrenimi (ML) algoritmalari, biiylik ve karmasik veri
kiimeleri iizerinde desenleri tanimlama ve tahminler liretme konusunda etkili
araglar sunmaktadir. Ozellikle saglik alaninda, hasta ge¢misi, demografik
bilgiler, biyokimyasal veriler ve goriintiileme sonuglart gibi ¢ok boyutlu
verilerin degerlendirilmesinde makine O6grenimi yontemleri giderek daha
fazla kullanilmaktadir (Shickel vd. 2018). Lojistik regresyon, karar agaglari,
destek vektor makineleri (SVM), k-en yakin komsu (KNN) ve rastgele
ormanlar (Random Forest) gibi algoritmalar, kalp hastaligt tahmini
konusunda sik¢a bagvurulan yontemler arasinda yer almaktadir (Khan vd.
2020).

Bu c¢alismanin amaci, saglik verilerini kullanarak kalp hastalig1 riskini
tahmin edebilen bir makine 6grenimi modeli gelistirmektir. Bu dogrultuda,
cesitli ML algoritmalar1 karsilastirilarak en yiiksek dogruluk oranina sahip
model belirlenmeye c¢alisilacaktir. Ayrica, modelin yorumlanabilirligini
artirmak amaciyla 6zellik 6nem diizeyleri de analiz edilecektir. Caligma,
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hem klinik karar destek sistemlerinin gelistirilmesine katki sunmay1 hem de
saglik  hizmetlerinde erken miidahale siireglerini  desteklemeyi
hedeflemektedir.

2. YAPAY ZEKA MODELLERI

Yapay zekd (YZ), makine Ogrenmesi kullanilmaksizin dahi,
sistemlerin tahmin yapma, karar verme ve problem c¢ozme gibi bilissel
islevleri yerine getirebilmesini saglayan teknolojik bir yaklasimdir. Bu tiir
sistemler, 6grenme yoluyla c¢esitli kurallar gelistirir, mantiksal ¢ikarimlar
iretir ve kendini siirekli gelistirerek ¢ikt1 {liretme kapasitesine sahiptir
(Russell ve Norvig, 2020).

Yapay zeka kavrami ilk kez 1956 yilinda, ABD'nin New Hampshire
eyaletinde Dartmouth Koleji'nde gerceklestirilen akademik bir calistayda
resmen tanimlanmistir (McCarthy vd. 1956). Bu calistay, yapay zekanin
bilimsel bir disiplin olarak dogusunu temsil eder. Alan Turing'in 1950
yilinda yaymmladigi “Computing Machinery and Intelligence” baglikli
makalesi ise, bir makinenin diistinme yetenegini 6l¢meyi amaglayan Turing
Testi'ni tanimlayarak bu alanin kuramsal temelini olusturmustur (Turing,
1950).

Soguk Savas doneminde, ozellikle Amerika Birlesik Devletleri'nin
Sovyetler Birligi'ne kargt istihbarat TUstlinliigli elde etme cabalar
kapsaminda, yapay zekdya yonelik aragtirmalar stratejik bir Oncelik
kazanmig, ancak 1970’11 yillarin baglarinda yeterli ilerleme kaydedilemedigi
icin bu alandaki fonlamalar biiyilik dl¢iide azaltilmistir (Crevier, 1993).

Yapay zekaya olan ilgi, 19901 yillarda 6zel sektdriin teknolojiye
yaptig1 yatirimlar sayesinde yeniden canlanmistir. 1997 yilinda IBM
tarafindan gelistirilen Deep Blue adli satrang bilgisayari, diinya satrang
sampiyonu Garry Kasparov’u maglup ederek hem kamuoyunda biiyiik yanki
uyandirmis hem de YZ sistemlerinin karar verme yeteneklerinin giiciinii
gozler Oniline sermistir.

Son yillarda ise derin dgrenme algoritmalarimin gelismesiyle yapay
zekanin giivenlik alanindaki potansiyeli artmistir. Google DeepMind ekibi
tarafindan 2016 yilinda gelistirilen bir sinir agi, bilgisayarlar arasi sifreli
iletisim kurmayi Ogrenmis ve bdylece gilivenlik uygulamalarinda YZ
kullaniminin 6nii agilmistir (Abadi ve Andersen, 2016).
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2.1. Denetimli Ogrenme

Denetimli 6grenme, giris (6zellik) verilerinin yani sira dogru sonug
etiketlerinin de bulundugu veri kiimeleri ile egitilen algoritmalardir. Bu
yontem, siniflandirma ve regresyon gibi gérevlerde kullanilir. Ornegin, spam
e-posta filtreleme sistemlerinde gelen iletilerin "spam" veya "normal" olarak
etiketlenmesi bu tlir bir 6grenmeye Ornektir. Yaygimn modeller arasinda
lojistik regresyon, karar agaglar1 ve destek vektor makineleri yer alir (Abadi
ve Andersen, 2016).

2.2. Denetimsiz Ogrenme

Denetimsiz 6grenme, etiketlenmemis verilerde gizli yapilar1 bulmay1
amaclar. En bilinen uygulamalarindan biri, miisteri segmentasyonu ig¢in
kullanilan kiimeleme algoritmalaridir. K-Ortalamalar (K-Means) ve Ana
Bilesenler Analizi (PCA), bu kategoride yer alan baglica yontemlerdir. Bu
tir 6grenme, Ozellikle biiyiikk veri kiimeleri tizerinde desen kesfetmek icin
tercih edilir (NVIDIA Blog, 2024).

2.3. Pekistirmeli 68renme

Pekistirmeli 6grenme, bir ajanin ¢evresiyle etkilesimi sonucu 6diil
veya ceza alarak politika 6grenmesi siirecidir. Ajanin amaci, uzun vadede en
yiiksek toplam o6diilii elde etmektir. Bu yontem, 6zellikle oyun oynayan
yapay zekalar ve otonom sistemlerde etkilidir. Ornegin, DeepMind
tarafindan gelistirilen MuZero algoritmasi, herhangi bir oyun kuralini
bilmeden 6grenme yetenegi ile 6ne ¢ikmustir (Schrittwieser vd., 2020).

Yapay zeka modelleri, farkli veri tiirleri ve uygulama gereksinimlerine
gore gelistirilmistir. Denetimli 6grenme, etiketli veri gerektirirken yiiksek
dogruluk sunar; denetimsiz Ogrenme, biiylik veri kiimelerinden bilgi
cikarimina uygundur; pekistirmeli 6grenme ise gevresel etkilesimlerle
O0grenmeyi miimkiin kilar. Bu ii¢ model grubu, yapay zeka teknolojilerinin
temel yapi taslaridir ve saglik, finans, savunma ve ulasim gibi birgok
sektorde aktif olarak kullanilmaktadir (Russell ve Norvig, 2020).

“Developing Al models” ifadesinin agilimi, yani Tiirk¢e karsiligi ve
detayli agiklamasi su sekilde olabilir:

“Developing Al models” — “Yapay Zeka Modelleri Gelistirme”
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Bu, yapay zeka (Al) sistemleri olusturmak igin veri ve algoritmalar
kullanarak modeller olusturma siirecidir.

Acilimi adim adim:

Developing (Gelistirme): Yeni bir sey insa etmek, olusturmak veya
iyilestirmek. Burada model olusturma ve optimize etme siirecini ifade eder.

Al (Artificial Intelligence) (Yapay Zeka): Insan benzeri zeka
davraniglarini taklit eden bilgisayar sistemleri.

Modes (Modeller): Verilerden Ogrenip tahmin veya karar veren
algoritmik yapilar.

Veri ve algoritmalar kullanarak, belirli bir problemi ¢dzmek igin
yapay zeka tabanli tahmin veya karar sistemleri olusturma stireci.

1. Problemin Tanmimlanmasi: Hangi problemi ¢ozmek istediginizi
netlestirmek. Ornegin: Kalp hastaligin1 tahmin etmek, miisteri davranisin
analiz etmek, goriintii tanima yapmak gibi.

2. Veri Toplama: Modeli egitmek i¢in gereken verilerin toplanmasi.
Veriler genellikle farkli kaynaklardan gelir: veri tabanlari, sensorler, internet,
kullanicr girdileri vb.

3. Veri On Isleme: FEksik verilerin doldurulmasi, hatalarin
diizeltilmesi. Verilerin temizlenmesi, uygun formata getirilmesi. Kategorik
verilerin  sayisallagtirilmas:  (encoding). Ozelliklerin ~ Slgeklendirilmesi
(scaling) ve normalizasyonu.

4. Ozellik Se¢imi ve Miihendisligi: Model igin énemli 6zelliklerin
(feature) secilmesi. Yeni anlamli 6zelliklerin olusturulmasi. Gereksiz veya
zarar veren Ozelliklerin ¢ikarilmasi.

5. Model Se¢imi: Problemin tiirline gore uygun algoritmanin
belirlenmesi (6rnegin; Random Forest, SVM, Neural Networks). Farkli
modellerin denenmesi.

6. Model Egitimi (Training): Verileri kullanarak modelin 6grenmesini
saglamak. Parametrelerin optimize edilmesi (hyperparameter tuning).
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7. Model Degerlendirme: Test verileri iizerinde model performansinin
Olclilmesi. Dogruluk, hatirlama (recall), kesinlik (precision), F1 skor gibi
metriklerin hesaplanmasi. Gerekirse modelin yeniden egitilmesi veya
iyilestirilmesi.

8. Model Testi ve Validasyonu: Modelin yeni, goriilmemis veriler
tizerindeki basarisint dogrulama. Overfitting (asir1 uyum) veya underfitting
(yetersiz uyum) kontrolii.

9. Modelin Uygulanmasi: Modelin gergek diinyada kullanima
alimmasi. Sistemlere entegre edilmesi.

10. Modelin Izlenmesi ve Giincellenmesi: Modelin performansini
zaman iginde takip etmek. Veriler degistikge veya yeni bilgiler geldikce
modeli giincellemek.

2.4. Random Forest

Random Forest, smiflandirma ve regresyon problemlerinde yaygin
olarak kullanilan gii¢lii bir ansamble (topluluk) 6grenme yontemidir. Temel
olarak, bir¢ok karar agacinin (decision tree) bir araya getirilmesiyle
olusturulan bir modeldir. Her bir karar agaci, egitim verisinin rastgele alt
ornekleri ve rastgele secilen oOzellikler kullanilarak egitilir. Bu yontem,
modelin asirt 6grenme (overfitting) yapma riskini azaltir ve genel
performansini artirir (Breiman, 2001).

Random Forest, farkli agaclarin sonuglarint  ¢ogunluk oyu
(smiflandirmada) veya ortalama (regresyonda) ile birlestirerek karar verir.
Bu sayede, tek bir karar agacimin sahip oldugu yiiksek varyans sorunu
onemli Olciide azaltilir. Ayrica, model degiskenlerin &nemini (feature
importance) 6l¢me imkani da saglar, bu da 6zellikle veri kesfi ve yorumlama
siireglerinde bliylik avantaj saglar (Liaw ve Wiener, 2002).

Random Forest algoritmasi, biyoinformatik, finansal tahminler, tip ve
goriintii isleme gibi birgok alanda basariyla uygulanmaktadir. Glgli ve
esnek yapisi, farkli veri setlerine uyum saglamasimi kolaylastirir (Cutler vd.,
2007).
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2.5. Lojistik Regresyon

Lojistik regresyon, ozellikle siniflandirma problemlerinde kullanilan
temel ve yaygin bir istatistiksel modeldir. Amag, bagimsiz degiskenlerin
dogrusal kombinasyonuna dayanarak bir olayin olasiligini tahmin etmektir.
En ¢ok ikili siniflandirma (binary classification) i¢in kullanilir; 6rnegin, bir
hastanin hastaliga yakalanip yakalanmayacagiin tahmini gibi (Hosmer vd.
2013).

Model, ¢ikti olarak 0 ile 1 arasinda degisen bir olasilik degeri Uretir ve
bu deger bir esik (genellikle 0.5) kullanilarak siniflandirmaya doniistiriiliir.
Lojistik regresyon, dogrusal regresyonun aksine ¢ikti degiskeninin kesikli
(discrete) oldugu durumlar i¢in uygundur. Model, olasiliklar1 sinirlamak igin
lojistik (sigmoid) fonksiyonunu kullanir (Agresti, 2018).

Lojistik regresyonun parametreleri, maksimum olabilirlik tahmini
(maximum likelihood estimation) yoOntemiyle belirlenir ve modelin
yorumlanabilirligi yiiksek oldugu ic¢in sosyal bilimler, saglik ve ekonomi
gibi birgok alanda yaygin sekilde kullanilir (Peng vd. 2002).

2.6. KNN

K-En Yakin Komsu (KNN), denetimli 6grenme kapsaminda yer alan
basit ve etkili bir smiflandirma ve regresyon algoritmasidir. KNN,
siniflandirma yaparken, tahmin edilecek veri noktasina en yakin K tane
komsunun smifina bakar ve bu komsularin ¢ogunluguna gore karar verir
(Cover ve Hart, 1967). Regresyon probleminde ise komsularin ortalama
degeri kullanilir.

KNN algoritmasinin temelinde, veri noktalar1 arasindaki benzerligi
olemek icin genellikle Oklidyen mesafe (Euclidean distance) kullanilir,
ancak Manhattan veya Minkowski mesafeleri de tercih edilebilir.
Algoritmanin performansi, segilen K degerine ve mesafe Ol¢iisiine baglidir;
kii¢iik K degerleri modele daha fazla esneklik saglarken, biiylik K degerleri
daha genellestirici sonuglar verir (Altman, 1992).

KNN'in en biiyiik avantaji, model egitimi agamasinda herhangi bir
parametre tahmini yapmamasi ve basit yapisidir. Dezavantaji ise biiyiik veri
setlerinde hesaplama maliyetinin yiiksek olmas1 ve giriiltiiye duyarl
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olmasidir. Tip teshisi, el yazisi tanima ve Oneri sistemleri gibi birgok alanda
uygulanmaktadir (Zhang, 2016).

2.7.SVC (SVM)

Destek Vektor Makineleri (SVM), denetimli 6grenme ydntemleri
arasinda yer alan giiglii ve etkili bir smiflandirma algoritmasidir. SVM,
verileri iki smifa aymran en uygun hiper-diizlemi (hyperplane) bulmay1
amaglar ve bu diizlemin her iki siniftan en uzak olacak sekilde (maksimum
marj) se¢ilmesi esasina dayanir (Cortes ve Vapnik, 1995). Boylece model,
genel hataya kars1 dayanikli ve yiiksek genelleme yetenegine sahip olur.

SVC, SVM algoritmasinin siniflandirma goérevlerinde kullanilan bir
versiyonudur ve farkli ¢ekirdek (kernel) fonksiyonlariyla lineer olmayan
ayrim problemlerini ¢6zebilir. Yaygm kullanilan ¢ekirdekler arasinda
dogrusal (linear), radyal bazli fonksiyon (RBF) ve polinom ¢ekirdekler
bulunur (Hearst et al., 1998). Kernel yontemi sayesinde veri, yiiksek boyutlu
uzaya doniistiiriilerek karmasik ayrim ¢izgileri elde edilir.

SVM ve SVC, metin siniflandirma, yliz tanima, biyoinformatik ve
gorlintii igleme gibi pek ¢ok alanda yaygin sekilde kullanilmaktadir.
Ozellikle kiiciik ve orta biiyiikliikteki veri setlerinde basarili sonuglar
verirken, biiyiilk veri setlerinde hesaplama maliyeti yiiksek olabilir
(Scholkopf ve Smola, 2002).

2.8. Naive Bayes

Naive Bayes, olasiliksal siiflandirma yontemleri arasinda yer alan ve
Bayes teoremi temelinde ¢alisan basit ama etkili bir algoritmadir. "Naive"
(saf) ifadesi, algoritmanin tiim Ozelliklerin birbirinden bagimsiz oldugunu
varsaymasina dayanir. Bu varsayim gergek hayatta genellikle tam olarak
dogru olmasa da, model ¢ogu durumda oldukca basarili sonuglar verir
(Manning vd. 2008).

Naive Bayes smiflandiricilari, 6zellikle metin siniflandirma (6rnegin
spam tespiti), tibbi tam1 ve duygu analizi gibi alanlarda yaygin olarak
kullanilmaktadir. Algoritma, her sinifa ait kosullu olasiliklar1 hesaplar ve test
verisi i¢in en yliksek olasiliga sahip sinifi tahmin eder (Murphy, 2012).
Modelin hizli ¢alismast ve az veri ile iyi performans gostermesi, Naive
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Bayes’i kiiciik ve orta dlgekli veri setleri i¢in tercih edilen bir yontem
yapmaktadir.

2.9. Karar Agaci (Decision Tree)

Karar agaci, smiflandirma ve regresyon problemlerinde kullanilan
temel ve sezgisel bir makine Ogrenmesi yontemidir. Veri setindeki
Ozelliklere gore veriyi dallandirarak, her bir diigiimde karar kurallar
olusturarak sonuclara ulasir. Agacin yapisi, verinin farkli 6zelliklerine dayali
olarak oOriintiilerin hiyerarsik olarak modellenmesini saglar (Quinlan, 1986).

Karar agaci algoritmasi, veriyi belirli kriterlere gore bolerek
siniflandirma yapar. Bu bolme islemi sirasinda bilgi kazanci (information
gain), Gini katsayist (Gini index) veya entropi (entropy) gibi Olgiitler
kullanilir. Agac yapisi tamamlandiginda, yeni gelen veriler kok diigiimden
baglayarak uygun yaprak digiime kadar takip edilir ve smif veya deger
tahmin edilir (Breiman vd. 1984).

Karar agaclari, aciklanabilirliklerinin yiiksek olmasi nedeniyle tercih
edilir ve tip teshisi, finansal risk analizi gibi alanlarda sik¢a kullanilir.
Ancak, derin ve karmagik agaglar asir1 6grenme (overfitting) riskini
artirabilir; bu nedenle budama (pruning) teknikleriyle agac yapisi
sadelestirilir (Safavian ve Landgrebe, 1991).

3.BULGULAR
3.1.Calisma Ortam
Bu calismada Jupyter Notebook {izerinden Pyhthon 3.11.7 versiyonu

kullanilarak analizler yapilmistir.

from platform import python_version

python_version()

'3.11.7°

Sekil 3. 1. Python Versiyon Gdsterimi
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3.2 Kiitiiphaneleri ice Aktarma

Analizde kullanilan kiitiiphaneler Sekil 3. 2° de yer almaktadir.

import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

import seaborn as sns

import warnings

from sklearn.preprocessing import LabelEncoder, MinMaxScaler

from sklearn.model_selection import train_test split

from sklearn.metrics import accuracy score, confusion_matrix, classification_report
from sklearn.impute import KNNImputer

import missingno as msno

from sklearn.metrics import classification_report

from sklearn.linear_model import LinearRegression, LogisticRegression
from sklearn.naive_bayes import GaussianNB

from sklearn.svm import SVC

from sklearn.neighbors import KNeighborsClassifier

from sklearn.tree import DecisionTreeClassifier

from sklearn.ensemble impert RandomFecrestClassifier

from sklearn.model selection import GridSearchCV

from sklearn.preprocessing impert StandardScaler

from warnings import filterwarnings

warnings.filterwarnings("ignore")

import os
for dirname, _, filenames in os.walk('/kaggle/input'):
for filename in filenames:
print(os.path.join(dirname, filename))

Sekil 3. 2. Python Kiitiiphaneleri
3.3.Veri Seti

Veri seti www.kaggle.com internet sitesinden elde edilmis olup, data

https://www.kaggle.com/datasets/oktayrdeki/heart-disease/data link

tizerinden elde edilmistir.

Veri seti, kalp hastaligiyla ilgili ¢esitli saglik gostergelerini ve risk
faktorlerini icermektedir. Kalp hastaligi durumu; Yas, cinsiyet, kan basinci,
kolesterol seviyeleri, egzersiz aligkanliklar1 ve sigara igme durumu gibi
faktorlerle iliskili olup, bu faktorler kalp hastaligi riskini analiz etmek igin
kullanilmigtir. Analizde kullanilan degiskenler Tablo 3.1 de yer almaktadir.
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Tablo 3. 1. Degiskenler

No

Ingilizce

Tiirkce

Age: The individual's age

Yas: Kisinin yasi

Gender: The individual's gender

Cinsiyet: Kisinin cinsiyeti

2 (Male, Female) (Erkek, Kadin)

Blood Pressure: The individual's | Kan Basinci: Kisinin kan

3 . L
blood pressure (systolic) basinci (sistolik)

4 Cholesterol Level: The individual's | Kolesterol Seviyesi: Kisinin
total cholesterol level toplam kolesterol seviyesi
Exercise Habits: The individual's | Egzersiz Aligkanliklar:

5 exercise habits Kisinin egzersiz aliskanliklar
(Low, Medium, High) (Diisiik, Orta, Yiiksek)
Smoking: Whether the individual | Sigara: Kisinin sigara igip

6 smokes or not icmedigi
(Yes, No) (Evet, hayir)

Family Heart Disease: Whether there | Ailede Kalp Hastaligi: Ailede

7 | is a family history of heart disease kalp hastalig1 dykiisii var m1
(Yes, No) (Evet, hayir)

Diabetes: Whether the individual has | Diyabet:  Kisinin  diyabet

8 | diabetes hastast olup olmadig:

(Yes, No) (Evet, hayir)

9 BMI: The individual's body mass | BKi: Kisinin viicut Kkitle
index indeksi
High Blood Pressure: Whether the Y}lksek Tans1-yon: Kisinin

10 | individual has high blood pressure yuksekv tanstyonu olup
(Yes, No) olmadig1

(Evet, hayir)
Disik  HDL  Kolesterol:
Low HDL Cholesterol: Whether the | Kisinin diisiik HDL

11 | individual has low HDL cholesterol kolesterole sahip olup

(Yes, No) olmadig1

(Evet, hayir)

Yiksek LDL  Kolesterol:
High LDL Cholesterol: Whether the | Kisinin yiiksek LDL

12 | individual has high LDL cholesterol | kolesterole sahip olup
(Yes, No) olmadig1

(Evet, hayir)
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13

Alcohol Consumption: The
individual's  alcohol consumption
level

(None, Low, Medium, High)

Alkol Tiiketimi: Kisinin alkol
tiketim diizeyi
(Hig, Az, Orta, Yiiksek)

Stress Level: The individual's stress

Stres Diizeyi: Bireyin stres

15

the individual sleeps

14 | level diizeyi
(Low, Medium, High) (Disiik, Orta, Yiksek)
Sleep Hours: The number of hours | Uyku Saatleri: Kisinin

uyudugu saat sayisi

Sugar Consumption: The individual's

Seker Tiiketimi: Kisinin seker

triglyceride level

16 | sugar consumption level titkketim diizeyi
(Low, Medium, High) (Az, Orta, Yiiksek)
17 Triglyceride Level: The individual's | Trigliserid Seviyesi: Bireyin

trigliserid seviyesi

18

Fasting Blood Sugar: The individual's
fasting blood sugar level

Aclik Kan Sekeri:
aclik kan sekeri seviyesi

Bireyin

19

CRP Level: The C-reactive protein
level (a marker of inflammation)

CRP Diizeyi: C-reaktif protein
diizeyi (iltihaplanma belirteci)

Homocysteine Level: The individual's

Homosistein Diizeyi: Kisinin

21

heart disease status
(Yes, No)

. . ., | h istein diizeyi (d
20 | homocysteine level (an amino acid S;)flqh ?ilsl e etl?izlzwen( an:g
that affects blood vessel health). g. & . Y
aminoasit)
Heart Disease Status: The individual's | Kalp ~ Hastalifit ~ Durumu:

Kisinin kalp hastalig1 durumu
(Evet, hayir)

df = pd.read_csv("C:\\U

3.4.Veri Seti Okuma ve Genel Bak

df .head(5)

o
1
2
3
4

Age Gender

56.0
69.0
46.0
320

60.0

§

3 Family High
Blood Cholesterol Exercise ¢ \ooo ‘Heart Diabetes BMI  Blood

Pressure Level  Habits )
Disease Pressure
Male 153.0 1550 High Yes Yes No 24991591 Yes
Female 1460 2860 High No  Yes Yes 25221799 No
Male 1260 2160 Low No No No 20855447 No
Female 1220 2930 High Yes  Yes No 24130477 Yes

Male 166.0 2420 Low 20.486289

5 rows x 21 columns

Sekil 3. 3. Veri Seti Okuma ve Genel Bakis

sers\\ASUS\\Desktop\\omii-veri bilim yilksek lisans\\Bitirme Projesi\\heart_disease.csv")

Lo S =}

=
T

High LDL
" Cholesterol

Alcohol
Consumption

Stress
Level

Sleep
Hours

Sugar
Consumption

High Medium 7.633228 Medium

Medium High 8744034 Medium

Low Low 4440440 Low

low  High 5249405 High

Low  High 7.030971 High
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3.5. Veri Ozellikleri

Veri seti 10000 girdi ve 21 siitun (sayisal ve kategorik 6zellikler dahil)
olmak lizere; yas, cinsiyet, kolesterol seviyesi, kan basinci, BMI ve diger
tibbi veriler gibi saglikla ilgili verileri igermektedir. Hedef deger, bireyin
kalp hastaligi olup olmadigimi gosteren "Heart Disease Status (Kalp
Hastaligt Durumu)" degiskeni olup, analizde kullanilan degiskenler Sekil 3.
4’ tedir.

df.shape
(10080, 21)

df.info()

<class 'pandas.core.frame.DataFrame’>
Rangelndex: 19888 entries, @ to 9999
Data columns (total 21 columns):

#  Column Mon-Null Count Dtype
8  Age 9971 non-null  floatbd
1 Gender 9981 non-null  object
2 Blood Pressure 9981 non-null  floate4d
3 Cholesterol Level 9970 non-null  floatéd
4  Exercise Habits 9975 non-null  object
5  Smoking 9975 non-null  object
&  Family Heart Disease 9979 non-null  object
7  Diabetes 997@ non-null  object
8 BMI 9978 non-null  float64d
9 High Blood Pressure 9974 non-null  object

18 Low HDL Cholesterel 9975 non-null  object
11 High LDL Cholesterol 9974 non-null  object
12 Alcohol Consumption 9968 non-null  object

13 Stress Level 9978 non-null  object
14 Sleep Hours 9975 non-null  floatb4d
15 Sugar Consumption 997@ non-null object

16 Triglyceride Level 9974 non-null floatbd
17 Fasting Blood Sugar 9978 non-null  floathd
18 CRP Level 9974 non-null  float6d
19 Homocysteine Level 9980 non-null  floatbd
20 Heart Disease Status 18008 non-null object
dtypes: floatb4(9), object(12)
memory usage: 1.6+ MB

Sekil 3. 4. Veri Ozellikleri
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3.6. Veri Gorsellesme

Veri setinde benzersiz, tekrarlanmayan, essiz degerler olup olmadigina
bakalim.

cat_cols = df.select_dtypes(include=["object"]).columns
print(“Categorical Columns:™, cat_cols)

for col in cat_cols:
print(f"{col}: {df[col].unique()}™)

Categorical Columns: Index([ Gender’, 'Exercise Habits', 'Smoking’', "Family Heart Disease’,
"Diabetes’, 'High Blood Pressure’, 'Low HDL Cholesterol’,
"High LDL Cholesterol®, "Alcohol Consumption®, 'Stress Level’,
*Sugar Consumption’, 'Heart Disease Status'],

dtype="object")

Gender: ['Male’ 'Female' nan]

Exercise Habits: ['High' “Low" "Medium’' nan]

Smoking: ['Yes' 'No" nan]

Family Heart Disease: ['Yes' 'No' nan]

Diabetes: ['No’ "Yes’ nan]

High Blood Pressure: ['Yes® 'No' nan]

Low HDL Cholesterol: ['Yes' 'No' nan]

High LDL Cholesterol: ['Ne” 'Yes' nan]

Alcohol Consumption: ['High® 'Medium’ 'Low' "None' nan]

Stress Level: ['Medium' 'High® "Low® nan]

Sugar Consumption: ['Medium® “Low’ "High™ nan]

Heart Disease Status: ['No® 'Yes']

Sekil 3. 5. Tekrarlanan Verilerin Kontrolii

fig, axes = plt.subplots(4, 3, figsize=(20, 28))
fig.tight_layout(pad=5.8)
axes = axes.flatten()

for i, col in enumerate(cat_cols[:12]):
sns.countplot(x=col, data=df, hue=zcol, palette='Greens', dodge=False, ax=axes[i])
axes[i].set_title(f'Count Plot of {col}')

axes[i].tick params(axis='x', rotation=45)

for j in range(i+l, len(axes)):

axes[j].axis("off')

fig.savefig('countplots.png')
plt.show()

Sekil 3. 6. Kategorik Verilerin Gorsellestirilmesi



Istatistik Alaninda Uluslararasi Derleme, Arastirma ve Caligmalar

Count Plot of Gender

Count Plot of Exercise Habits

Count Plot of Smoking

Smoking
s000 i
-1
a0
o
8
2000
o
& & & < < *
smokng
Genger Excrase o
Count Plot of Family Heart Disease Count FloPef Bisbetes Count Plot of High Blood Pressure
iy Heart Dieace w000 s000 Figh 8o prescure
s
-t - ro
1000 1000
000 _ 5000
2000 2000
1000 1000
® * 4 R4 *
ety Heart Diseaze oisbeses igh Blcd ressurs
Count Plot of Low HDL Cholesterol ‘Count Plot of High LDL Cholesterol ‘Count Plot of Alcohol Consumption
Low HDL Coolesiera 5200 tigh LoL croesterol
s w
-1 e
w00

& @
Low HDL Cholesterol

Count Plot of Stress Level

£

High LDL Cholesteral

Count Plot of Sugar Consumption

&

Aot
Count PIot 0

<
Hi

& &

crsumgtion
Eart blSease Status

Sugar Consumption

Sugar Consumption

Grafik 3. 1. Kategorik Verilerin Grafigi

Grafik 3.1’ de goriildiigii gibi, kalp hastaligiyla iligkili olabilecek
cesitli 6zelliklerin (6zellikle kategorik olanlarin) dagilimimi gdsteren siklik

grafikleridir. Dagilimlara baktigimizda;

o Cinsiyet (Gender): Erkek ve kadin sayis1 yaklasik esit gozlenmistir.

e Egzersiz Aliskanliklar1 (Exercise Habits): Medium (orta) diizeyde
egzersiz yapanlar daha fazla; high (yliksek) egzersiz yapanlar daha
az gozlenmistir.

e Sigara Kullanim1 (Smoking): Sigara icen ve igmeyenler neredeyse
esit gdzlenmistir.

Heart Disease Status
No

[

Heart Disease Status

- 161
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e Ailede Kalp Hastaligi Gegmisi (Family Heart Disease): "Yes"
(Evet) ve "No" (Hayi1r) sayilar1 ¢ok yakin gozlenmistir.

e Diyabet (Diabetes): Diyabeti olan ve olmayan bireyler dengeli
sayilarda gézlenmistir.

e Yiiksek Tansiyon (High Blood Pressure): "Yes" ve "No" neredeyse
esit gdzlenmistir.

o HDL Diisikligi (Low HDL Cholesterol): "Yes" ve "No" arasinda
cok az fark oldugu gozlenmistir.

e LDL Yiiksekligi (High LDL Cholesterol): Yine dengeli sayilar.

e Alkol Tiketimi (Alcohol Consumption): "None", "Low",
"Medium", "High" kategorileri arasinda farkliliklar oldugu
gdzlenmistir. "None" ve "Medium" biraz daha 6nde goriiniiyor.

e Stres Seviyesi (Stress Level): "Low", "Mdium" ve "High" oldukca
dengeli oldugu gézlenmistir.

o Seker Tiiketimi (Sugar Consumption): Dagilim esit gibi.

e Kalp Hastaligi Durumu (Heart Disease Status): “No” (Hayir) ¢cok
daha fazla, dengesiz smif var. Bu 6nemli: simif 1 (Heart Disease =
Yes) ¢ok az.

3.1.1.Model Uyumu Ag¢isindan Degerlendirme

e Cinsiyet (Gender): dengeli bir dagilim var, model i¢in iyi durumda
oldugu gozlenmistir.

e Sigara Kullanimi (Smoking): Bu, modelin sigara aligkanliklarin
Ogrenmesini kolaylastirir.

o Ailede Kalp Hastalig1 Ge¢misi (Family Heart Disease): Kalitimsal
risk faktorleri agisindan 6nemli olabilir.

¢ Diyabet (Diabetes): Kalp hastaligi riski icin dnemli bir parametre.
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e Yiksek Tansiyon (High Blood Pressure): Yine kalp hastaligiyla
giiclii iliskili bir 6zellik.

e HDL Diisiikliigii (Low HDL Cholesterol): Bu denge, analiz i¢in
faydal.

e LDL Yiksekligi (High LDL Cholesterol): LDL yiiksekligi ciddi
risk faktoridiir.

e Stres Seviyesi (Stress Level): Ilging bir gozlem: bu veri sinif
dengesi agisindan modellemeye uygundur.

o Seker Tiiketimi (Sugar Consumption): Model bu 06zelligi de
Ogrenebilir.

¢ Kalp Hastaligi Durumu (Heart Disease Status): Model bu durumda
siif dengesizligi problemleri yasayabilir.

3.6.2 Modelleme Acisindan Degiskenlerin Rolii:

e Yas: Random Forest veya benzeri algoritmalarda yas, genellikle
yiiksek “feature importance” skoruna sahiptir. Tek basina dahi
giiglii bir sinyal kaynagi olabilir. Ozellikle tansiyon, CRP,
kolesterol, BMI gibi diger degiskenlerle birlikte anlaml
etkilesimler gosterebilir.

e Tansiyon: Hipertansiyon, kalp hastaliklarinin en O6nemli risk
faktorlerinden biridir. Random Forest veya benzeri modellerde,
feature importance siralamasinda genellikle {ist siralarda yer alir.
Kolesterol, BMI, CRP gibi diger degiskenlerle birlikte
kullanildiginda modelin tahmin giiciinii ciddi sekilde artirir.

o Kolesterol Seviyesi: Kolesterol seviyesi, kalp hastaliklartyla ¢ok
giiclii iligkili bir faktordiir. Bu nedenle Random Forest gibi
modellerde  genellikle yiiksek o6nem sirasina (feature
importance) sahiptir. LDL (kétii kolesterol), HDL (iyi kolesterol)
ve Trigliserid degerleri varsa, birlikte degerlendirilmesi daha da

giiclii sonug verir.
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e BMI: Obezite, kalp hastaligt i¢in hem dogrudan hem dolayl bir
risk faktoriidiir. Bu yiizden BMI, Random Forest gibi modellerde
yiiksek feature importance degerine sahip olur. Ayrica diger
degiskenlerle (6rnegin: trigliserid, CRP, uyku siiresi) birlikte
etkilesimli etkiler gdsterebilir.

o Uyku Saatleri: Uyku siiresi, dolayli bir risk faktorii olarak orta
diizeyde oOnem tasiyan bir degisken olabilir. Ancak diger
degiskenler (CRP, trigliserid, homosistein gibi) kadar giiclii
dogrudan sinyale sahip degildir. Random Forest modelinde
feature importance acisindan muhtemelen orta-alt siradadir.

o Trigliserid Seviyesi: Yiiksek trigliserid diizeyi, ateroskleroz
(damar tikaniklhigl) ve kalp krizi riskini artirir. Bu nedenle kalp
hastaligi tahmin modellerinde o6nemli bir o6zellik (feature)

olabilir. Random Forest gibi modellerde, trigliserid seviyesi
genellikle orta-yiiksek 6nem derecesi alir.

e Aclik Kan Sekeri: Kalp hastalig1 icin dolayli bir risk faktoridiir.

Diyabet hastalariin kalp hastalig1 riski daha yiiksektir. Bu nedenle
Random Forest gibi modellerde orta diizeyde 6nem tasiyan bir
ozellik olabilir.

e CRP seviyesi: kalp hastaligi tahmin modellerinde giiclii bir
biyobelirte¢ olabilir. Random Forest modelinde yiiksek feature
importance gostermesi beklenir. CRP degeri yliksek bireylerin
kalp hastas1 olma ihtimali digerlerine gore daha fazla olabilir.

e Homosistein Seviyesi: Eger kalp hastaligini tahmin etmeye yonelik

bir modelde kullanildiysa, Onemli bir &zellik (feature importance
yiiksek) olmasi beklenir. Ciinkii homosistein kalp hastaligi riskinde
bagimsiz bir biyobelirteg olarak kabul edilir.

Sayisal (numerik) degiskenlerin dagilimimi incelemek, dnemli aykirt
degerleri (outlier) ve degiskenlerin farkli 6l¢eklerini gérmek igin boxplot
(kutu grafigi) olusturulmustur.
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num_cols = df.select dtypes(include=["number"]).columns
plt.figure(figsize=(15, 5))

df[num_cols].boxplot()

plt.xticks(rotation=90)

plt.savefig('grafik.png’)

plt.show()

Sekil 3. 7. Siirekli Degikenlerin Gorsellestirilmesi
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Grafik 3. 2. Siirekli Degikenlerin Grafigi
Age (Yas)
e Yaklasik 30-80 yas araliginda
e Medyan: Yaklagik 55 yas
e IQR (geyrekler arasi alan): Tahminen 45-65 yas arast
e Aykiri deger: Yok ya da ¢ok az
Blood Pressure (Tansiyon)
o Degerler yaklagik 1200 mmHg ile 180 mmHg arasinda degisiyor.
e Medyan tansiyon degeri yaklasik 150 mmHg civarinda.
o Ust geyreklik ve bazi1 aykirt degerler 140 mmHg nin iizerinde.

e Bu, veri setinde hipertansiyonu olan bireylerin bulundugunu
gosteriyor.
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Cholesterol Level (Kolesterol Seviyesi)

e Degerler yaklasik 150 mg/dL ile 320 mg/dL arasinda degisiyor.
e Medyan kolesterol seviyesi yaklasik 240 mg/dL civarinda.
e Bu deger, referans araliklarina gore yiiksektir.

o Aykin degerler (outliers) fazla degil ama iist sinira dogru yogunluk
var.

BMI (Viicut Kitle Indeksi)

o Degerler yaklasik 20 ile 40 kg/m? arasinda degisiyor.

e Medyan BMI yaklasik 30 civarinda, yani obezite sinirinda.
o Aykiri deger ¢ok az; dagilim oldukga diizenli.

o Kutu (IQR) genis degil, cogu birey 25-35 araliginda.
Sleep Hours (Uyku Saatleri)

e Degerler yaklasik 5 ile 10 saat arasinda degisiyor.

e Medyan uyku siiresi yaklasik 7 saat civarinda.

e Kutu dar: veri diisiik varyansl, yani ¢ogu birey benzer miktarda
uyuyor.

o Aykir deger ¢cok az veya hi¢ yok gibi.

Triglyceride Level (Trigliserid Seviyesi)

e Degerler yaklasik 100 mg/dL ile 400 mg/dL arasinda degisiyor.
¢ Medyan deger yaklasik 200-220 mg/dL civarinda.

e Boxplot’un iist kisminda birkag onemli aykiri deger (outlier)
bulunuyor, bazi bireylerde 300 mg/dL iizeri trigliserid seviyeleri
mevcut.
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e Bu dagilim, genel popiilasyonun g¢ogunlugunun yiiksek-normal
veya ylksek trigliserid diizeylerinde oldugunu gosteriyor.

Fasting Bloog Sugar (A¢chk Kan Sekeri)

e Degerler yaklasik 80 mg/dL ile 160 mg/dL arasinda yogunlasmis.
e Medyan degeri yaklasik 110 mg/dL civarinda.

o Ustte birka¢ aykir1 deger (outlier) goziikiiyor, yani bazi bireylerde
aclik kan sekeri 160 mg/dL nin {istiinde olabilir.

e Kutu (IQR) dar bir aralikta ve ¢cogu kisinin kan sekeri degerlerinin
belirli bir aralikta yogunlastigin1 gosterir.

CRP Level (CRP Seviyesi)

e Yaklasik 0 ila 20 mg/L arasinda degisiyor
e Medyan (yesil ¢izgi) oldukca diisiik (muhtemelen 5 mg/L civart).
e Alt ve st ¢eyrekler (Q1-Q3) de diisiik seviyede yogunlagmis.

e Ancak bazi aykir1 (outlier) degerler mevcut, bu da CRP’nin bazi
bireylerde anormal sekilde yiikseldigini gosteriyor (enflamasyon,
enfeksiyon, kalp problemi vs.).

Homocysteine Level (Homosistein Seviyesi)

e Degerler yaklasik 5 ila 25 pmol/L arasinda degisiyor.
¢ Medyan degeri yaklasik 15 pmol/L civarinda.

e Bazi aykirt degerler mevcut, bu da bazi bireylerde oldukga yiiksek
homosistein seviyeleri oldugunu gosteriyor.

e Kutu genig, bu da homosistein seviyelerinde bireyler arasinda
yiiksek degiskenlik oldugunu gosterir.

Model performansim etkileyebilecek asirt degerlere (outlier) sahip
degiskenlerin, 6zellikler arasindaki biiyiik deger araliklar1, modeli egitmeden
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once normalizasyon (0l¢ekleme) veya standartlastirma yapilmasi gerektigini
gostermektedir.

3.7.Veri On isleme

Veri kiimenizdeki eksik (null) degerlerin her siitunda ka¢ kez gectigini
gostermektedir. Eksik veriler olup olmadigina dair sonuglar Sekil 3.8 dedir.

df.isna().sum()

Age 259
Gender 19
Blood Pressure 19
Cholesterol Level 38
Exercise Habits 25
Smoking . 25
Family Heart Disease 21
Diabetes 30
BMI 22
High Blood Pressure 26
Low HDL Cholesterol 25
High LDL Cholesterol 26
Alcohol Consumption 32
Stress Level 22
Sleep Hours 25
Sugar Consumption 30
Triglyceride Level 26
Fasting Blood Sugar 22
CRP Level 26
Homocysteine Level 20
Heart Disease Status e

dtype: inte4

Sekil 3. 8. Eksik Veri Kontrolii

Veri kiimenizdeki miikerrer (tekrar eden) satirlar1 kontrol etmek igin
asagidaki kodu kullanabilirsiniz.
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df .duplicated().sum()

%]

Sekil 3. 9. Tekrarlananlarin Kontrolii

Ardindan, 12 adet kategorik (object tiirlinde) degiskeni sayisal
degerlere doniistiiriildii. Bu islem, makine O6grenimi modellerinin bu
degiskenleri anlayip islemesini saglar. Kategorik degiskenler genellikle
Label Encoding veya One-Hot Encoding gibi yontemlerle sayisallastirilir.

from sklearn.preprocessing import LabelEncoder
categorical cols = df.select_dtypes(include=|'object”]).columns

encoder = LabelEncoder()
label mappings = {}

for col in categorical cols:
mask = df[col].notna()

df.loc[mask, col] = encoder.fit_transform(df.loc[mask, col])
label_mappings|col] = dict(zip(encoder.classes_, encoder.transform(encoder.classes_)))

print(“Data info:")
print(df.info())

for col, mapping in label mappings.items():
print(f"Column: {col}™)
for label, code in mapping.items():
print(f”{code} -> [label}™)
print()

Sekil 3. 10. Kategorik Degiskenleri Sayisal Olarak Degistirme

Tablo 3. 2. Kategorik Degiskenleri Sayisal Olarak Degistirme Sonucu

Data info:

<class 'pandas.core.frame.DataFrame'
Rangelndex: 10000 entries, 0 to 9999

Data columns (total 21 columns):

# Column Non-Null Count Dtype
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O 00 3 N Lt B W N — O

—_
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e e e e
O 00 1 N L A W N

20

Age 9971 non-null float64
Gender 9981 non-null object

Blood Pressure 9981 non-null float64
Cholesterol Level 9970 non-null float64
Exercise Habits 9975 non-null object
Smoking 9975 non-null object
Family Heart Disease 9979 non-null object
Diabetes 9970 non-null object

BMI 9978 non-null float64

High Blood Pressure 9974 non-null object
Low HDL Cholesterol 9975 non-null object
High LDL Cholesterol 9974 non-null object
Alcohol Consumption 9968 non-null object
Stress Level 9978 non-null object
Sleep Hours 9975 non-null float64
Sugar Consumption 9970 non-null object
Triglyceride Level 9974 non-null float64
Fasting Blood Sugar 9978 non-null float64
CRP Level 9974 non-null float64
Homocysteine Level 9980 non-null float64
Heart Disease Status 10000 non-null int32

dtypes: float64(9), int32(1), object(11)
memory usage: 1.6+ MB

None

Column: Gender

0 -> Female

1 -> Male

Column: Exercise Habits
0 -> High

1 > Low

2 -> Medium

Column: Smoking
0 ->No

1->Yes

Column: Family Heart Disease
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0 ->No
1->Yes

Column: Diabetes
0 ->No
1->Yes

Column: High Blood Pressure
0->No
1->Yes

Column: Low HDL Cholesterol
0 ->No
1->Yes

Column: High LDL Cholesterol
0 ->No
1->Yes

Column: Alcohol Consumption
0 -> High

1 ->Low

2 -> Medium

3 -> None

Column: Stress Level
0 -> High

1 > Low

2 -> Medium

Column: Sugar Consumption
0 -> High

1 > Low

2 -> Medium

Column: Heart Disease Status
0 ->No
1->Yes
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Veri Kiimesi Ozeti:

e Toplam Girdi Sayis1 (Satir): 10.000
e Toplam Siitun (Ozellik) Sayis1: 21

e Eksik Degerler: Baz1 stitunlarda eksik veriler mevcut (6rnek: Age
stitununda 9971 veri var, yani 29 eksik).

Veri Tirleri:

o float64: Sayisal siirekli degerler (6rnegin yas, kolesterol seviyesi
vb.)

e object: Kategorik veriler (6rnegin cinsiyet, sigara kullanimi vb.)
e int32: Hedef degisken (kalp hastalig1r durumu)

Tablo 3. 3. Kategorik Degiskenlerin Kodlamalar1 (Etiketleri)

Siitun Ad1 Kodlama

0: Kadin (Female), 1: Erkek

Gender (Cinsiyet) (Male)

0: Yiksek (High), 1: Disiik

Exercise Habits (Egzersiz Alisgkanlig) (Low). 2: Orta (Medium)

Smoking (Sigara Kullanimi) 0: Hayir (No), 1: Evet (Yes)

Family Heart Disease (Ailede Kalp

:H 1: Evet
Hastalig1) 0: Hayrr, 1: Eve

Diabetes (Diyabet) 0: Hayir, 1: Evet

High  Blood  Pressure  (Yiiksek

. 0: Hayir, 1: Evet
Tansiyon) i ve

Low HDL Cholesterol (Diisiik HDL

0: H 1: Evet
Kolesterol) Byt ve
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High LDL Cholesterol (Yiiksek LDL

Kolesterol) 0: Hayrr, 1: Evet

0: Yiksek, 1: Diisiik, 2: Orta, 3:

Alcohol Consumption (Alkol Tiiketimi) Yok

Stress Level (Stres Seviyesi) 0: Yiiksek, 1: Disiik, 2: Orta

Sugar Consumption (Seker Tiiketimi) 0: Yiiksek, 1: Diistik, 2: Orta

Heart Disease Status (Kalp Hastaligi | 0: Kalp hastaligi yok, 1: Kalp
Durumu- Hedef Degisken) hastalig1 var

Eksik verileri islemek i¢in Scikit-learn kiitiiphanesinden KNNImputer
yontemini kullanildi. KNNImputer (n neighbors=5) her eksik degeri
doldurmak igin, veri setindeki en yakin 5 komsuyu (benzer verileri) bulur ve
bu komsularin ortalamasini alarak eksik degeri tahmin etmektedir. Bu
yontem, oOzellikle veriler arasinda anlamli bir benzerlik iligkisi varsa, eksik
degerleri daha dogru sekilde doldurmak i¢in uygundur.

Avantajlari: Kategorik olmayan (sayisal) veriler igin uygundur.
Verideki dogal yapiyr korur. Ortalama, mod veya medyan gibi basit
yontemlere gore genellikle daha etkilidir.

knn_imputer = KNNImputer(n_neighbors=5)
df_imputed = pd.DataFrame(knn_imputer.fit transform(df), columns=df.columns)

print(df_imputed)
df = df_imputed

Sekil 3. 11. KNN Imputer Kullanilarak Eksik Deger Doldurma
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Tablo 3. 4. Eksik Degerleri Doldurma

56.0
69.0
46.0
32.0
60.0

WO = O

9995 25.0
9996 38.0
9997 73.0
9998 23.0
9999 38.0

Pressure \
1.0
0.0
0.0
1.0
1.0

WO = O

9995 1.0
9996 0.0
9997 1.0
9998 1.0
9999 1.0

A WO = O

9995 ...
9996 ...
9997 ...

1.0
0.0
1.0
0.0
1.0

0.0
1.0
1.0
1.0
0.0

153.0
146.0
126.0
122.0
166.0

1.
1.

155.0
286.0
216.0
293.0
242.0

136.0

172.0
152.0
142.0
128.0

0
0

0.0

1.
1.

0
0

0.0

0.0
0.0
1.0
1.0
0.0

1.0

1.0
1.0

0.0
0.0
0.0
1.0

243.0
154.0
201.0
299.0
193.0

Smoking Family Heart Disease Diabetes

0.0 24.991591
1.0 25.221799
0.0 29.855447
0.0 24.130477
1.0 20.486289

0.0 18.788791
0.0 31.856801
1.0 26.899911
1.0 34.964026
1.0 25.111295

0.0
2.0
1.0
1.0
1.0

2.0

3.0
3.0

2.0
0.0
1.0
0.0
0.0

0.0
0.0
1.0

0.0
0.0
1.0
0.0
1.0

2.0
2.0
0.0
1.0
2.0

Age Gender Blood Pressure Cholesterol Level Exercise Habits \

BMI High Blood

1.0
0.0
0.0
1.0
1.0

1.0
1.0
0.0
1.0
0.0

.. High LDL Cholesterol Alcohol Consumption Stress Level \
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9998 ... 1.0 2.0 0.0
9999 ... 1.0 0.0 2.0

Sleep Hours Sugar Consumption Triglyceride Level Fasting Blood

Sugar \

0 7.633228 2.0 342.0 120.8

1 8.744034 2.0 133.0 157.0
2 4.440440 1.0 393.0 92.0

3 5.249405 0.0 293.0 94.0

4 7.030971 0.0 263.0 154.0
9995  6.834954 2.0 343.0 133.0
9996 8.247784 1.0 377.0 83.0
9997 4.436762 1.0 248.0 88.0
9998  8.526329 2.0 113.0 153.0
9999  5.659394 0.0 121.0 149.0

CRP Level Homocysteine Level Heart Disease Status

0 12.969246 12.387250 0.0
1 9.355389 19.298875 0.0
2 12.709873 11.230926 0.0
3 12.509046 5.961958 0.0
4 10.381259 8.153887 0.0
9995 3.588814 19.132004 1.0
9996 2.658267 9.715709 1.0
9997 4.408867 9.492429 1.0
9998 7.215634 11.873486 1.0
9999 14.387810 6.208531 1.0

[10000 rows x 21 columns]

Veri  setindeki sayisal degiskenler arasindaki korelasyonu
gorsellestirmek i¢in  bir 1s1 haritas1 (heatmap) olusturuldu. Bu tir
gorsellestirme, degiskenler arasindaki iligkileri belirlemeye yardimer olur.
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corr_matrix = df.corr()

plt.figure(figsize=(12,6))

sns.heatmap{corr matrix, annot=True, cmap="coolwarm”, fmt=".2f")
plt.title("Feature Correlation Heatmap™)
plt.savefig(“corr_heatmap.png”, dpi=388, bbox inches="tight")

Sekil 3. 12. Korelasyon ve Is1 Haritas1 Olugturma

Feature Correlation Heatmap
LR 1.00-0.01-0.02 0.01-0.000.00-0.02 0.01 0.01-0.00-0.02 0.00 0.01-0.010.00 0.01-0.01-0.010.01-0.01-0.01]

Gender

Blood Pressure
Cholesterol Level
Exercise Habits
Smoking

Family Heart Disease
Diabetes

BMI

High Blood Pressure
Low HDL Cholesterol
High LDL Cholesterol
Alcohol Consumption
Stress Level
Sleep Hours
Sugar Consumption
Triglyceride Level
Fasting Blood Sugar
CRP Level
Homocysteine Level
Heart Disease Status
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Grafik 3. 3. Korelasyon ve Is1 Haritasi

Ozellikler arasinda anlamli (yiiksek) bir korelasyon bulunmamaktadir.
Yani, degiskenler bilyiik dl¢lide birbirinden bagimsiz davranmaktadir. Bu da
modelin her bir 6zelligi ayr1 ayr1 degerlendirmesi agisindan 6nemlidir, ¢linkii
fazla  korelasyon  modelin  &grenmesini  olumsuz  etkileyebilir
(multicollinearity).

Tim sayisal 6zellikleri model egitimi sirasinda esit katki saglamalari
icin MinMaxScaler kullanarak [0, 1] araligina Olgeklendirildi. Bu islem,
farkl1 birimlerdeki ve 6l¢eklerdeki verilerin modelde yanliliga yol agmamasi
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icin onemlidir.

Hedef degisken olan Heart Disease Status (Kalp Hastaligi Durumu)
siniflandirma etiketi oldugu i¢in oOlgeklendirme yapilmadi. Ciinkii siif
etiketlerinin (0 ve 1) anlam1 modele gore degismemelidir.

Son olarak, Olceklenen sayisal oOzellikler tekrar hedef siitun ile
birlestirilerek analiz ve modelleme i¢in hazir hale getirildi.

scaler = MinMaxScaler() BArYvVEFE
Grade_column = df| ‘Heart Disease Status'

df_scaled = scaler.fit_transforn(df)

df = pd.DataFrame(df_scaled, columns=df.columns)

df| "Heart Disease Status'] = Grade_column

df

Roe Gonr ot el Bt iy T Dwts B Boos . MONDL Mool s s s
Discase Pressure

0 0612903 1.0 0550000 0033333 0.0 10 1.0 00 0317756 10 00 0.000000 10 0605503 10

1 0822581 00 0433333 0.906667 0.0 00 1.0 10 0328222 00 .. 0.0 0.666667 00 0.790657 10

2 0451613 1.0 0.100000 0.440000 05 00 00 00 0538899 00 10 0333333 05 0073314 05

3 0225806 00 0033333 0953333 0.0 10 1.0 00 0278604 L e 10 0333333 00 0208156 00

4 0677419 10 0.766667 0613333 05 10 1.0 10 0112914  F e 00 0333333 00 0505116 00
9995 0.112903 00 0266667 0.620000 10 10 00 00 0035735 £ B 10 0.666667 00 0472443 10
9996 0.322581 10 0866667 0.026667 10 00 00 00 0.62989%4 s K 10 1.000000 00 0.707940 05
9997 0.887097 1.0 0533333 0.340000 0.0 10 0.0 10 0404521 O o 10 1.000000 05 0072701 05
9998 0.080645 10 0366667 0993333 05 10 0.0 10 0771169 10 .. 10 0.666667 00 0754369 10
9999 0.322581 00 0133333 0.286667 10 10 1.0 10 0323198 DR o 10 0.000000 10 0276495 00

10000 rows x 21 columns

Sekil 3. 13. MinMaxScaler ile 0-1 Araligia Olgeklendirme

Heart Disease Status (Kalp Hastaligi Durumu) hedef degiskeninin
dagilimini géstermek i¢in bir bar grafigi olusturmanin Python kodu:

print(df[ "Heart Disease Status™].value counts({))

sns . countplot(x=df[ "Heart Disease Status™])
plt.title("Target Variable Distribution™)
plt.savefig("target_variable_distribution.png")

plt.show()
8.8 8000
1.0 2008

Name: Heart Disease Status, dtype: intéd

Sekil 3. 14. Kalp Hastaligt Durumunun Dagilimini Olusturma

Verinizde kalp hastaligi olmayan (0) kisi sayist 8000, kalp hastaligi
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olan (1) kisi sayis1 ise 2000 olarak goriiniiyor. Bu da smif dengesizligi
oldugunu gosteriyor; yani saglikli kisiler sayica daha fazla.

Bu durum model egitimi sirasinda dikkat edilmesi gereken dnemli bir
nokta. Ciinkii model, ¢ogunluk simifa gore Ogrenip azinhik smifi (kalp
hastalig1 olanlar1) iyi tahmin edemeyebilir.

Grafik 3.4, hedef degisken (target variable) olan Heart Disease Status
(Kalp Hastalig1 Durumu)'nun dagilimmi gostermektedir.

Target Variable Distribution

8000 +

7000 4

6000

5000 +

count

4000 +

3000 +

2000 +

1000

1.0

Heart Disease Status

Grafik 3. 4. Kalp Hastalig1 Dagilim Grafigi

Grafikte, 0 (saglikli) yaklasik 8000 kisi (%80), 1 (Kalp hastalig1 olan)
yaklasik 2000 kisi (%20) oldugu goriilmektedir. Bu durum modelin 1 sinifini
(hasta) ay1rt etmesini zorlastirabilir.

Bu durumda, modeller: Genellikle ¢ogunluk sinifina (0) daha iyi
tahmin yapar. Hastaligi tahmin etme (1 sinifi) basarist diigiik kalabilir. F1-
score, Precision ve Recall gibi metrikler Accuracy’den daha anlamli hale
gelir.
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from sklearn.model_selection import train_test_split

df_majority = df[df[ Heart Disease Status'] == @]
df_minority = df[df[ 'Heart Disease Status'] == 1

df_minority upsampled = df minority.sample(n=int(len(df majority) * ©.5), replace=True, random state=42)
df_balanced = pd.concat([df_majority, df minority_upsampled])
df_balanced = df balanced.sample(frac=1, random state=42)

X = df_balanced.drop(columns=['Heart Disease Status'])
y = df _balanced[ 'Heart Disease Status’]

X_train, X_test, y train, y_test = train_test_split(X, y, test_size=0.2, random_state=42)

Sekil 3. 15. Veri Cogaltma

Veri setinde agik bir sinif dengesizligi bulunmaktadir; drneklerin cogu
hastalik olmayan (0) sinifina aittir. Bu dengesizlik, modelin ¢ogunluk sinifini
tercih ederek Ogrenmesine yol acabilir ve azinlik smifi (kalp hastalig:
vakalari) i¢in tahmin performansini diistirebilir.

Bu nedenle, pandas kullanarak 1.0 (kalp hastaligi olan) smifi i¢in
manuel olarak upsampling (¢ogaltma) islemi yapilarak, veriyi ¢ogaltarak
dengelenmis oldu. Bu sayede model her iki sinifi esit sekilde 6grenebiliyor,
azinlik sinifi i¢in dogruluk (accuracy), hatirlama (recall) ve F1 skorlarinda
iyilesme saglanmaktadir.

Veri dengesinin saglanmasi ile modelin Onyargidan uzak, daha
giivenilir ve her iki sinifi da etkin sekilde tahmin eden bir hale gelmesi
saglanmistir.

4. SONUC VE TARTISMA

Bu calismada, kalp hastaligr riskinin saglik wverileri kullanilarak
tahmin edilmesine yonelik bir makine o6grenimi modeli gelistirilmistir.
Gelistirilen modeller; lojistik regresyon, karar agaci, destek vektor
makineleri (SVM), k-en yakin komsu (KNN), rastgele orman (Random
Forest) ve naive Bayes algoritmalarini igermektedir. UCI veri seti
kullanilarak  gerceklestirilen analizler sonucunda, farkli modellerin
performanslart dogruluk (%), hassasiyet, 6zgiilliik ve F1 skoru gibi metrikler
yardimiyla karsilastirilmistir. Elde edilen sonuglar, Random Forest agik ara
en iyi model (Accuracy ~%92) olarak bulunmustur. KNN ve Karar Agaci,
iyi alternatif olabilir. Naive Bayes ve Lojistik Regresyon, 6zellikle duyarlilik
acisindan zayif bulunmustur. Random Forest, kalp hastaligi riskini tahmin

+ 179
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etmek icin giliglii bir arac olabilir. Yiiksek dogruluga sahip, kullanim1 kolay
ve doktorlar ile hastalara erken teshis konusunda yardimci olma
potansiyeline sahiptir. Random Forest ve SVM algoritmalarinin diger
yontemlere kiyasla daha yiiksek simniflandirma basarist  sagladigini
gostermigtir. Random Forest modeli, ozellikle degiskenler arasindaki
iligkileri etkili bigimde modelleyebilmesi ve asiri dgrenmeye karst direngli
yapist sayesinde one ¢ikmistir. SVM ise dogrusal olmayan sinirlar1 basarili
bir sekilde modelleyebilmesiyle dikkat ¢ekmistir. Lojistik regresyon ve naive
Bayes modelleri ise yliksek yorumlanabilirlige sahip olmalarina ragmen,
dogruluk orani acisindan daha smirli kalmistir. KNN algoritmasi ise veri
yogunluguna duyarlt yapist nedeniyle belirli durumlarda istikrarsiz
performans sergilemistir.

Modelin agiklanabilirligini artirmak amaciyla yapilan 6zellik 6nem
diizeyi (feature importance) analizlerinde; “yas”, “maksimum kalp atis hiz1”,
“kan basinc1”, “goglis agrist tipi” ve “ST segment depresyonu” gibi
degiskenlerin kalp hastaligi tahmininde 6nemli rol oynadig1 tespit edilmistir.
Bu bulgular, literatiirdeki klinik ¢alismalarla da tutarlidir (Khan vd. 2020;
Detrano vd. 1989). Ayrica, caligmada kullanilan verilerin dengeli dagilima
sahip olmasi, modellerin egitim silirecinde tarafsiz sonuglar elde edilmesine

katki saglamustir.

Ancak calismanin  bazi smirlibklart da  mevecuttur.  Oncelikle,
kullanilan veri seti sinirli sayida ozellik icermekte ve veriler belirli bir
toplulukla simirli kalmaktadir. Gergek diinya verilerinin g¢esitliligi ve
heterojenligi goz oniine alindiginda, modelin genellenebilirligi konusunda
daha kapsamli veri setleri ile testler yapilmasi gerekmektedir. Ayrica, verinin
zamana bagli olmayan yapisi, kalp hastaliginin zaman igerisindeki gelisimini
dikkate almay1 zorlagtirmaktadir. Bu durum, dinamik modellerin (6rnegin,
zaman serisi analizi veya derin 6grenme yontemleri) dahil edilmesini gerekli
kilabilir.

Calismanin sonuglari, klinik karar destek sistemlerinin gelistirilmesi
acisindan umut vericidir. Gelistirilen makine 6grenimi modelleri, hekimlerin
karar alma siire¢lerine yardimci olabilecek risk analiz araglari olarak
kullanilabilir. Ancak bu sistemlerin sahada kullanilabilmesi i¢in sadece
teknik dogruluk degil, ayni1 zamanda etik, yasal ve kullanic1 dostu tasarim
gerekliliklerinin de karsilanmasi 6nemlidir. Ozellikle yapay zeka destekli
sistemlerin  seffafligit ve kararlarin izlenebilirligi, saglik sektdriinde
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giivenilirligin artirtlmas1 agisindan kritik oneme sahiptir (Rajkomar vd.
2019).

Sonug olarak, bu ¢aligma, kalp hastaligi tahmininde makine 6grenimi
algoritmalarinin etkili ve uygulanabilir oldugunu ortaya koymustur. Random
Forest ve SVM gibi modellerin yiiksek basar1 oranlari, gelecekte bu tiir
yaklagimlarin hastalik onleme ve erken tani silireclerinde daha aktif
kullanilabilecegine isaret etmektedir. Ancak bu potansiyelin tam anlamiyla
hayata gegirilebilmesi i¢in genis kapsamli, cok merkezli ve gergek zamanli
veri analizlerine dayanan ileri caligmalar gerekmektedir.
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