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ENTRANCE

Land plays a role as a material, elemental, and spatial carrier for the 
socio-economic activities of human society (Esina, 2009; Long, 2014; Li 
& Li, 2017; Long & Qu, 2018; Qu and Long, 2018; Long et al., 2019). In 
this context, the economic and social development processes of rural areas 
are built on three basic factors: population, land (land use and natural 
resources) and industry (production and economic activities) (Ge et al., 
2018a; Long et al., 2018; Tu and Long, 2017). These factors are considered 
as the basic elements that shape the dynamics of rural development and 
play a key role in ensuring the sustainability of rural life (Ge et al., 2018b). 

In terms of restructuring rural areas and achieving sustainable 
development goals, coordination of human-land relations is of critical 
importance (Toklu, 2010; Albaladejo et al., 2021). 2030 In this context, 
land consolidation, beyond being just a regulatory tool, fulfills many vital 
functions compatible with the multidimensional goals of rural revitalization. 
Land consolidation practices undertake a wide range of strategic roles such 
as ensuring food security in rural areas, improving the living environment, 
encouraging intensive and scientific use of resources, and coordinating 
rural development (Li et al., 2017; Long et al., 2010; Long, 2014; Long 
and Tu, 2018). This process also functions as a mechanism for eliminating 
economic, social and environmental imbalances in rural areas. Effective 
implementation of land consolidation allows increasing agricultural 
production efficiency, optimizing land use patterns and redesigning the 
spatial order of rural areas (Long et al, 2012). Thus, it becomes possible 
to manage the natural and human resources of rural areas in a sustainable 
manner, while significant progress is being made in achieving the multiple 
goals of rural development. Therefore, land consolidation emerges as 
both a strategic component of rural development and a fundamental tool 
supporting the sustainability of this development. 

The concept of land consolidation first emerged in Germany in 1343 
(Demetriou et al., 2012; Kocur-Bera et al., 2023). Until the 17th century, 
it was implemented to increase agricultural production by combining 
scattered parcels (Van Dijk, 2007). In the 18th and 19th centuries, with the 
influence of the industrial revolution, it was aimed to intensify agricultural 
production in England, establish large agricultural enterprises and increase 
productivity, but it caused enterprises with small parcels to lose their land. 
This process brought about modernization in agriculture and increased 
production (Humphries, 1990; Allen, 1992). In the 20th century, with 
the widespread use of consolidation projects, agricultural machinery, 
and irrigation systems, agricultural productivity gained importance. In 
the post-World War II period, state-supported programs were used to 
consolidate fragmented lands in European countries (Van Dijk, 2007). 
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Successful projects were produced to increase agricultural productivity 
through consolidation in countries such as the Netherlands, Germany, and 
Denmark (Demetriou, 2013). In the 20th century, consolidation projects 
began to take into account not only economic but also environmental 
and social factors (Vitikainen, 2004; Jürgenson, 2016). They were 
integrated with rural development and agricultural reform, especially 
in developing countries (Zhou et al., 2020). Countries with an economy 
based on agriculture aimed to solve both economic and social problems 
with consolidation efforts (Uzun and Yomralıoğlu, 2005; Karaman and 
Gokalp, 2018). Today, land consolidation projects are addressed within the 
framework of environmental sustainability, water resource management 
and digitalization in agriculture (Ercan, 2024; Robinson, 2024). More 
efficient planning is made by using Geographic Information Systems and 
satellite technologies (Köseoğlu and Gündoğdu, 2004; Guo et al., 2020). 
Historically, land consolidation projects have shifted from economic 
efficiency to environmental and social sustainability. While initially carried 
out to increase agricultural production, today they have evolved into a 
multidimensional structure such as rural development, natural resource 
management and adaptation to modern technologies. They have been 
shaped in line with different purposes depending on economic, political 
and technological developments. 

MATERIAL METHOD

In this study, numerical and attribute data, which are the basis of 
registration, belonging to the Gölyaka neighborhood land consolidation 
study included in the Isparta Yenişarbademli Şehit Hüseyin Gökhan Eriç 
Dam Irrigation Land Consolidation and In-Farm Development Services 
Project were used (Figure 1). 4 neighborhoods and approximately 2300 
hectares of land were included in the arrangement in the project area. The 
data belonging to the project area were obtained from Adalya Engineering 
Consultancy Services Construction Real Estate Limited Company. LiCAD, 
LiTOP 7, ArcMap 10.5, and NetCAD 8.5 software were used in the analysis, 
calculations, and creation of thematic maps within the scope of the study. 
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Figure 1. Gölyaka Neighborhood Location Map

Within the scope of the study, the pre-consolidation and post-
consolidation status of the Gölyaka Neighborhood was evaluated. The 
distribution of parcels according to their sizes, the geometric shapes of the 
parcels, and the direct utilization rates from the transportation network 
were examined. Within the scope of the regulation, the interruption rate 
due to newly opened roads, irrigation, and drainage systems, as well as the 
consolidation rate, which is among the success criteria of the project, were 
calculated.

FINDINGS

There are a total of 1266 businesses within the scope of the Gölyaka 
Neighborhood consolidation project. Before the project, a total of 529.80 
hectares of the parcel area, 3731 parcels, and the average parcel size of these 
parcels were calculated as 1.42 decares. After the project, a total of 493.73 
hectares of the parcel area, 1915 parcels, and the average parcel size of these 
parcels were calculated as 2.58 decares (Table 1). 

Table 1. Gölyaka Neighborhood Project Summary

  Before the Project After the Project

Parcel Area (ha) 529.80 493.73

Number of Parcels 3731 1915

Average Parcel Size (da) 1.42 2.58

The general situation map of the Gölyaka Neighborhood is given in 
Figure 2. The parcels are small in area and are numerous. Since there are 
many parcels that are excluded from consolidation among the parcels, the 
general situation map was created in two sections (Figures 2-3-4). As can 
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be seen in situation map number 1 of the project area shown in Figure 3, 
the parcels are not suitable for agricultural mechanization because they are 
long and thin.

Figure 2. General Situation Map of Gölyaka District Before Consolidation
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Figure 3. Gölyaka District Number 1 Pre-Consolidation Situation Map
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Figure 4. Gölyaka District Number 2 Pre-Consolidation Situation Map

The general situation map of Gölyaka District after the consolidation 
is shown in Figure 5. When compared with the situation map before 
consolidation, the changes in the shape and size of the parcels can be 
noticed on the maps (Figures 5-6-7). It is seen that the parcels, which were 
thin and long before consolidation, were formed more uniformly after 
consolidation (Figure 6).
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Figure 5. Gölyaka Mahallesi 1 Numaralı Bölge Toplulaştırma Sonrası Durum 
Haritası
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Figure 6. Gölyaka Mahallesi 1 Numaralı Bölge Toplulaştırma Sonrası Durum 
Haritası
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Figure 7. Gölyaka Mahallesi 2 Numaralı Bölge Toplulaştırma Sonrası Durum 
Haritası

When the distribution of parcels in the project area according to 
parcel sizes is examined, the areal density of the parcels before and after the 
project is in the range of 0-5 decares (Table 2). Increases were detected in 



International Research and Evaluations in the Field of Engineering 11

the average size of the parcels’ area groups. It is predicted that the increase 
in the average parcel size will increase agricultural production efficiency. 

Table 2. Distribution According to Gölyaka Neighborhood Parcel Sizes 

  Before Consolidation After Consolidation

Parcel 
Groups 
(Da)

Number 
of 

parcels
% Average Plot 

Size (Da)
Number 

of parcels %
Average 
Plot Size 

(Da)
0 - 5 3670 98.37 1.25 1770 92.43 1.92
6 - 10 44 1.18 7.42 118 6.16 7.84
11 - 20 11 0.29 16.19 14 0.73 14.74
21 - 50 5 0.13 26.93 12 0.63 29.13
51 - 100 1 0.03 58.88 1 0.05 58.38
Total 3731 100.00 1.42 1915 100.00 2.58

While parcel geometry is among the criteria affecting agricultural 
mechanization, the appropriate parcel geometry for agricultural 
production should be rectangular, with an aspect ratio between 1/3 and 
1/7. The most appropriate geometric shape for agricultural production 
is rectangular. In the order of parcel shape suitability, square, trapezoid, 
amorphous, and triangular took their place in the literature after rectangle. 
(Acar and Akdeniz, 2023). In the parcel shape analysis conducted in the 
study area, it is seen that the number of rectangular parcels increased from 
approximately 33% to 39%, an increase of 6%. The number of trapezoidal 
parcels increased by 1%. The number of triangular parcels decreased by 
5%, and the number of square-shaped parcels decreased by 1%. When the 
number of amorphous parcels was evaluated before and after the project, it 
was determined to decrease by a small amount (Table 3).

Table 3. Gölyaka Neighborhood Parcel Shapes 

Parcel Shape
Before Project After Project

Pieces % Pieces %

Triangle 308 8.26 50 2.61 

Square 121 3.24 32 1.67 

Rectangle 1216 32.59 755 39.43 

Trapezoid 1602 42.94 841 43.92 

Shapeless 484 12.97 237 12.38 

Total 3731 100.00 1915 100.00
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The transportation network must be sufficient for the machines used 
in agricultural production to be used optimally (Acar & Bengin, 2018). 
One thousand eight hundred sixty-five parcels were excluded from the 
arrangement in the project area. Of the parcels included in the arrangement 
within the scope of consolidation, 1816 parcels do not have direct frontage 
to the road transportation network. One thousand nine hundred fifteen 
parcels directly benefit from the transportation network (Figures 8-9-
10). When considered proportionally, approximately 49% of the parcels 
included in the arrangement do not have frontage to the transportation 
network and, therefore, provide transportation through the parcels that 
directly benefit from the transportation network. All of the parcels included 
in the arrangement after consolidation were planned so that they could 
directly benefit from the transportation network.
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Figure 8. Gölyaka District Transportation Network General Situation Map
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Figure 9. Gölyaka District Number 1 Transportation Network Map 
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Figure 10. Gölyaka District Number 2 Transportation Network Map 

Inland consolidation projects, a proportional deduction is made from 
all parcels subject to regulation to provide space for common facilities 
(such as newly opened roads and irrigation systems) established within the 



International Research and Evaluations in the Field of Engineering16

project’s scope. The consolidation legislation stipulates that up to 10% of the 
deduction rate can be made free of charge (Acar, 2023). The deduction rate 
within the scope of the regulation made in the study area was calculated 
as 6.91%, and this rate was deducted from all parcels included in the 
regulation. 

The consolidation rate is used to evaluate the success criterion of 
consolidation projects. In the project area, 3731 parcels were included in 
the regulation before and completed with 1915 parcels after the regulation. 
A consolidation rate of 48.67% was reached in the project area, and 
registration procedures were carried out.

CONCLUSION

Land consolidation projects allow spatial changes on a parcel basis 
in agricultural production areas. Along with the locations of the parcels, 
arrangements are also made in their shapes and sizes. Geometric shapes 
in agricultural areas are considered an adequate criterion in production 
costs from plowing to harvesting operations. It is known that the parcel 
geometry, being in the most ideal shape for agricultural production, 
minimizes labor and fuel costs. The strong transportation network of 
agricultural production areas contributes to minimizing areal losses and 
ensuring social peace. In agricultural areas with insufficient transportation 
networks, transportation is provided through other parcels, and 
sometimes, this situation can cause hostility between farmers. In this 
context, it is important to evaluate consolidation projects’ contribution 
to agricultural production and conduct post-project research. In the 
study area, there has been an increase in the number of rectangular and 
trapezoidal parcels.

In contrast, the geometric shapes of the parcels have decreased 
compared to the pre-project period. The rectangular shape has the highest 
increase and is the most suitable shape for agricultural production. At the 
same time, the change in the project area has shown a slight tendency in 
this direction. The failure to fully correct the parcel geometry is due to the 
distorted geometric structure of the neighborhood outer borders, the fixed 
facilities on the land of the owners, and the road and irrigation systems 
not being constructed linearly. In the studies carried out, border correction 
for the outer border of the project area will contribute significantly to the 
correction of parcel geometries.

A consolidation rate of 48.67% was achieved in the project carried out 
in the Gölyaka neighborhood. Scattered and fragmented lands belonging to 
the same enterprise were combined, showing its effect in geometric shapes. 
The average parcel size in the project area increased from 1.42 decares to 
2.58 decares; approximately 82% was achieved. By bringing the parcels 
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together, the total parcel border length is reduced, and the usable area for 
agricultural production is increased.

As a result of the analyses made, we can say that the Gölyaka land 
consolidation and in-field development services project is successful. It 
is foreseen that positive benefits will be provided when the pre-project 
and post-project situations are compared with the arrangement made. 
Although the contribution of consolidation projects to the reduction 
of agricultural production costs is seen immediately, the benefit to be 
provided in production efficiency may take some time. Providing more 
detailed information to farmers in the project area during the interview 
phase and explaining in more detail the benefits and opportunities that 
consolidation efforts will provide to farmers will contribute to increasing 
the project success rate.
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Materials that can change from molten state to solid state without 
turning into a crystal structure, have high viscosity, are brittle and 
amorphous are called glass (Vogel, 1985; Shelby, 2005; Rao, 2002). Glass is 
a fluid material formed by the dissolution of alkali and alkaline earth metal 
oxides and some other metal oxides that have been cooled suddenly, and its 
main substance is silicon (SiO2) (Richet, 2021). Silicon material is irregular 
in structure and contains crystals smaller than 0.1 µm, as well as short-
range (short distance) regular structures can be observed in its structure. 
The microstructure arrangements of the glasses are given in Figure 1. Blue 
colored atoms represent silicon and red colored atoms represent oxygen. 

Figure 1 a) Crystal and b) Amorphous structure of SiO2

While the specific gravity of glass varies between 2.2-7.2 g/cm3 
depending on its chemical composition, the density values ​​of window and 
bottle glass in general use are between 2.3-2.6 g/cm3 (Taha et al., 2021). 
Thermal expansion is an important property in determining the resistance 
of glass to heat-temperature shocks and the stresses that occur in glass 
between heating and cooling. Thermal expansion, mechanical strength, 
the dimensions of the glass and the spread of heat in the glass all affect the 
resistance of the glass to heat. Since thermal resistance is a test method for 
showing deviations from the normal manufacturing processes of a glass, 
it is a widely used process control method (Zhao et al., 2023). The thermal 
conductivity of glass generally increases depending on the proportion 
of soda, potassium and lead oxide mixtures present in its chemical 
composition. The heat capacity of glass increases as the temperature of the 
glass increases. Just as the heat capacity of each type of glass at different 
temperatures is different, the changes in the heat capacity of glass with 
temperature may also vary. Glass is a material that has been used in different 
areas historically and has continuously developed with the advancement of 
technology. Since glass contains different types of materials, it has gained 
more functional properties beyond the basic properties of these materials. 
In this way, both the physical and chemical properties of the glass have 
improved, making them more resistant to external factors (heat, light, 
harmful rays, pressure) (Karasu and Sarıcaoğlu, 2018). Glass solidifies 
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while preserving its amorphous structure. During production, due to rapid 
cooling, an amorphous structure is formed instead of a crystal structure. 
This structure gives the glass its strength and transparency.

Glasses are divided into 2 according to their chemical composition 
and usage areas.

According to chemical components;

Oxide Glasses,

Metallic Glasses,

Halogen Glasses,

Borosilicate Glasses,

Lead Glasses,

Chalcogen Glasses,

Silica Glasses,

Nitrate, Sulfate and Hydrogen Bonded Glasses,

According to areas of use;

Window Glass,

Optical Glass.

90% of the glass produced in the world is soda ash glass. It can be 
easily melted, it is cheap but it can be used everywhere except for thermal 
shock resistance and chemical stability. It is used in the production of 
materials such as normal electric bulbs, fluorescent bulbs, window glass. It 
has 5% CaO in its structure. Roughly, its content is Na2O·CaO·6SiO2, and 
by adding Al2O3, MgO, BaO, K2O, the melting point is reduced, viscosity is 
adjusted, strength is increased, and coloring is achieved (Lee, 2021). When 
PbO replaces lime in soda ash glass, lead glass is obtained. It contains 80% 
lead oxide in its structure, sometimes more. Lead oxide lowers the melting 
point of the glass and lowers the softening point below that of CaO glasses. 
It also provides the glass with the ability to be easily processed, reflect 
and spread light. Glass types in which the amount of lead oxide exceeds 
80% are used to protect against sunlight. Since it is a very expensive glass, 
barium oxide glasses are used (Schmitz, 1991; Schaeffer, 1995).

Borosilicate glasses have a high softening point. However, they have a 
large coefficient of expansion, which provides great resistance to thermal 
shock, very good resistance to water and acids, and superior electrical 
properties. For these reasons, they are used as laboratory (technical) glass. 
Kitchenware and large-sized astronomical mirrors are made. Pure borate 
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glasses are of very limited and low technical importance. The melting 
temperature of borosilcate glasses is between 800-900 °C (Szumera et al., 
2022).

Aluminosilicate glass contains more than 20% alumina, a small 
amount of boron, some lime and magnesia and very little alkali. However, 
when there is no alkali, it becomes difficult to melt and process the glass. It 
is used in the production of thermometers, combustion tubes, and all kinds 
of parts that will come into direct contact with the flame due to its high 
softening point and low dilatation coefficient. Its chemical components 
are 54% SiO2; 14% Al2O3; 23% RO and 8% B2O3. Aluminosilicate glasses 
have a low expansion coefficient and high exchange heat. It also offers high 
strength and low conductivity properties (Brady et al., 2002).

Silica glass is obtained by melting very pure quartz sand without 
a solvent. The production and shaping of this glass occurs at very high 
temperatures (1750 ˚C). Therefore, the shapes and dimensions of the 
materials to be produced must be limited. It has positive features such as a 
low coefficient of expansion, a very high softening point and very good UV 
light permeability. Its dielectric properties are also good. However, due to 
its high cost, its applications in electrotechnics are limited. It is the glass 
with the highest resistance to thermal shocks.

Phosphate glasses have very low chemical resistance. Therefore, they 
are manufactured and used for special purposes. These are heat-protective 
and colored glasses. Glass is obtained only from P2O5. As in silicate glasses, 
they have high light refraction properties. They are used as laser glass 
(Brow, 2000).

The internal structure of the glass consists of a complex silicate 
structure, and the basic components of this structure include SiO2 (silicon 
dioxide), CaO (calcium oxide) and Na2O (sodium oxide). In addition, 
different components such as boron oxide, aluminum oxide, zinc oxide, 
lead oxide can be added to improve or change some of the properties of 
the glass (Esin, 1981).The oxides found in glass can be classified into three 
main categories according to their functions: vitrifiers, network modifiers 
and intermediate oxides (Amstock, 1997).

Vitrifiers are oxides that provide the formation of amorphous 
structure. Glass formers are the substances that form the basic structure 
of any glass. Generally known as a good glass former is SiO2. Silica atom 
is connected to 4 oxygen atoms. Oxygen atom acts as a bridge between 
silica atoms. Silica atom forms an irregular network when cooled. It is a 
supercooled liquid that becomes solid with cooling. In addition to SiO2, 
which is a glass former, boron oxide (B2O3) is also an important glass 
former. B2O3 is rarely used alone; when used with SiO2, it reduces light, 
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refraction and expansion, while also increasing chemical resistance. 
Oxides such as P2O5, As2O5 and GeO2 are also used as glass formers; they 
are generally not preferred in the production of glasses produced in large 
volumes (Shankhwar et al., 2016).

Intermediate Oxides are components that are added to the existing 
chain but do not form a new chain. These oxides are added to the mixture 
to improve the structure of the glass, but they do not change the structure 
of the chain. The components used as intermediate oxides are Na2O, K2O, 
CaO, MgO and BaO. When Na2O is added to SiO2, a chemical reaction 
occurs between these two substances. The dominant feature of Na2O here 
is that it is a melter and it reduces the melting temperature of the mixture, 
allowing the silica to become fluid at a much lower temperature. With the 
increase in Na2O, the melting temperature can fall below 1000°C (Qi et. Al., 
2016). When the crystal structure is examined, a hollow structure is seen. 
Other modifying components can adapt to these hollow spaces within the 
glassy structure. Another known modifying substance is CaO. When it 
is desired to increase the resistance of the glass against chemical effects, 
CaO (lime) is added. Thus, lime gives the glass an indestructible feature. 
Although MgO is a substance that increases the durability of the glass; it is 
not as effective as CaO. Other modifying oxides are; K2O, Li2O and ZnO. 
Of these oxides; K2O and Li2O; are oxides that have melting properties like 
Na2O and are preferred instead of Na2O. ZnO; is a substance that provides 
a stable structure to the glass by acting similarly to MgO and CaO.

Oxides such as Al2O3 (alumina), TiO2, ZrO2, PbO are examples of the 
intermediate group. The function of intermediate oxides is to reduce the 
tendency of the glass to crystallize and increase its durability. These oxides 
participate in the atomic network structure of the glass as a glass former. 
Intermediate oxides are used to increase the processability of the glass and 
to provide the glass with the necessary qualities for some application areas.

Network Modifiers are compounds that break the structure of the 
glass, reduce its viscosity, and provide chemical, optical and economic 
advantages. These oxides make the glass easier to process and play an 
important role in the production of glass. Al2O3, TiO2, ZnO, PbO and BeO 
oxides are used as network modifiers (Hazra, 2013). These substances act 
as both glass formers and modifiers, affecting the properties of the glass 
and enriching the atomic network structure of the glass.

Each oxide determines the properties of the glass, enabling the 
production of suitable glass types for different purposes, and the chemical 
compositions of glasses commonly used in industry are given in Table 1.
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Table 1. Chemical compositions of some glasses.

Glass Type Percentage (%)
SiO2 Na2O K2O CaO MgO BaO PbO B2O3 Al2O3

Fused silicate 
glass

99.5+

96% silicate glass 96.3 <0.2 <0.2 2.9 0.4
Window glass 71-73 14-15 8-10 1.5-

3.5
0.5-1.5

Flat glass 71-73 12-14 10-12 1-4 0.5-1.5
Glass containers 70-73 13-16 

(Na2O+K2O)
10-13 
(CaO+MgO)

1.5-2.5

Bulb glass 73.6 16 0.6 5.2 3.6 1
Leaded glass―
electrical

63 7.6 6 0.3 0.2 21 0.2 0.6

Leaded glass―
high lead 
content

35 7.2 58

Alumino-
borosilicate glass

74.7 6.4 0.5 0.9 2.2 9.6 5.6

Borosilicate 
glass―low 
expansion

80.5 3.8 0.4 12.9 2.2

Borosilicate 
glass―low 
electrical loss

70 0.5 0.1 0.2 28 1.1

Borosilicate 
glass―tungsten 
seal

67.3 4.6 1 0.2 24.6 1.7

Aluminosilicate 
glass

57 1 5.5 12 4 20.5

In glass production, glass cullet is also used in addition to glass raw 
materials. There are two sources of glass cullet; the first is broken glass 
formed in the enterprises, the second is foreign glass cullet (Pavlushkina 
and Kisilenko, 2011). It is more appropriate to use glass cullet in the 
production of the same type of glass. If this is not possible, the cullets can 
be evaluated by making a suitable blend. For example, white glass can be 
obtained without mixing colored glass with white colored kitchenware 
glass, bottles, window glass cullets. Glass cullet helps melting. As the glass 
cullet ratio increases, the melting time decreases.

Chemical properties of glass

It is known that most glasses are chemically quite resistant. For this 
reason, glasses are widely used to protect chemicals, medicines and food. 



27International Research and Evaluations in the Field of Engineering

Window glass and bottles can also withstand the effects of weather for 
many years. Silica, the main substance of glass, has a very low solubility 
in water and acid, but it is damaged by alkaline mixtures and phosphoric 
acid at high temperatures and by dehydrofluoric acid at all temperature 
levels. If the glass is produced only from silica and alkali oxides (Na2O 
and K2O), there is a danger of solubility in water and it is called water 
glass and its area of ​​use is very limited. In this type of glass, alkali oxides 
can be removed from the surface by acids, which causes a porous silica 
structure to remain on the surface. Oxides such as CaO, MgO and Al2O3 
are mandatory compounds in the mixture to make the glass more resistant 
to chemical effects (Mantell ve diğ., 1958).

Physical properties of glass

One of the most important factors in the shaping of glass is viscosity. 
Viscosity is a property that varies depending on the chemical properties 
of the glass as well as the production temperature of the glass. Shaping 
of glass is a chain of successive processes. It is important that the glass 
has the desired viscosity at the beginning and end of each process and 
that it has a high viscosity that can maintain the given shape at the end of 
the processes. Another important factor in the shaping of glass is surface 
tension. This property affects the glass’s ability to enter and fill very fine 
pores.

Mechanical properties of glass

The strength of glass is highly dependent on the defects that may 
be present on its surface. The maximum tensile strength that glass can 
theoretically withstand can reach 3000 N/mm2 when tested on freshly 
produced glass fibers, free of any defects. However, the tensile strength 
that manufactured glass can have in practice is found as a result of bending 
tests and corresponds to values ​​between 20 and 200 N/mm2 depending 
on the condition of its surface. The strength reaches its highest value 
immediately after production and as the age of the glass increases, the 
strength decreases as surface defects increase due to chemical effects or 
abrasion. Therefore, old glass is more prone to breakage and is more difficult 
to cut (Taylor, 1983). Glass is an elastic material at normal temperatures. 
It breaks without plastic deformation, in other words, it is brittle. Another 
point that draws attention in the response of glass to external loads is that 
even when a compressive load is applied, the breaking of the glass is due to 
the tensile component of the stress. Therefore, the behavior of glass under 
external loads is expressed by its tensile strength (Mantell ve diğ., 1958). 
The compressive strength of glass varies between 500-900 MPa, and the 
elasticity modulus varies between 4.5-10 GPa. The Poisson ratio is 0.22. 
It is also known that glass is quite vulnerable to impact (Baradan, 2003).
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Electrical properties of glass

In glass, the electrons in the outer orbits of the atoms are restricted 
by strong bonds and there are no free electrons as in metals, which causes 
glasses, unlike metals, to be unable to conduct electric current. Therefore, 
glasses have high electrical resistance and are also used as insulators in 
practice. On the other hand, glass is actually a liquid and a large portion 
of glass contains metallic ions (such as Na+) that can carry current when 
free. In other words, glass is an insulator only if its viscosity is high enough 
to keep the metallic ions attached. As a result, as the viscosity of the 
glass decreases, in other words, as its temperature increases, its electrical 
resistance decreases. At sufficiently high temperatures, glass can carry a 
considerable amount of electrical current. As a result of this situation, it 
is possible to heat the glass by passing current through molten glass. In 
cases where it is necessary to avoid contamination from fuel, such as in the 
production of very high quality optical glass, the melting of the materials 
forming the glass can also be carried out electrically. Borosilicate glass is 
widely used in electrical products in particular. For example, borosilicate 
sealing glass is used in the coating of different metals in incandescent 
lamps and electronic tubes. In addition, although soda-lime glass is used 
in classic bulbs, low-expansion borosilicate glass is preferred in cases where 
electrical power will increase or the lamp will be exposed to environmental 
effects in the open area (Amstock, 1997).

Optical properties of glass

The optical properties of glass are affected by factors such as refractive 
index, reflectance, light transmittance and chemical composition, and 
these elements determine the use and performance of the glass.

The refractive index of glass affects the speed of light in the glass and 
usually ranges between 1.45 and 1.90. This property determines how much 
light is refracted as it hits the glass surface. Reflectance varies depending 
on the condition of the glass surface, the wavelength of the light, and the 
angle at which it is incident. Silicate glass reflects an average of 4%, and 
completely clear glass transmits 92% of the incident light. Reflection losses 
can be reduced by adding special coatings to the glass surface.

The light transmittance of glass describes the ability of glass to transmit 
light and varies with wavelength. The color of the glass can affect this 
transmittance. In addition, the chemical composition of the glass can limit 
the passage of light, especially short wavelengths. The light transmittance of 
glass can be narrowed or widened by changes in its chemical composition.

The chemical composition of glass directly affects the quality of 
glass. Although chemical analysis can help determine the qualitative and 
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quantitative properties of glass, these processes can be expensive and 
time-consuming. Therefore, quality control in glass production is usually 
done by measuring and observing the physical properties of the glass. 
The quality of glass varies depending on both its optical properties and 
its chemical composition (Borchardt and Sowa, 2002; Engelleitner, 1978).

All of these properties determine the suitability of glass for various 
applications. For example, the high light transmittance of glass makes 
it preferred in applications such as optical glass and windows, while 
improving its reflective properties is important to meet energy efficiency 
requirements.
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1.	 Introduction

Porous materials with high surface area have always been of great 
importance for industrial processes (Li et al. 1999). Over the past 30 
years, various advanced porous materials composed of organic and 
inorganic materials, such as zeolites, porous organic polymers, covalent 
organic frameworks (COFs), supramolecular frameworks, and metal 
organic frameworks (MOFs), have been widely used in many scientific 
and technological fields. Among them, MOFs have always attracted the 
attention of scientists for use in various fields due to their distinctive 
characteristics such as structural tunability, high specific surface area and 
highly ordered pore structures (Ma et al. 2022).

As of 2016, there are 123,500 MOF structures that may also be termed 
Coordination Polymers or Networks (almost 10% of all compounds 
registered in the database based on version 5.45) reported to the Cambridge 
Structural Database (“Case,” n.d.). Although similar materials have been 
reported before, pioneering studies on MOFs first appeared in the 90s of 
the last century, and this major scientific breakthrough occurred with the 
synthesis of MOF-5 ([Zn4O(BDC)3]n), which had the highest surface area 
among the porous materials at that time, with 3000 m2 g-1, by Yaghi and 
colleagues in 1999 (Figure 1). This work is considered the starting point for 
MOFs, also known as porous coordination polymers (Bieniek et al. 2021).

Figure 1. MOF-5 (Yaghi, Kalmutzki, and Diercks 2019).

2.	 Properties of MOFs

To form the structure of MOFs, metal ions or metal clusters self-
assemble with organic ligands via coordination bonds and form one, two 



35International Research and Evaluations in the Field of Engineering

or three-dimensional, highly crystalline complex structures (Figure 2) 
(Silva et al. 2015). Several types of bonds such as electrostatic interactions, 
hydrogen bonding, metal coordination and π-π stacking can be observed 
in a MOF crystal (Carne et al. 2011). A wide variety of metal centers and 
organic linkers can be used to synthesize MOFs under different synthetic 
conditions, resulting in a unique structural diversity. Here, the type of 
metal centers and the length, geometry and functional groups of organic 
linkers are the most important factors determining the structure and 
properties of MOFs (Mallakpour, Nikkhoo, and Hussain 2022).

Figure 2. Schematic representation of MOF geometries and SEM image of a 3D 
MOF structure synthesized with potassium as metal ion and β‑cyclodextrin as 

ligand.

Metal ions play an important role in controlling the properties, pores 
and structures of MOFs. The use of different metal ions can change the 
bonding patterns of the structural units, while the different coordination 
geometries of the metal ions can lead to various network structures. 
While transition metals such as Zn, Cu, Fe, Cr, Co, Ni, V, Sc, Y are the 
most commonly used elements in the metal nodes forming MOFs; alkali 
metals such as Li, Na, K; alkaline earth metals such as Mg, Ca, Sr, Ba, Ra; 
chemically weak metals such as Al, Sn and rare earth elements such as 
lanthanides are also frequently used in MOF synthesis (Mete 2021; Song 
et al. 2019).

Organic ligands, also known as organic linkers, play an important role 
in MOF synthesis. The chemical reactivity and physical properties of organic 
ligands are one of the main elements that determine the functionality of a 
MOF (Chen et al. 2014). The use of different ligands affects the morphology 
of MOFs, controlling the distance between metal ions and the size of the 
crystal structure. O-donors such as phosphonates, carboxylates, sulfonates 
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and N-donors such as pyrazines, pyridines, imidazoles, terephthalates are 
the most commonly used ligand classes (Mete 2021).

MOFs are famous for their flexibility in gaining functionality 
according to the determined purpose by using a suitable ligand and metal 
ion/cluster. The most important feature that provides the functionality of 
MOFs is that they allow a wide variety of structures to be obtained by 
changing or modifying their building blocks. Many studies have shown us 
that there are many synthetic strategies to adjust the chemistry, stability, 
flexibility and dimensions of these structures. In addition, it is possible to 
change the surface chemistry of MOFs by controlling their crystallographic 
phases, crystal sizes and morphologies. The tunability of such properties 
is one of the strongest reasons why MOFs can be used in many different 
applications (Baumann et al. 2019).

In order for MOF structures to be formed, organic ligands must 
have two or more functional sites available for binding. Recently 
developed multifunctional MOFs can easily accommodate more than one 
functional site on their pore surfaces (Jiao et al. 2019). MOFs can also be 
functionalized by adding functional groups to their building blocks. This 
functionalization process is carried out using two different methods: “pre-
synthesis modification” and “post-synthesis modification.” (Figure 3). In 
the pre-synthesis modification method, functional groups are attached 
to the ligands before the MOF structure is formed; in the post-synthesis 
modification method, functional groups are attached to the structure after 
the MOF structure is obtained (Şimşek 2021).

Figure 3. Functionalization of MOFs.
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The biggest disadvantage of the pre-synthesis modification method 
is that it is very difficult to ensure that the functional groups attached to 
the structure are compatible with the coordination sites and to ensure 
structural stability. In the post-synthesis modification method, the 
controllability of the functionalization process performed using different 
functional groups is quite advantageous compared to the pre-synthesis 
method (Jiang et al. 2021).

The most prominent features of MOFs are their extreme porosity and 
large specific surface area (Baumann et al. 2019). These features, which 
can be easily adjusted by changing organic ligands and metal centers, 
determine the applications in which MOFs can be used. With a theoretical 
value of ∼14,600 m2 g-1, MOFs are unmatched in terms of accessible 
specific surface areas (Farha et al. 2012). However, it is not very possible 
to reach the theoretically calculated surface area and pore volume limits 
experimentally (Hönicke et al. 2018).

Due to their hybrid inorganic-organic structure, MOFs have many 
attractive properties that are completely absent in either inorganic or 
organic systems alone. For example, these structures can exhibit higher 
thermal stability than organic polymers while simultaneously possessing 
levels of mechanical flexibility that are very difficult to achieve for inorganic 
materials. Traditional metrics that determine mechanical properties such 
as Young’s modulus and hardness have shown that MOFs have a design 
diversity that spans the boundaries of both “soft” and “hard” materials. 
Their extremely strong hybrid nature combined with their permanent 
porosity make MOFs very attractive materials in terms of their application 
areas (Burtch et al. 2018).

In general, MOFs exhibit more complex mechanical properties 
compared to traditional inorganic materials such as zeolites. Their 
chemical interactions, ranging from strong coordination bonds to 
weaker dispersion forces and hydrogen bonding interactions, can result 
in significant structural changes in response to temperature, hydrostatic 
pressure, or uniaxial stress. For example, some MOFs may undergo 
reversible or irreversible amorphization when subjected to mechanical 
stress, while others may exhibit severe compression or phase transitions 
associated with dramatic bond changes (Li, Henke, and Cheetham 2014).

In addition to all these unique properties, MOFs can be synthesized 
by a variety of methods. Each method has its own advantages and 
disadvantages. MOF synthesis methods are examined under nine main 
headings in this chapter.
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3.	 Synthesis Methods of MOFs

Due to their functional and structural properties, MOFs are considered 
to be very important porous compounds today. These structures are formed 
by the combination of metal ions or ion clusters and organic binders that 
act as a bridge between them. Undoubtedly, the most important criterion 
in the final structure and properties of MOFs is the selected ligand and ion 
type. However, along with many other parameters such as temperature, 
reaction time, pressure, pH and the type of solvent used, the applied 
synthesis method is also of great importance. These methods used in MOF 
synthesis are grouped under nine main headings, which can be listed as; 
vapor diffusion method, solvothermal method, electrochemical method, 
mechanochemical method, sonochemical method, microwave-assisted 
method, ionic liquid method, microfluidic method and dry gel method 
(Dey et al. 2014; Safaei et al. 2019).

Vapor diffusion method

The vapor diffusion method is a simple chemical technique used for 
MOF synthesis. Compared to other conventional methods used for MOF 
synthesis, the vapor diffusion method is a cost-effective and easy-to-
apply method due to the fact that the synthesis can be carried out at room 
temperature and low ambient pressure (Han et al. 2018). This method, 
which allows easy control of reaction parameters, also has a very high 
crystal yield (Rajkumar et al. 2019). 

In this method, the solution containing organic compounds and metal 
salts is usually placed in an open‑mouthed glass tube or container and the 
substances are expected to dissolve completely. Then, this tube is placed 
vertically in the middle of a large bottle containing a volatile solvent and 
the mouth of the bottle is tightly closed. The evaporated organic solvent 
begins to create vapor pressure on the solution containing the ligand and 
metal salts. This pressure allows the nucleation of crystalline materials 
in the solution and MOFs are formed over time (Qin et al. 2015). Chen 
et al. (2016) reported in their study that the Zn(INA)₂(H₂O)₄ complex 
synthesized by vapor diffusion method achieved rapid crystal growth at 
low temperature and without energy input thanks to kinetically controlled 
ammonia diffusion. It was also stated that three-dimensional Zn(INA)₂ 
MOFs exhibited superior properties than other MOFs in terms of ammonia 
adsorption capacity and structural stability. In another study, Zhang et al. 
(2023) aimed to develop a recyclable adsorbent that can adsorb dye and 
heavy metal pollutants in wastewater. For this purpose, they synthesized 
citric acid modified β-cyclodextrin metal-organic structure (CA-β-CD-
MOF) by vapor diffusion method and showed that this structure exhibited 
high adsorption capacity for Congo red dye and copper ions (Cu²⁺).
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Solvothermal method

Solvothermal reactions are carried out under pressure conditions 
above the boiling point of the solvent, in closed vessels and without any 
external intervention. Many starting materials involved in the reaction 
can undergo unexpected chemical changes, leading to nano-scale 
morphologies that are generally unattainable through traditional methods. 
High-boiling organic solvents are often used for solvothermal reactions. 
The most commonly used organic solvents are dimethyl formamide and 
diethyl formamide. Sometimes solvent mixtures can be used to overcome 
solubility problems of different reaction inputs.

Solvothermal reactions can be carried out in different temperature 
ranges. While glass bottles can be used for reactions at relatively lower 
temperatures, Teflon-lined autoclaves are required for reactions carried 
out at temperatures usually higher than 400 K. This method has been 
successfully used for the synthesis of many inorganic compounds and 
inorganic-organic hybrid materials. Bhoite et al. (2023) reported the 
synthesis of binder-free thin Ni-MOF films on a stainless steel substrate 
by a simple solvothermal method in a glass vial at 90°C using a mixture 
of N,N-dimethylformamide and ethanol solvents. Their electrochemical 
characterization studies showed that these Ni-MOF electrodes have the 
potential to provide high capacity and energy density for supercapacitor 
applications. Similarly, Wang et al. (2024) synthesized irregular cubic or 
rod-shaped Cu–Fe metal-organic structure (Cu–Fe-MOF) by a simple 
one‑pot solvothermal method in PTFE-lined autoclaves at 150°C using 
N,N-dimethylformamide. They reported that pollutants such as phenol, 
bisphenol A, 2,4-dichlorophenol, methyl blue, rhodamine B, tetracycline 
and sulfamethoxazole were degraded with over 95% yield within 30 min 
using these Cu–Fe-MOFs.

Electrochemical method

In the electrochemical synthesis method, the metal ions required 
for the reaction are not provided by metal salts but directly by oxidation 
of the electrode. The energy required to oxidize the anode can be 
provided in amperometric mode, where the voltage is kept constant, or 
in potentiometric mode, where the current is kept constant. A general 
advantage of electrochemical synthesis is that it allows synthesis under 
milder conditions than typical solvothermal methods. At the same time, the 
time required for synthesis is shorter than many other methods; whereas 
solvothermal MOF synthesis can take hours or days, electrochemical 
MOFs can be synthesized in hours or even minutes (Martinez Joaristi et 
al. 2012). It is also possible to control the thickness and morphology by 
changing the applied current or voltage in this method. Methods such as 
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anodic dissolution, reductive electrosynthesis, electrophoretic deposition, 
and galvanic displacement are among the common electrochemical 
synthesis methods (Ghoorchian et al. 2020).

Mechanochemical method

In mechanochemical synthesis, a chemical transformation occurs after 
the mechanical breaking of intramolecular bonds. The mechanochemical 
synthesis method is an extremely advantageous method, especially because 
it eliminates the need for organic solvents. Reactions are carried out in a 
solvent-free environment and at room temperature. In this method, which 
allows small-sized MOFs to be obtained with high yields in short reaction 
times of 10-60 minutes, metal oxides are generally preferred as starting 
materials rather than metal salts; thus, the only by-product that can be 
formed outside of MOFs is water (Lee, Kim, and Ahn 2013).

Sonochemical method

Ultrasound technology is used for a variety of applications, including 
medical imaging techniques, solution homogenization, navigation and 
ranging systems. Also, ultrasounds also serve as a significant energy 
source for driving chemical reactions. In sonochemical synthesis, 
ultrasound induces cavitation—a process involving the formation, 
growth, and implosive collapse of bubbles in a liquid medium (Głowniak 
et al. 2023). This cavitation generates localized high temperatures and 
pressures, which initiate and accelerate chemical reactions (Deng et al. 
2024). With the sonochemical method, a homogeneous and accelerated 
nucleation is achieved in MOF synthesis with smaller particle sizes than 
traditional methods and with a shortened crystallization time. The most 
important advantages of this method are the low crystal size and short 
reaction time. Due to the high energy emitted by ultrasonic waves, very 
fast mixing can be achieved in the reaction medium. Ultrasonic wave 
frequencies are generally preferred between 20 kHz and 10 MHz. Due to 
these environmental conditions, the reaction occurs very quickly (Dey et 
al. 2014).

Microwave-assisted method

Microwave-assisted methods are widely applied for the rapid synthesis 
of nanoporous MOFs under hydrothermal conditions. This technique 
has potential advantages such as rapid crystallization, phase selectivity, 
narrow particle size distribution profile and easy morphology control. In 
microwave synthesis, a mixture of reaction inputs in a suitable solvent is 
transferred to a teflon container, the container is tightly closed and placed 
in the microwave unit and kept under set conditions for a suitable time. 
Thanks to microwaves, the liquid phase is heated rapidly and nano-sized 
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crystals are obtained (Lee et al. 2013).

Ionic liquid method

Ionic liquids are organic salts that are non-flammable and have 
low vapor pressure, generally liquid below 100 °C (Damodaran 2016). 
Exhibiting outstanding physicochemical properties such as task-specific 
functionalities, intrinsic structure tunability, and good affinity with target 
molecules, ionic liquids are an environmentally friendly alternative to toxic 
solvents (Li et al. 2023). Although this method is similar to the solvothermal 
method, unlike the solvothermal method, the solvent medium consists of 
ionic liquids. Ionic liquids can be quite advantageous when used instead 
of other solvents due to their superior properties such as low volatility, 
resistance to flame, low vapor pressure, high solvent properties, high 
electrochemical stability and high thermal stability. The most important 
advantages of this method are low solvent cost and the solvent not being 
affected by ambient conditions (Lee et al. 2013; Xu et al. 2019).

Microfluidic method

Microfluidic synthesis method is a method that allows the synthesis 
of monodisperse nanomaterials with specific properties due to small liquid 
volumes, fast mass transfer and high mixing efficiency. With this method, 
the physico-chemical properties of nanomaterials can be changed very 
precisely (Koryakina et al. 2023). In this method, two different solutions 
containing organic ligands and metal salts are prepared and these two 
solutions are sent to a chamber with the help of a pump system. In this 
chamber, the droplets of the two solutions mix with each other. Then, 
these droplets pass through a Teflon column immersed in an oil bath or 
placed in an oven. After the Teflon column, the droplets are transferred 
to a bath containing a polar solvent with a low boiling point. The solvent 
is removed from this bath and cage structures are obtained. In addition 
to shortening the reaction time in this method, nano-sized MOFs with 
controlled particle size distribution and regular crystal morphologies are 
also obtained (Faustini et al. 2013).

Dry-gel conversion method

The dry gel conversion method is a widely applied method in the 
preparation of zeolites and zeolite membranes, and is also among the 
methods used for MOF synthesis today. This method is divided into two 
different methods. The first of these is the vapor phase transport method, 
in which a dry gel is crystallized in volatile amine and water vapor, and 
the second is the steam-assisted crystallization method, in which a dry 
gel containing a non-volatile amine is crystallized in vapor. The dry 
gel conversion method offers several important advantages. Firstly, it 
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minimizes waste disposal, making the process more environmentally 
friendly. Secondly, it reduces the reactor size and reaction volume required, 
which can lower costs and simplify the setup. Lastly, this method efficiently 
converts the gel into MOFs with a single crystal structure, ensuring high 
efficiency and consistency in the quality of the produced materials (Das et 
al. 2016; Lee et al. 2013).
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1.	 Introduction

The rapid increase in energy demand, the continuous growth of the 
global population, and the depletion of fossil fuel resources rank among the 
most pressing challenges of the 21st century. Fossil fuels such as oil, natural 
gas, and coal are neither suitable nor sustainable options for the future of 
energy due to their finite reserves and significant environmental impacts. 
This situation necessitates a shift towards cleaner, renewable, and long-term 
energy solutions (Alazemi & Andrews, 2015). Ultimately, any reduction or 
scarcity in fossil fuel reserves not only leads to fluctuations in oil prices but 
also poses significant threats to global energy security, potentially causing 
profound disruptions to the world economy. Such scenarios can trigger 
instability in energy markets, resulting in increased production costs and a 
slowdown in economic growth. These risks to energy security underscore 
the urgent need for alternative and sustainable energy sources to mitigate 
these challenges and ensure long-term stability in energy systems (Midilli & 
Dincer, 2007). Automobiles emerge as one of the largest energy consumers 
in the transportation sector, accounting for approximately 40% of the fossil 
fuels consumed within this industry (Sulaiman, Hannan, Mohamed, Majlan, 
& Wan Daud, 2015). Petroleum and natural gas dominate as primary energy 
sources, collectively accounting for over 84% of global energy production. 
Specifically, petroleum contributes to 33% of global energy consumption, 
with approximately 65% of this share being utilized within the transportation 
sector (Yartys et al., 2021). These figures clearly highlight the significant 
impact of the transportation sector on energy consumption and carbon 
emissions. Current trends indicate a gradual transition from fossil fuels 
to renewable and sustainable energy sources. In this context, hydrogen 
emerges as one of the most promising candidates to replace fossil fuels in 
the future. With its environmentally friendly characteristics and broad range 
of applications, hydrogen is poised to become a cornerstone of the global 
energy transition (Durbin & Malardier-Jugroot, 2013; Tebibel & Labed, 2014; 
Yadav & Xu, 2012). Hydrogen, as the most abundant element in the universe, 
is recognized as a critical resource for clean energy production due to its high 
energy potential. In terms of thermal combustion energy, hydrogen provides 
approximately three times the energy of methane and five times that of 
coal, offering a remarkable advantage in energy efficiency and sustainability 
(Selvam, 1988; Walker, Fowler, & Ahmadi, 2015). Today, hydrogen is widely 
utilized in petroleum refining and ammonia production, while also being 
explored as an alternative fuel. These characteristics highlight hydrogen’s 
potential as a sustainable solution for green energy production (Bennoua, Le 
Duigou, Quéméré, & Dautremont, 2015; Mayer, 1999). Table 1 presents the 
fundamental properties of hydrogen alongside those of various alternative 
fuels.
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Table 1. Comparison of Various Alternative Fuels

Fuel type Volumetric energy 
density [GJ/m3]

LHV [MJ/kg] Storage 
pressure 
[bar]

Storage 
temperature 
[oC]

Liquid H2 8.5 120 1 -253
Compressed 
H2

4.5 120 700 25

Liquid NH3 12.8 18.6 1/10 -35/20
MeOH 15.8 19.9 1 20
LNG 23.4 50 1 -162

According to Table 1, hydrogen demonstrates clear advantages over 
other fuels in terms of energy density and environmentally friendly storage 
potential. Both liquid and compressed hydrogen exhibit exceptionally high 
lower heating values (120 MJ/kg), which are approximately six times greater 
than alternative fuels like liquid ammonia (18.6 MJ/kg) and methanol (19.9 
MJ/kg). This high energy density underscores hydrogen’s capacity to carry 
significant amounts of energy in smaller quantities. Although hydrogen’s 
volumetric energy density is relatively lower compared to other fuels 8.5 
GJ/m³ for liquid hydrogen and 4.7 GJ/m³ for compressed hydrogen its 
environmental advantages outweigh this limitation. Unlike carbon-based 
fuels, such as liquefied natural gas (LNG), which has a higher volumetric 
energy density of 23.4 GJ/m³ but emits CO2 upon combustion, hydrogen 
produces only water vapor as a byproduct, placing it in a unique position in 
terms of environmental sustainability. From a storage perspective, hydrogen 
poses certain logistical challenges. Liquid hydrogen requires extremely 
low temperatures of -253°C, while compressed hydrogen necessitates high 
pressures of up to 700 bar. Despite these technical hurdles, hydrogen’s role 
in the clean energy transition is far more significant than that of other fuels. 
Compared to fuels like liquid ammonia or methanol, hydrogen’s superior 
energy-carrying capacity and zero-carbon emissions make it a central 
component in future energy systems. These attributes position hydrogen 
as a unique and compelling alternative in terms of both energy density and 
environmental compatibility.

In recent years, significant advancements have been made in 
the automotive industry toward the development of alternative fuel 
vehicles, driven by goals of environmental sustainability and the need to 
mitigate the effects of global warming caused by fossil fuels (Jain, 2009; 
Katikaneni, Al-Muhaish, Harale, & Pham, 2014; Walker et al., 2015). In 
this context, hydrogen emerges as an innovative energy source. Its ability 
to provide energy through catalytic combustion or to be converted into 
electrical energy via a fuel cell positions hydrogen as a viable solution 
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for the automotive sector (Ball & Weeda, 2015; Dutta, 2014).  In internal 
combustion engines (ICE), hydrogen can be utilized either as a primary 
fuel entirely or as a supplementary energy source when blended with 
other fuels (Arat, Baltacioglu, Özcanli, & Aydin, 2016; Baltacioglu, Arat, 
Özcanli, & Aydin, 2016; Fayaz et al., 2012; Uludamar, Yıldızhan, Aydın, & 
Özcanlı, 2016). When hydrogen is used as a fuel in internal combustion 
engines (ICE), the exhaust emissions primarily consist of water vapor, 
resulting in minimal environmental impact. Conversely, fuel cell electric 
vehicles (FCEVs) and fuel cell-based plug-in hybrid electric vehicles (FC-
PHEVs) stand out as future transportation technologies, offering designs 
characterized by zero carbon emissions and the elimination of air pollution 
(Ball & Weeda, 2015). The unique properties of hydrogen offer significant 
potential for achieving environmental goals within the automotive sector. 
Additionally, as illustrated in Figure 1, global energy consumption is 
projected to continue increasing over the next decade (Pareek et al., 
2020). This underscores the need for the development of new, clean, and 
carbon-neutral fuel technologies as a long-term solution to ensure energy 
sustainability and mitigate the impacts of climate change  (Nicoletti, Arcuri, 
Nicoletti, & Bruno, 2015).

Figure 1. Energy consumption from 1980 onwards and projections for the near 
future (Sazali, 2020)

The broader use of hydrogen in internal combustion engines or fuel 
cell vehicles necessitates the optimization of storage conditions and the 
proper segregation of hydrogen based on transportation requirements 
(Figure 2). Various methods for hydrogen production exist, all of which 
require energy input derived from renewable or non-renewable sources. 
This dependency highlights the significant variability in the environmental 
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and economic impacts of hydrogen production, contingent upon the type of 
energy source utilized in the process (Alazemi & Andrews, 2015; Hosseini 
& Wahid, 2016; Yılmaz & Balta, 2017). 

Figure 2. Required Production and Transportation Systems for Hydrogen 
(Sinigaglia, Lewiski, Santos Martins, & Mairesse Siluk, 2017)

Once hydrogen is produced, it must be stored efficiently. This storage 
can be accomplished using methods like compression, liquefaction, 
physical storage in hydrides, or chemical storage (Durbin & Malardier-
Jugroot, 2013; Tong, Xiao, Cai, Bénard, & Chahine, 2016). The choice of 
a suitable storage method is influenced by factors such as high volumetric 
and gravimetric capacity, adherence to safety standards, cost-effectiveness, 
lightweight design, and the speed and efficiency of the absorption and 
desorption processes (Dutta, 2014). Despite its widespread potential, the safe 
storage and transportation of hydrogen continue to be major technical and 
economic challenges that limit the full adoption of the hydrogen economy. 
Hydrogen is utilized extensively across diverse industries, including energy, 
transportation, chemical production, petroleum refining, food processing, 
space exploration, and aviation. Particularly noteworthy is the growing 
importance of “green hydrogen” hydrogen produced from renewable 
energy sources, such as wind energy due to its economic potential and 
positive impact on environmental sustainability (Likkasit, Maroufmashat, 
Elkamel, Ku, & Fowler, 2018; Wenguo Liu et al., 2021; Neuwirth, Fleiter, 
Manz, & Hofmann, 2022; Posdziech, Schwarze, & Brabandt, 2019).
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2.	 Green Hydrogen

For a sustainable future, hydrogen is poised to play a critical role in 
both energy production and various industrial processes. According to 
Maggio et al., industrial applications such as chemical synthesis will form 
the initial major market for green hydrogen, which will subsequently see 
broader adoption in energy production and the transportation sector 
(Maggio, Nicita, & Squadrito, 2019). Sgobbi et al. highlight that hydrogen 
holds significant potential in Europe’s energy transition, particularly in 
transportation and industrial applications (Sgobbi et al., 2016). Currently, 
most of the hydrogen used is derived from fossil fuels. Hydrogen produced 
through methods such as steam methane reforming and coal gasification 
is referred to as “gray” and “brown” hydrogen, respectively. A common 
drawback of these methods is their significant carbon dioxide (CO2) 
emissions. Blue hydrogen, on the other hand, is produced by capturing 
and storing or recycling the CO2 generated during production processes 
like steam methane reforming or coal gasification. This approach results 
in a lower carbon footprint compared to gray and brown hydrogen. 
However, the widespread adoption of blue hydrogen faces challenges due 
to the underdeveloped state and high costs of carbon capture and storage 
technologies. Figure 3 illustrates the feedstocks and key technologies used 
in hydrogen production.

Figure 3. Types of Hydrogen and Technologies Used İn Production (Panchenko, 
Daus, Kovalev, Yudaev, & Litti, 2023)

One of the primary barriers to green hydrogen production today is its 
significantly higher cost compared to gray and brown hydrogen. Currently, 
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the cost of green hydrogen is approximately 3 to 6 times higher than that 
of gray and brown hydrogen. This cost disparity is a major reason why 
only a small fraction (about 5%) of the total hydrogen produced globally 
is green hydrogen. Hydrogen production costs are influenced by factors 
such as the capital cost of electrolyzer systems, electricity prices, and the 
operating duration of production facilities. Additionally, parameters like 
system efficiency, fixed operating costs, facility lifespan, interest rates, 
and the type of feedstock used (e.g., coal or natural gas) play critical roles 
in determining production costs. Thus, a detailed analysis of hydrogen 
production costs under varying technological and economic conditions is 
crucial for developing strategies to transition toward green hydrogen. For 
hydrogen to compete with other energy carriers, it is essential to reduce 
energy transmission costs, improve energy efficiency, and optimize the 
operating hours of production facilities. These challenges are actively being 
investigated by researchers worldwide.

Green hydrogen production holds significant potential in reducing 
harmful emissions into the atmosphere. Regions rich in renewable energy 
resources but lacking fossil fuel reserves could become exporters of this 
valuable energy source. These regions could also leverage green hydrogen 
more effectively across industries, the transportation sector, and their 
broader economies. Plans for the coming years project a staggering increase 
in green hydrogen production capacity, with estimates suggesting a growth of 
up to 12 times the current installed capacity (Power, 2019; Rana et al., 2024). 
This underscores the global interest and high expectations surrounding 
green hydrogen. Consequently, in the coming decades, scaling up green 
hydrogen production and expanding its use will become key objectives 
for the global energy, industrial, and transportation sectors. Achieving 
these goals will enable countries to transition toward an environmentally 
sustainable future, reduce their reliance on energy imports, and strengthen 
energy independence. Green hydrogen is anticipated to play a pivotal 
role in future energy transitions, contributing significantly to sustainable 
economic development.

 The electricity required for green hydrogen production is primarily 
sourced from renewable resources such as solar or wind energy. However, 
the widespread adoption of this method faces several challenges, both 
from an engineering and economic perspective (van Hulst, 2024). The 
high energy consumption of the electrolysis process significantly increases 
production costs. Fortunately, the rapid decline in electricity generation 
costs from renewable energy sources is making green hydrogen production 
more economically attractive. Advances in electrolyzer technologies are 
further expected to reduce production costs, marking a crucial step toward 
the large-scale adoption of green hydrogen. Projections indicate that the 
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cost of green hydrogen production could decrease by approximately 70% 
within the next decade.

3.	 Hydrogen Storage

In evaluating hydrogen as a fuel source, the concepts of specific 
energy and energy density emerge as two critical parameters (Zacharia 
& Rather, 2015). Compared to hydrocarbons, hydrogen possesses a high 
mass-based energy density but exhibits significantly lower volumetric 
density (Roes & Patel, 2011). This presents a fundamental challenge in 
the safe and efficient storage and transportation of hydrogen. Although 
hydrogen has the highest energy per kilogram among all fuels, its low 
density results in significantly low volumetric energy density, posing 
substantial difficulties during the storage process (Chung, Chen, Chen, & 
Chang, 2015). Overcoming these challenges requires the implementation 
of high-pressure storage techniques. Additionally, this necessitates the 
development of solutions aimed at optimizing the storage performance 
of hydrogen-powered vehicles and enhancing the characteristics of 
existing energy storage technologies (Jain, 2009; Katikaneni et al., 2014). 
Building on this foundation, various methods for hydrogen storage have 
been developed to address the associated challenges effectively (Pollet, 
Staffell, & Shang, 2012). Among these methods, various options such as 
liquefaction, compression, metal hydrides, and advanced nanotechnology-
based materials stand out. Liquid hydrogen offers high energy density but 
requires storage at extremely low temperatures of approximately -253 °C, 
necessitating highly insulated tanks. Moreover, the process of liquefying 
hydrogen requires almost a quarter of the energy stored in it chemically. 
Compressed hydrogen, on the other hand, is favored by major electric 
vehicle manufacturers. For instance, Honda and Nissan operate at 350 bar, 
while Toyota utilizes 700 bar. However, this method demands significant 
energy due to hydrogen’s low volumetric energy density. Metal hydrides 
provide a safe storage option but are constrained by their heavy weight 
and prolonged filling times. Furthermore, metal hydrides typically exhibit 
low release rates. In contrast, innovative solutions such as metal-organic 
frameworks (MOFs) and carbon nanotubes (CNTs) represent promising 
alternatives in hydrogen storage. However, these nanotechnology-driven 
approaches remain in their nascent stages of development. All these storage 
methods highlight the critical need for ongoing research and development 
to optimize hydrogen storage processes and enhance their feasibility. Figure 
4 illustrates the volumetric density of hydrogen under various conditions, 
offering a comparative visual insight into these storage technologies.
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Figure 4. The volumetric density of hydrogen under various conditions. (von 
Helmolt & Eberle, 2007)

Figure 4 illustrates the intermolecular distances and atomic density 
of hydrogen across various storage methods. For compressed hydrogen 
(CGH2), increasing pressure reduces the intermolecular distance and 
enhances atomic density; for instance, the distance decreases from 3.3 nm 
at 1 bar to 0.45 nm at 700 bar. Liquid hydrogen (LH2) achieves a higher 
density with an intermolecular distance of 0.36 nm at 1 bar and 20 K. In 
metal hydrides, the distance further decreases to 0.21 nm, achieving the 
highest density levels. These findings highlight the significant impact of 
storage methods on hydrogen density.

4.	 The Use of Hydrogen as a Fuel in Internal Combustion Engines

Interest in dual-fuel engines began to take shape with the pioneering 
studies of Elliott and Davis in the 1950s. These studies examined how 
various gaseous fuels, such as natural gas, propane, butane, and hydrogen, 
influence the combustion efficiency of two-stroke dual-fuel diesel engines. 
The results revealed that the flammability limits of compressed gas-air 
mixtures represent a critical parameter for combustion performance in 
dual-fuel engines. This finding established a foundational understanding 
necessary for the effective utilization of gaseous fuels in diesel engines 
(Elliott & Davis, 1951). Hydrogen, despite being a flammable gas, holds 
significant potential for use in internal combustion vehicles as it produces 
only environmentally benign emissions, such as water vapor, during 
combustion. This characteristic makes hydrogen an ideal energy carrier for 
reducing fossil fuel-related pollution and providing a cleaner alternative 
for transportation (Fayaz et al., 2012; Sun & Liu, 2010). Table 2 presents a 
comparison of some properties of hydrogen with those of other fossil fuels 
and alcohols.
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Table 2. Properties of Hydrogen, Gasoline, and Methane

Properties Gasoline Methane Hydrogen
Density (kg/m3) 4.40 0.65 0.084 
Diffusion in Air (cm2/s) 0.05 0.16 0.61 
Specific Heat at Constant Pressure 
(J.g/K) 

1.2 2.22 14.89 

Ignition Limits in Air (%volume) 1.0-7.6 5.3-15.0 4.0-75.0 
Ignition Temperature (°C) 228-471 540 585 
Flame Temperature in Air (°C) 2197 1875 2045 
Explosion Energy (g.TNT.k/j) 0.25 0.19 0.17 
Flame Propagation Speed (%) 34 25 17 

Table 2 highlights several distinct properties of hydrogen compared 
to gasoline and methane. Hydrogen’s extremely low density (0.084 kg/
m³) poses unique challenges in transportation and storage, while its high 
diffusion rate (0.61 cm²/s) provides an advantage in ensuring rapid mixing 
during combustion. The notably high specific heat capacity at constant 
pressure (14.89 J/gK) enhances hydrogen’s efficiency in transferring 
energy. Its broad ignition limits in air (4.0-75.0% by volume) allow for 
easier ignition under various conditions, supporting its versatility as a fuel. 
With an ignition temperature of 585°C, higher than gasoline but similar 
to methane, hydrogen offers a safety advantage. Furthermore, its flame 
temperature in air at 2045°C reflects its energy-dense nature. Hydrogen’s 
low explosion energy (0.17 g TNT/kJ) and limited flame propagation 
rate (17%) improve its applicability in controlled combustion processes. 
These attributes position hydrogen as a compelling choice for clean energy 
applications and advanced technologies like fuel cells. Particularly for 
sustainable energy systems, hydrogen emerges as a critical option due to its 
environmental benefits and high combustion efficiency.

Hydrogen-powered internal combustion engines (H2-ICE) are known 
to exhibit lower efficiency compared to gasoline engines. In particular, 
engines operating on hydrogen using a suction-based pre-mixed strategy, 
commonly referred to as port fuel injection hydrogen internal combustion 
engines (PFI-H2 ICE), demonstrate lower power efficiency than their 
gasoline or diesel counterparts. To overcome this disadvantage and 
enhance the performance of hydrogen engines, extensive research has been 
conducted on engine design and operational parameters. These studies 
have facilitated significant advancements in improving the efficiency of 
hydrogen-fueled ICEs and have provided promising developments for the 
future of this technology (Baltacioglu et al., 2016; Berckmüller et al., 2003; 
Sebastian Verhelst & Wallner, 2009; WHITE, STEEPER, & LUTZ, 2006). In 
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this context, several innovative engine concepts that have been developed 
will be examined as illustrative examples.

The use of hydrogen as a dual fuel offers significant advantages 
over other fuels in terms of engine efficiency, emissions reduction, and 
stable operating performance. As illustrated in Figure 5, hydrogen’s 
exceptionally low minimum flammability limit makes it an ideal fuel for 
lean-burn operating conditions. Moreover, its superior thermodynamic 
and heat transfer properties enhance engine efficiency by generating high 
compression temperatures while minimizing energy losses. The fuel’s rapid 
combustion rates and low minimum ignition energy enable hydrogen to 
perform effectively under challenging engine conditions, such as high-
speed operation and cold starts. These attributes position hydrogen as a 
sustainable and highly efficient energy solution.

Figure 5. The variation in lean operating limits of a spark-ignition (SI) engine 
running at 900 rpm, depending on changes in the compression ratio (CR) for 

different gaseous fuels, demonstrates significant impacts on engine performance 
and efficiency (Bade Shrestha, Karim, & Wierzba, 2000)

Figure 5 illustrates the lean operating limits and ignition timings of a 
spark-ignition (SI) engine running at 900 rpm for different gaseous fuels 
(hydrogen, methane, and propane) as a function of compression ratio (CR). 
The vertical axis on the left represents the equivalence ratios, while the 
vertical axis on the right indicates the spark timing (BTDC - Before Top 
Dead Center). The horizontal axis denotes the compression ratio. Hydrogen 
demonstrates superior performance by significantly extending the lean 
operating limits as the compression ratio increases. Even at a compression 
ratio of 6:1, the equivalence ratio observed for hydrogen surpasses that of 
other fuels, and this trend continues up to a compression ratio of 16:1. This 
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is attributed to hydrogen’s thermophysical properties, such as a high flame 
propagation speed and low ignition energy. 

Compared to methane and propane, hydrogen exhibits earlier ignition 
timing, indicating its potential to enhance engine efficiency. The graph 
also shows that while methane and propane maintain relatively constant 
equivalence ratios with increasing compression ratios, hydrogen’s flexible 
and adaptable operating characteristics make it better suited for lean-burn 
engine applications. This provides strong scientific support for hydrogen’s 
use as a clean and efficient fuel in internal combustion engines.

4.1. Utilization of Hydrogen in Engines

The utilization of hydrogen in internal combustion engines (ICEs) 
presents various advantages and challenges through different storage 
and fueling methods. Pressurized hydrogen ICE configurations enhance 
volumetric efficiency by increasing intake air and hydrogen pressures, 
thereby boosting the power density of conventional ICEs. In these systems, 
hydrogen is optimized for engine performance while employing multi-mode 
operating strategies to reduce NOx emissions. For instance, manufacturers 
such as Ford and BMW have made significant strides in developing these 
systems, optimizing supercharged and high-pressure engine designs to 
simultaneously increase power density and lower emission levels.

Liquid hydrogen-fueled ICE (LH2-ICE) systems require hydrogen to 
be stored in liquid form, necessitating cryogenic conditions at -253°C and 
the use of highly insulated tanks. The cooling properties of liquid hydrogen 
contribute to the formation of a more efficient fuel mixture in the combustion 
chamber and assist in reducing NOx emissions. In Europe, research led by 
BMW has achieved notable progress in improving refueling times and 
fuel system performance for LH2-fueled ICEs. These systems demonstrate 
significant potential for achieving both performance enhancement and 
environmental sustainability goals due to the high energy concentration of 
hydrogen and its cooling effect. 

Direct injection hydrogen-fueled ICEs (DI-H2-ICEs) stand out with 
the use of high-pressure hydrogen injectors. This technology enables the 
direct injection of hydrogen into the cylinder, significantly improving 
engine performance and power density. However, challenges such as 
injector design and achieving homogeneous hydrogen distribution within 
the combustion chamber remain critical engineering concerns. Dual 
injection strategies offer enhanced thermal efficiency under low loads and 
robust performance under high loads. Direct injection systems prevent 
backfire while enabling stable operation of the engine under high-speed 
and compression conditions. In conclusion, the use of hydrogen in ICEs 
through these three distinct storage and fueling methods offers significant 
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potential for enhancing energy efficiency and reducing emissions. However, 
the widespread adoption of these systems will depend on technological 
advancements, cost reductions, and the development of supporting 
infrastructure.

4.2. Use of Hydrogen in Spark-Ignition Engines

Hydrogen emerges as a powerful alternative fuel that could replace 
ethanol or gasoline in spark-ignition engines (Jabbr, Vaz, Khairallah, & 
Koylu, 2016). Due to its superior thermophysical properties, such as high 
flame propagation speed and low ignition energy, hydrogen has the potential 
to enhance engine performance while improving its emission profiles (Salvi 
& Subramanian, 2015). This demonstrates that hydrogen is a sustainable 
option compared to conventional fuels, offering significant advantages in 
both environmental and energy efficiency aspects. For hydrogen-powered 
internal combustion engines (H2-ICE) to operate effectively, engine 
modifications are generally required. During the transition from traditional 
gasoline or diesel engines to H2-ICE, the physical properties of hydrogen 
must be carefully considered. Since hydrogen, even in compressed form, 
is typically in gaseous state compared to liquid gasoline, it necessitates the 
design of a specialized fueling system. Furthermore, as historical research 
has shown, the combustion process of hydrogen is highly susceptible to 
abnormal combustion events such as pre-ignition, backfire, knocking, and 
auto-ignition. In spark-ignition (SI) engines, pre-ignition occurs when 
hydrogen, with its low ignition energy, ignites prematurely due to hot spots 
within the engine cylinders before the appropriate spark timing, typically 
when the intake valve is closed. Similarly, backfire, also linked to hydrogen’s 
low ignition energy, occurs when the intake valves are open, and the reverse 
flame propagation may cause damage to the intake manifold. This presents 
a serious risk of damage to the engine’s intake system. To mitigate the risk 
of backfire, safety measures such as flame arresters, which prevent flame 
propagation, are integrated into the engine systems. These technological 
precautions play a critical role in ensuring the reliable and efficient operation 
of hydrogen-powered engines (Shinagawa, Okumura, Furuno, & Kim, 
2004; Sebastian Verhelst & Wallner, 2009). Furthermore, advancements 
in engine technologies and innovations in injection systems suggest the 
direct injection of hydrogen into the cylinders to enhance performance and 
prevent backfires in hydrogen-powered internal combustion engines (H2-
ICE). This approach requires the development of high-pressure, durable 
hydrogen injectors to ensure a more efficient combustion process. High-
pressure injection systems, in particular, play a critical role not only in 
boosting engine performance but also in ensuring reliability. However, 
methods such as port fuel injection (PFI) and manifold injection remain 
popular options due to their low costs, simple installation, and low pressure 
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requirements (S. Verhelst, 2014). Yamane and colleagues have examined 
and developed high-pressure hydrogen gas injectors for hydrogen-powered 
spark-ignition (SI) engines (Lata, Misra, & Medhekar, 2012). The developed 
design enabled high injection speeds of up to 20 MPa through a common 
rail actuator system. It was reported that the maximum hydrogen injection 
amount reached 400 mL per injection at 3000 rpm, which is considered a 
significant step for hydrogen-powered engines. Additionally, it was found 
that the proposed gas injectors exhibited a high response rate and showed 
no leakage during 700 hours of long operating durations (Yamane et al., 
2011). These findings clearly demonstrate the future potential of hydrogen 
injection systems in terms of efficiency and cost-effectiveness

Literature reviews and research studies have shown that hydrogen 
contributes significantly to improving the performance of spark-ignition 
(SI) engines in terms of brake thermal efficiency (BTE) and indicated 
thermal efficiency (ITE). Whether used in its pure form or blended with 
other fuels, hydrogen enables higher combustion rates to be achieved 
compared to gasoline (Ji & Wang, 2009). This is largely attributed to 
hydrogen’s inherently high flame speed. Additionally, hydrogen’s short 
quenching distance is another important characteristic that supports 
more complete and efficient fuel combustion. Another positive effect of 
hydrogen use on SI engine performance is the observed reduction in fuel 
and energy consumption in engines running on pure or blended hydrogen. 
This is made possible by hydrogen’s ability to burn effectively even in lean 
mixtures and its high heating value (Di Iorio, Sementa, & Vaglieco, 2014). 
Thus, hydrogen not only contributes to the reduction of emissions but also 
enhances energy savings, offering significant potential for improving the 
thermal efficiency of SI engines

Du et al (Du et al., 2016); In a study by Du and others, the combustion 
and emission characteristics of a dual-fuel SI engine combining RON 
97 gasoline port fuel injection (PFI) with hydrogen direct injection (DI) 
systems were examined, with a detailed analysis of the effects of hydrogen 
on engine performance (Figure 6). The experiments were conducted using 
hydrogen with a purity of 99.995%, under a fixed engine speed of 1500 
rpm, 14% throttle opening, and an injection pressure of 6 MPa. The air-fuel 
equivalence ratios were set at 1.0, 1.1, 1.2, and 1.5, and mixtures containing 
hydrogen fractions of up to 11.09% by volume were tested. 
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Figure 6. Effective thermal efficiency as a function of hydrogen addition ratio at 
different equivalence ratios (Du et al., 2016)

The results show that the increase in hydrogen fraction leads to a 
significant improvement in thermal efficiency across all equivalence ratios. 
Hydrogen’s high heating value, fast combustion characteristics, and short 
quenching distance that supports complete combustion are the primary 
reasons for this improvement. Notably, at lean mixtures (λ = 1.2), a thermal 
efficiency of approximately 27% achieved with an 11.09% hydrogen fraction 
clearly demonstrates the positive impact of hydrogen on combustion 
efficiency. However, at higher equivalence ratios (λ = 1.5), it was observed 
that the effect of hydrogen gradually decreased, which could be attributed 
to the limited impact of low hydrogen content on combustion kinetics. 
Overall, the potential of hydrogen to enhance thermal efficiency depending 
on the air-fuel ratio highlights it as a strategic fuel for low-carbon engine 
technologies and presents significant opportunities for energy savings and 
emissions reduction.

4.3. Use of Hydrogen in Compression-Ignition Engines

Hydrogen’s auto-ignition temperature is 858K, which prevents its 
use as a sole fuel in compression-ignition engines. As a result, hydrogen 
cannot be used alone in diesel engines without the integration of a spark 
plug. However, by blending hydrogen with other fuels in the combustion 
chamber, it becomes viable to incorporate hydrogen into diesel engine 
operation (de Morais, Mendes Justino, Valente, Hanriot, & Sodré, 2013). 
Research has thoroughly explored the impact of hydrogen on diesel engine 
performance and emissions, revealing several key outcomes: Enriching the 
fuel with hydrogen can improve thermal efficiency, effective power, mean 
effective pressure, and specific energy consumption, influenced by factors 
such as engine speed, load, and the air-fuel ratio. Additionally, incorporating 
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hydrogen significantly reduces emissions of unburned hydrocarbons, 
carbon monoxide, carbon dioxide, and particulates, although a rise in NOx 
emissions has been noted. These results highlight the considerable potential 
of using hydrogen as a fuel enhancer in diesel engines, offering benefits in 
both performance and environmental sustainability (Alrazen, Abu Talib, 
Adnan, & Ahmad, 2016).

Before applying the dual-fuel operating mode in a conventional 
diesel engine, it is necessary to evaluate the physicochemical properties of 
hydrogen. Hydrogen’s low density requires more storage capacity, while its 
high calorific value enables the provision of more energy. However, the high 
auto-ignition temperature of hydrogen limits its use as a single fuel in diesel 
engines when the compression ratio is insufficient. Since knocking issues 
may occur in CI engines running on pure hydrogen, the dual-fuel operating 
mode is suggested to overcome these challenges by providing an existing 
ignition source. Öte yandan Deb et al (Deb, Sastry, Bose, & Banerjee, 2015), 
on a single-cylinder, four-stroke diesel engine running on hydrogen and 
diesel fuel, they demonstrated that hydrogen enrichment provides a more 
efficient combustion process, improving brake thermal efficiency (BTE) 
and specific energy consumption (BSEC). However, in the tests conducted 
by Karagöz and colleagues with hydrogen-enriched fuel, it was noted that 
BTE decreased by 6.3-10.9% due to lean combustion processes, resulting 
in a higher BSFC (Karagöz, Sandalcı, Yüksek, & Dalkılıç, 2015). Lata et 
al (Lata et al., 2012), conducted on a turbocharged, direct-injection diesel 
engine operating at 1500 rpm and under different load conditions (Figure 
7), they found that the hydrogen-diesel dual-fuel mode increased thermal 
efficiency under high load conditions. This improvement was attributed to 
a more effective combustion process due to the shorter ignition delay. These 
studies demonstrate that the use of hydrogen as an enriching fuel in diesel 
engines can have both positive and negative effects on engine performance, 
depending on the load and combustion conditions.

Figure 7. The Effect of Hydrogen Use on BTE and BSEC (Deb et al., 2015)
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5.	 Hydrogen-Fueled Fuel Cells as an Electrical Power Source for 
Electric Vehicles

Fuel cells are devices that generate electricity by converting hydrogen 
and oxygen into electrical energy through thermochemical reactions. It is 
essential to emphasize that the hydrogen utilized in fuel cells is a renewable 
energy source, produced using various methods from energy systems, 
rather than being directly sourced from natural reserves like fossil fuels. 
Hydrogen, which constitutes a significant part of the universe’s mass, can 
be produced from both fossil resources and renewable energy sources such 
as geothermal, solar, and wind energy. However, hydrogen extraction from 
fossil fuels results in the emission of pollutants that have harmful effects 
on the environment. As a consequence, new technologies are required to 
produce hydrogen from sustainable, renewable energy sources.

Fuel cells consist of an electrolyte that is compressed between electrodes 
on the anode and cathode sides. Fuel cells are classified into various types 
depending on the electrolyte they use, including polymer electrolyte 
membrane (PEM), solid oxide, molten carbonate, alkaline, and phosphoric 
acid fuel cells. Additionally, they are categorized based on their operating 
temperature: low-temperature (25-100°C), medium-temperature (100-
500°C), and high-temperature (500-1000°C) fuel cells. While hydrogen 
is commonly used to generate electricity in fuel cells, other alternative 
fuels such as fossil fuels (coal, oil, and natural gas), alcohols like methanol 
and ethanol, as well as non-hydrocarbon compounds like ammonia and 
borohydride, along with biomass derived from hydrogen, can also serve as 
potential fuel sources. The storage and transportation challenges associated 
with hydrogen have led to the exploration of using waste materials as an 
alternative fuel source. It is anticipated that in the future, fuel cells will 
emerge as the primary power source for automobiles, providing clean, 
high-efficiency energy with reduced energy consumption. Fuel cells are 
expected to address pressing issues such as environmental sustainability, 
global warming, the depletion of conventional energy resources, and the 
geopolitical instability of regions rich in fossil fuels, thereby driving a 
revolution in the energy sector. 

Research on fuel cells as an energy source, especially in the automotive 
industry, is increasing as part of the broader goal of achieving clean and 
environmentally friendly transportation solutions. As fuel cell systems 
are developed, attention must also be paid to the inertia requirements of 
different system types. According to Sui et al. (2020) and Zore et al. (2021), 
mechanical components, along with the acceleration, deceleration, and 
mechanical inertia of these components, must be designed to respond 
appropriately to the system’s demands. In terms of fuel cell usage in 
automobiles, several companies have made notable advancements. 
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For example, General Motors has used a 100 kW PEM fuel cell in its 
“Precept” model, which offers a range of 800 km and accelerates to 100 
km/h in 9 seconds. Ford has developed models such as the “P2000” and 
“FORD FOCUS FCV,” while Nissan has created the “Xterra FCV” model. 
In 2002, Daimler-Chrysler developed a fuel cell bus with a range of 300 
km and a maximum speed of 80 km/h. As for future market expectations, 
numerous companies—including Ford, DaimlerChrysler, PSA/Renault/
Nissan, Hyundai, Honda, FIAT,BMW Toyota, and GM/Mitsubishi—are 
conducting extensive research. Figure 8 illustrates the basic diagram of a 
fuel cell electric vehicle.

Figure 8. The Structure of an Electric Vehicle Using Hydrogen Fuel Cells as an 
Energy Source

Hydrogen fuel cell vehicles (HFCVs) use an electric motor as the 
traction motor, generating the necessary electricity through a combination 
of hydrogen and air in the fuel cell, emitting only water vapor as a 
byproduct (Kumar & Jain, 2014; Modern Electric, Hybrid Electric, and Fuel 
Cell Vehicles, Third Edition, 2018). In the long term, HFCVs are expected 
to play a key role in transportation systems due to their potential to reduce 
dependence on fossil fuels and their environmentally friendly technology 
(Salvi & Subramanian, 2015). Vehicles using proton exchange membrane 
fuel cells (PEMFC), in particular, stand out with higher energy efficiency 
and zero-emission characteristics compared to internal combustion engine 
vehicles (ICEVs), making them a more effective alternative to ICEVs in the 
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long term (Ball & Weeda, 2015; Salvi & Subramanian, 2015). The ability 
of HFCVs to completely eliminate harmful emissions such as greenhouse 
gases and carbon dioxide makes them an ideal solution in the fight against 
climate change and urban air pollution (Wei Liu & Christopher, 2015; 
Mourad, 2014). These vehicles stand out with advantages such as longer 
range and fast refueling compared to battery electric vehicles (BEVs), while 
being preferred for their much lower emission levels compared to internal 
combustion engine vehicles (ICEVs), making them environmentally 
friendly. In the long term, HFCVs are expected to become widespread as 
a zero-emission, highly efficient, and sustainable option in transportation 
systems. Fuel cell electric vehicles (FCEVs) have a highly integrated structure, 
consisting of key components such as the fuel cell system, electric motor, 
battery, vehicle control unit, and an intelligent control unit that manages 
energy between the battery and the fuel cell system (Chan, Bouscayrol, & 
Chen, 2010; Fernández, Cilleruelo, & Martínez, 2016). The vehicle controller 
dynamically manages the motor power and energy transfer between the 
battery and fuel cell system by processing environmental data along with the 
user’s acceleration and braking commands (García, Torreglosa, Fernández, 
& Jurado, 2013). During acceleration, both the fuel cell and the battery 
simultaneously provide power to the traction motor, while during braking, 
the motor acts as a generator, converting braking energy into electrical 
energy, which is then stored in the battery (Fernández et al., 2016). The 
control unit optimizes energy management by comparing the fuel cell’s 
nominal output power with the power requested by the vehicle; when the 
demand is lower than the nominal output power, the battery is charged. In 
such cases, the high temperatures that arise within the fuel cell (FC) and 
batteries should also be addressed as a separate issue. Additionally, there 
are ongoing studies focused on the cooling of such equipment (Faghri & 
Guo, 2005; Varol, Coşanay, et al., 2025; Varol, Oztop, et al., 2025; Wu et al., 
2019). Additionally, the ability of FCEVs to charge their battery without 
an external power source requires an effective electronic circuit design 
and energy management strategy for this process (García et al., 2013). 
These features enhance the energy efficiency of fuel cell vehicles while also 
strengthening their operational flexibility and environmental sustainability.

6.	 The Role of Hydrogen in Aviation and Gas Turbines

Gas turbines (GTs) are widely used in the energy sector due to 
their compact design, high power generation capacity, quick start-up 
advantages, and their ability to be integrated with other energy generation 
systems, such as the Rankine cycle (Abrosimov, Baccioli, & Bischi, 2020; 
JUSTE, 2006). These turbines are typically designed based on the Brayton 
cycle and consist of three main components: the compressor, combustion 
chamber, and turbine. The system’s performance is largely dependent on 
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the efficiency and characteristics of the combustion process. The fuel used 
in the combustion chamber is a key factor that directly determines not 
only combustion efficiency but also the environmental impact. Fossil fuels, 
particularly oil and natural gas, have traditionally been the primary fuel 
sources for these turbines (Maslennikov & Shterenberg, 2011). However, 
the use of these fuels presents significant environmental sustainability 
challenges due to high greenhouse gas emissions. To mitigate these 
negative impacts, the use of eco-friendly alternative fuels such as biofuels 
and hydrogen in gas turbines (GTs) is being proposed (Devi, S., Vimal, 
& T.R., 2021). Hydrogen has an exceptionally high energy content of 120 
MJ/kg on a mass basis, nearly three times higher than traditional fuels 
like gasoline (44 MJ/kg). This superior energy density makes hydrogen a 
promising candidate for clean energy conversion processes. Furthermore, 
the use of hydrogen in gas turbines (GTs) not only reduces emissions but 
also provides a more efficient alternative in energy production processes by 
offering higher thermal efficiency and energy conversion rates. As a result, 
research on the use of hydrogen in GTs indicates significant potential in 
terms of both energy efficiency and environmental benefits.

The blending of hydrogen with traditional fuels emerges as a strategic 
intermediate solution that offers both environmental benefits and 
facilitates technological transition. Hydrogen’s high flame speed and wide 
flammability range enhance combustion efficiency, enabling the reduction 
of pollutant emissions, particularly unburned hydrocarbons and CO2 levels. 
This approach leverages existing infrastructure and engine technologies, 
providing a foundation for the gradual integration of hydrogen technologies. 
In this way, it facilitates a crucial transition phase for the widespread 
adoption of hydrogen. Specifically, in the aviation sector, a cold-pressurized 
mixture of hydrogen and natural gas could provide a sustainable solution 
in the short term (Chae, Kim, Moon, Park, & Lee, 2022; Erdener et al., 
2023; Gondal, 2019). This approach combines hydrogen’s clean combustion 
properties with natural gas to reduce emissions, while also allowing for the 
utilization of natural gas produced during oil extraction, which is typically 
released into the atmosphere. By burning excess natural gas, greenhouse 
gas emissions can be controlled. This hybrid fuel strategy not only mitigates 
environmental impacts but also facilitates the aviation industry’s transition 
to fully hydrogen-powered systems. It enables the optimization of existing 
infrastructure while significantly reducing the carbon footprint. This can 
be seen as a critical intermediate step in achieving short-term sustainability 
goals and accelerating the transition to a hydrogen economy in the long 
term.

To explore hydrogen’s potential and safety as an aviation fuel, 
numerous aviation companies have developed prototypes and conducted 
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demonstration projects. These initiatives have involved both limited test 
flights and ground-based trials. One of the initial milestones was in 1957, 
when a Martin B-57B aircraft used hydrogen for a brief period in one 
of its two Wright J65 jet engines. Later, in 1988, the hydrogen-powered 
Tu-155 prototype successfully completed its inaugural flight. After these 
pioneering efforts, hydrogen technology gained more focus in electric fuel 
cell and piston engine propeller systems, rather than in gas turbine engines. 
Airbus has introduced several hydrogen-powered aircraft concepts utilizing 
gas turbine engines, and companies such as Pratt & Whitney and CFM 
International have launched projects focused on hydrogen systems for gas 
turbines. These efforts contribute to a deeper understanding of hydrogen’s 
potential in aviation and its role in advancing sustainable energy solutions.

7.	 Conclusion and Recommendations

This study highlights the strategic importance of hydrogen in 
modern energy systems and its applications across various sectors. In 
the energy transition process, hydrogen emerges as a key element that 
enhances environmental sustainability and reduces carbon emissions. The 
production of hydrogen through electrolysis and renewable energy sources 
reduces dependence on fossil fuels while enhancing energy security. 
Successful implementation of hydrogen-powered gas turbine systems in 
countries like Germany proves the future potential of hydrogen. In the 
automotive sector, hydrogen fuel cell vehicles offer significant advantages 
with zero emissions and performance improvements. Findings such as 
a 7.4% increase in thermal efficiency with an 11.09% hydrogen fraction 
demonstrate the contribution of hydrogen to combustion processes. In the 
aviation sector, the use of hydrogen in both gas turbines and electric fuel 
cells is revolutionary in terms of energy density and environmental impact. 
Hydrogen-powered prototypes from companies like Airbus and BMW 
define its role in sectoral transformation. For the widespread applicability of 
hydrogen, innovative technologies for storage and transportation, efforts to 
improve the cost-effectiveness of production processes, and acceleration of 
infrastructure investments are of critical importance. The use of hydrogen 
blended with fossil fuels in gradual transition strategies can facilitate the 
integration of hydrogen into energy systems. Furthermore, hydrogen and 
natural gas mixtures offer a sustainable solution for reducing emissions and 
utilizing waste natural gas in the aviation sector. The recommendations 
derived from this context are outlined below.  

•	 Hydrogen’s low density reduces efficiency in storage and 
transportation processes. Next-generation materials, such as carbon 
nanotubes and metal-organic frameworks (MOFs), can offer higher energy 
density compared to conventional methods (compressed gas or liquid 
storage). The Fraunhofer Institute in Germany is conducting successful 
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studies in this field to optimize hydrogen storage using lightweight 
composite materials.

•	 Sector-specific customized solutions are required. Airbus’s 
ZEROe concept has developed prototypes for the use of liquid hydrogen 
in aviation with a zero-emission goal. In the automotive sector, the Toyota 
Mirai has demonstrated the viability of hydrogen technology through 
practical fuel cell applications. These successes necessitate the renewal of 
infrastructures according to sector-specific needs.

•	 Japan’s FH2R project produces hydrogen using solar energy, 
helping to balance fluctuations in renewable resources and address large-
scale storage issues. Additionally, blending hydrogen into natural gas 
grids can enhance the use of existing infrastructure while offering hybrid 
solutions in energy transportation.

•	 The EU’s “Hydrogen Strategy” program, with a budget of 430 
billion euros, and the US’s “Hydrogen Shot” initiative serve as examples to 
accelerate the widespread adoption of hydrogen technologies. These types 
of incentives can lower the costs of hydrogen, increasing its economic 
viability. For example, the US aims to reduce the cost of clean hydrogen to 
below 1 dollar per kilogram.
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1. Introduction

There are many food products that carry microbiological risks and 
are not desired to be processed with heat due to their structural-sensory 
properties. Such thermally sensitive food products may undergo physical, 
chemical and microbial changes such as aroma, taste, colour and texture 
changes when subjected to heat treatment. This situation has generated the 
need for research and development to improve existing technologies and 
to emerge innovative, effective alternative technologies.

In the food industry, some heat treatment processes are used to extend 
the shelf life of products and inactivate unwanted microorganisms and 
enzymes (Güleç, 2006). However, while high heat treatment application 
positively affects microorganism and enzyme inactivation, it leads to 
significant losses in the nutritional value of food (Turantas, 2016). Therefore, 
with the developing and renewed technology, there is an increasing 
interest and consumer demand for minimum process application, which 
causes less damage to nutrients and provides longer shelf life. Production 
with minimum processing but low cost, fast, simple, natural, non-toxic, 
environmentally friendly, energy-saving and high nutritional value is 
gaining importance (Şimşekli, 2010; Akdeniz and Akalın, 2017). For 
this purpose, studies are being conducted on alternative production 
technologies. Among many alternative technologies, ultrasound 
technology attracts attention due to its wide area of ​​use and more effective 
results when combined with other applications (Türken, 2014). 

Ultrasound has a significant impact on the rate of various food 
processes. Food processing with ultrasound can be carried out within 
seconds or minutes with high reproducibility, reducing the processing 
costs, simplifying work and providing higher efficiency. In addition, it 
provides high purity of the final product, eliminates post-treatment to 
wastewater and saves time and energy needed for traditional processes.

The many features of ultrasound devices, such as low cost, simplicity 
and portability, make them indispensable elements in research laboratories 
and food factories. On the other hand, high power (low frequency) 
ultrasound causes mechanical, physical and chemical/ biochemical 
changes through cavitation. Thus, it reduces the reaction time by changing 
the food properties and increases the reaction yield under mild conditions 
compared to conventional routes (Awad et al., 2012).

In recent years, ultrasonic sound wave applications have become 
widespread in order to meet market demand and obtain quality products 
(Ünal, 2012). Studies on the application of this method in food systems are 
increasing day by day because it is economical, environmentally friendly 
and can provide energy savings.
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2. Ultrasound Technology

The subject of ultrasound technology was first dealt with by Francis 
Galton, a biologist of the Victorian era. Ultrasound applications were 
first used in the industry for cleaning purposes in the 1960s. The use of 
ultrasonic techniques in food systems dates back approximately 60 years 
(Tuna, 2013). Sound waves are grouped according to their frequency 
ranges. Figure 1 shows the naming of sound waves according to their 
frequency ranges. The human ear can perceive the sound range of 20 Hz to 
20 kHz. Ultrasound sound waves are sound waves that can pass through 
solids, liquids and gases, but are not perceived by the human ear (>20 
kHz). These waves spread at different vibrations and speeds depending on 
the environmental conditions (solid, liquid and gas) they are in (Özyurt, 
2013). Ultrasound between 20 kHz and 1 MHz is used in the food industry. 
Frequencies above 1 MHz are used for imaging purposes in medicine 
(Yılmaz, 2011; Sayın and Tamer, 2014; İşçimen, 2016).

Figure 1. Naming of sound waves according to frequency range (Yılmaz, 2014a)

3. Ultrasound Technology Application Methods

Ultrasound applications are classified into two types according to 
the wavelength used in food processing systems: low intensity and high 
intensity (Akdeniz and Akalın, 2017). Low intensity ultrasound applications 
are low intensity (≤ 1 W/ cm2) and high frequency (100 kHz–20 MHz) 
applications and are generally used in the evaluation of food systems 
and food quality control for the purpose of observing food products and 
processes (Yüksel, 2013; Yüksel and Elgün, 2013; Akdeniz and Akalın, 
2017). In food applications, high frequencies between 0.1-20 MHz and 
low energy levels of 100 mW are used (Kırmusaoğlu, 2013; Yüksel, 2013). 
Figure 2 shows a high frequency low energy ultrasound device diagram. 
The device consists of signal generator-receiver, amplifier, 2 converters 
and oscilloscope sections. High-intensity ultrasound applications are 
relatively low-frequency (20 kHz–100 kHz) and high-intensity applications 
between 10 and 1000 W/cm2 and cause physical, chemical and mechanical 
changes in the structure of food (Kırmusaoğlu, 2013; Yüksel, 2013; Yüksel 
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and Elgün, 2013; Akdeniz and Akalın, 2017). Therefore, this ultrasound 
method is widely used in inanimate materials and especially in the product 
processing sector. (Yüksel, 2013; Yüksel and Elgün, 2013). Low-frequency 
high-energy ultrasound device and its sections are given in Figure 3.

Figure 2. Diagram of a high frequency low energy ultrasound device (Yüksel, 
2013)

Figure 3. Probe type low frequency high energy ultrasound device (Yüksel, 2013)



81International Research and Evaluations in the Field of Engineering

4. Mechanism of Ultrasound Effect

The basic phenomenon that causes chemical and mechanical effects in 
ultrasound applications is cavitation (Muhammed Yılmaz, 2014; Akdeniz 
and Akalın, 2017). The formation of cavitation depends on the ultrasound 
power (Yılmaz, 2014b). Ultrasound causes a series of compression and 
expansion waves on the molecules of the medium through which sound 
waves pass. This phenomenon is called the “sponge effect” because it creates 
an effect like constantly squeezing and releasing a sponge. This pressure 
created by the waves creates micro channels, facilitating the release of 
water inside the cell into the medium (Yılmaz, 2014a).

When ultrasonic sound waves pass through a liquid, they create small 
bubbles in the liquid (Ercan, 2009; Şengül et al., 2009; Yılmaz, 2014a; Bal, 
2016). When these bubbles reach a point where they can no longer absorb 
energy, they burst. This event is called cavitation (Sayın and Tamer, 2014; 
Tao and Sun, 2014; Bal, 2016). A large amount of energy is released with the 
bursting of the bubbles, and as a result, sudden heat and pressure changes 
occur (Kentish and Feng, 2014; Yılmaz, 2014b; Sayın and Tamer, 2014; 
Yılmaz, 2015; Bal, 2016). The high temperature and pressure intensity that 
occurs causes various mechanical and chemical changes in the product 
(İşçimen, 2016). At the same time, microorganism and enzyme inactivation, 
cleaning of product surfaces, extraction, filtration, emulsification and 
crystallization are all based on the cavitation mechanism (Feng et al., 2011; 
Bal, 2016). The cavitation event and cavitation mechanism are as in Figure 
4 and Figure 5.

Figure 4. Cavitation Phenomenon (Er, 2014)
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Figure 5. Cavitation Mechanism (Yılmaz, 2014b)

5. Potential Applications of Ultrasound In Food Systems

5.1. Ultrasound Applications in Meat Technology

Ultrasound has been used in meat technology since the early 1950s to 
determine fat and muscle content in live cattle (Dolatowski et al., 2007). In 
recent years, ultrasound applications have been routinely used in the meat 
industry (Majid et al., 2015). The most important of these applications are; 
estimating the quality, flavour and cutting ability of carcasses, grading 
carcasses, tenderizing meat products, and determining the component 
properties of meat (Dolatowski et al., 2007; Çilek and Dirican, 2008; Söbeli 
and Kayaardı, 2014; Majid et al., 2015; Carrillo-Lopez et al., 2017).

One of the most important characteristics affecting consumer 
satisfaction and the quality of beef is tenderness. Beef tenderness is 
considered one of the main problems faced by the meat industry. Despite 
the long-term research interest in obtaining meat with eating quality, it still 
remains an elusive goal. Tenderness is affected by composition, structural 
organization and skeletal muscle integrity (Dolatowski et al., 2007). The 
increasing change in muscle structure during the aging process is closely 
related to meat tenderness (Carrillo-Lopez et al., 2017). Acoustic cavitation 
causes disruption of the structure of myofibrillar proteins and collagen 
macromolecules, and as a result accelerates proteolysis (Chang et al., 2015). 
It is also possible that ultrasound application affects the amount of ATP 
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in the muscles in the prerigor phase and increases the aging rate of meat 
by accelerating the entry into rigor mortis (Carrillo-Lopez et al., 2017). 
Various experiments have been conducted with ultrasound application to 
reduce aging time and increase the tenderness of meat without adversely 
affecting other properties of meat (Dolatowski et al., 2007; Çilek and 
Dirican, 2008; Carrillo-Lopez et al., 2017; Söbeli and Kayaardı, 2014). 

The cavitation, thermal, and mechanical effects of ultrasound are 
effective on tenderizing of meat products. These effects of ultrasound can 
change the pressure and temperature of the medium and thereby disrupt 
intermolecular interactions and destroy the structure of muscle tissue. 
This change in the muscle can enhance the transfer rate and penetration 
ability of the medium, thus increasing the tenderness of meat products 
(Contreras-Lopez et al., 2020). The ultrasound effect can contribute to 
the increase in meat tenderness by stimulating enzymes and disrupting 
the muscle fibre structure (Ojha et al., 2018). The mechanical effect of 
ultrasound destroys the Z-lines in the myofibrillar structure of meat, 
expanding the space between myofibrils and increasing the water content, 
causing the muscles to swell, thus improving the tenderness of the meat 
(Zou et al., 2017). Ultrasound is applied to meat for different purposes other 
than tenderness, for example, it increases the moisture retention capacity 
of meat, cooking time and energy efficiency. Therefore, this method can 
be fast and more energy efficient to improve the quality of cooked meat 
(Carrillo-Lopez et al., 2017; Zambak and Özkal, 2017). The application of 
ultrasound in meat curing technology is recommended as an alternative to 
the traditional application method; its purpose is to accelerate the transfer 
of salt water, preserve sensory qualities, achieve better distribution and 
minimize water loss (Sirὁ et al., 2009; McDonnell et al., 2014; Turantas, 
2017). Numerous studies have been conducted to improve the sensory 
and technological properties of meat and to obtain higher quality meat. 
However, the results of these studies are not comparable due to the type 
of muscles used, age of the animal, ultrasonic equipment and efficiency, 
ultrasound application times and wavelengths. Studies have shown the 
potential benefits of ultrasound as an alternative technology to change the 
properties of meat and meat products (Dolatowski et al., 2007; Carrillo-
Lopez et al., 2017).

Ultrasound pasteurization of meat products such as sausages provides a 
homogeneous temperature within the sausages. Compared to the traditional 
process, it has been shown to extend the shelf life of sausages (up to 20 days 
or 50% more). In addition to the advantages of ultrasound treatment, such as 
reducing the time, intensity of heat treatment and energy consumption, no 
damage was observed in the product, showing the potentiality of ultrasound 
in post-packaging pasteurization (Cichoski et al., 2015).
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Ultrasound affects proteolysis and lipid oxidation in meat products, 
and promotes the formation of volatile compounds. For example, 3-minute 
ultrasound treatment (25 kHz, 128 W) results in an increase in threonine, 
methionine and phenylalanine levels, while 6-minute ultrasound 
treatment increases glutamic acid and arginine levels during storage. 
Other compounds associated with lipid oxidation during storage include 
hexanal, pentanal and hexanol levels were also observed (Alves et al. 2020).

5.2. Ultrasound Applications in Dairy Technology

Due to the consumer demand for healthy, delicious, and minimally 
processed dairy products, studies on alternative technologies in the 
development of innovative dairy products are becoming more and more 
important every day.

The search for such alternative technologies has focused on non-
thermal technologies to avoid damaging the flavour or nutritional content 
of foods during production. One of these is the application of High 
Intensity Ultrasound (HIU), which is specifically designed for simplicity, 
economy and energy efficiency.

Ultrasonic applications are among the promising sectors that can 
provide major improvements in the dairy industry as well as in other food 
sectors (Carrillo-Lopez et al., 2017). In the dairy industry, ultrasound is 
used for purposes such as fat removal, whey filtration, cutting of cheese 
blocks, lactose crystallization, changing the functionality of milk proteins, 
preventing flavor loss, increasing homogeneity, pasteurization and 
sterilization (Majid et al., 2015; Özaslan, 2016).

HIU has a positive effect on milk components and curd matrix, 
especially fat globules in milk. Changes in the physical properties of milk 
components provide improvement in the physical properties of milk, such 
as acceleration of gel formation, increase in gel strength and hardness, 
increase in specific surface area, decrease in curd hardness and particle 
distribution of fat (Abesinghe et al., 2020; Gregersen et al., 2019; Jo et al., 
2019).

The power of ultrasonication reduces the size of fat particles, which is 
important in pretreatments such as emulsification. The acoustic vibration, 
together with the size reduction, causes the fat particles to disperse better 
in the milk by the effect of turbulence. Then, cavitation acts on the breakup 
of the fat droplets (Leong et al., 2016). 

In addition to the power of ultrasonication, its duration is also an 
important factor for dairy products. It has been reported that times longer 
than 15 min may increase the release of sulfhydryl groups in whey protein 
beverages or emulsions, resulting in an increase in free thiols and the 
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formation of protein crosslinking (Carrillo -Lopez et al., 2021).

Heat treatment is one of the preservation techniques commonly used 
in the dairy industry to prevent or limit unwanted microorganism and 
enzyme activity and to extend the shelf life of the product. However, the 
high temperature applied during heat treatment causes undesirable colour, 
aroma and nutritional value changes in foods. For this reason, interest in 
non-thermal preservation methods such as ultrasound and high pressure 
technology has been increasing recently as an alternative to heat treatment 
processes (Akdeniz and Akalın, 2017; Şengül et al., 2009).

Ultrasonication alone may not be sufficient for decontamination of 
milk, so ultrasound must be used in combination with heat to control 
bacteria. It is more appropriate to use ultrasound together with heat, 
especially in controlling pathogenic and spoilage microorganisms (Carrillo 
-Lopez et al., 2021).

Ultrasound is considered as an alternative method to reduce the size 
of fat globules and is stated to be effectively applied to homogenize milk 
(Carrillo-Lopez et al., 2017). Homogenization of milk (dispersion of large 
fat globules) depends on selectivity by cavitation effect. Fat globules of 
different sizes are broken down by physical forces (turbulence, mixing 
and shear force) formed during cavitation. Larger fat globules are more 
affected by the physical forces of ultrasound. As a result of the studies, it 
was determined that the diameter of fat globules decreased significantly 
and homogenization efficiency increased depending on the increase in 
ultrasound exposure times and applied power levels (Ertugay et al., 2004; 
Şengül et al., 2009; Bosiljkov et al., 2012; Shestakov et al., 2013; Akdeniz 
and Akalın, 2017). In addition, it was observed that ultrasound increased 
the viscosity and water retention capacity in fermented milk products (Wu 
et al., 2000; Sfakianakis et al., 2015).

In addition to its advantages, there are also few disadvantages of 
applying HIU to milk. For example, it can cause colour differences and 
slight protein oxidation, and less off-flavours (Carrillo -Lopez et al., 2021). 
According to Carrillo-Lopez et al. (2021), 20 kHz may be the optimum 
frequency to be applied in improving the properties of milk and dairy 
products.

5.3. Ultrasound Applications in Fruit and Vegetable Technology

Increasing consumption of fruits and vegetables worldwide along with 
the population growth has increased the need to better control the sensory, 
nutritional and microbiological properties of these foods.

The data obtained by applying ultrasound to fruits and vegetables 
are somewhat complex and difficult to interpret. Because the voids and 
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pores found in these products cause the ultrasound to scatter and thus 
reduce its effect (Mizrach, 2008). The firmness and colour of fresh fruits 
and vegetables are also affected by ultrasound. The changes in colour are 
attributed to the effect of ultrasound on phenol oxidase and polyphenol 
enzymes. Ultrasound has the ability to inhibit browning enzymes by 
disrupting cellular components. However, sonication also provides an 
antimicrobial effect, which may result from cavitation and free radical 
formation (Nicolau-Lapeña et al., 2019).

Ultrasound is used to maintain quality characteristics in fresh fruits 
and vegetables both before and after harvest (Bozkurt and İçier, 2009; 
Bal, 2016) (Türken, 2014; Majid et al., 2015; Carrillo-Lopez et al., 2017). 
In addition, ultrasound is also used for decontamination purposes in 
the fruit and vegetable industry. Although the most research on the 
use of ultrasound for this purpose is on lettuce, there are also studies 
on spinach, chopped carrots, plums, peaches, strawberries, cherries, 
apples and mushrooms (Turantas, 2016). Ultrasound can be suitable for 
cleaning fruit and vegetable surfaces when applied together with different 
methods. Generally, chemical methods, high temperature, high pressure, 
pulsed electric field and ultraviolet radiation can be applied together with 
ultrasound for cleaning and disinfection. However, this is not recommended 
since heat and pressure can damage the fruits and vegetables tissues. For 
this reason, ultrasound is applied in combination with chemicals such as 
organic acids, commercial sanitizers and other antimicrobials in fruits 
and vegetables (Carrillo-Lopez et al., 2017). In addition, ultrasound has 
the ability to remove pesticide residues from fruits and vegetables, which 
increases the importance of the technique. Ultrasonic cleaning process 
significantly reduced fluopyram residues in apples (Słowik-Borowiec and 
Szpyrka, 2020).

Ultrasound can also be used in extraction processes, improving 
existing extraction processes and providing new commercial extraction 
opportunities and processes. It facilitates the isolation of antioxidants, 
fragrances, carotenoids, phenols, anthocyanins, and natural colours from 
seeds, fruits, and vegetables (Safwa et al., 2024).

Sonication improves the properties of the product when used in 
fruit juice production. For example, it has a positive effect on antioxidant 
capacity, flavonoids, flavanols, total phenolics and ascorbic acid in 
grapefruit juice (Safwa et al., 2024).

Ultrasound application is also used to inactivate phenolase group 
enzymes that are found in fruit juices and cause enzymatic browning. This 
application does not cause a significant change in the nutritional and colour 
values ​​of the product (Yılmaz, 2014b). However, application of ultrasound 
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in beverages has improved the healthiness of the product by increasing the 
levels of antioxidants and bioactive compounds (Jiang et. al., 2015).

Application of ultrasound to fruits and vegetables, especially when 
combined with an osmotic solution, improves drying kinetics by reducing 
initial moisture content and modifying tissue structure. The effectiveness 
of the pre-treatment depends on some factors such as the structure of the 
sample, the ultrasonic source, the immersion medium, and the acoustic 
energy parameters (Safwa et al., 2024)

Overall, ultrasound improves fruit and vegetable quality by improving 
enzyme activity, microbial contamination, and drying properties.

5.4. Ultrasound Applications in Oil Technology

Today, one of the methods used for obtaining oil from seeds is 
pressurization or solvent extraction or a combination of these two methods, 
pre-pressure-extraction. Recently, ultrasound-assisted extraction method 
has been used as an alternative to these methods for obtaining oil from 
seeds. With ultrasound-assisted extraction, oil can be obtained in a 
shorter time, with low energy consumption and high yield compared to 
other methods (Tontul et al., 2018; Acar, 2017; Şimşekli, 2010; Yaman and 
Kuleaşan, 2016; Li et al., 2013; Teng et al., 2016; Subba Rao et al., 2018; Fuad 
et al., 2016; İnce, 2011).

Ultrasound can be used as an alternative or in combination with other 
methods in food processing (Ercan and Soysal, 2013; Yılmaz, 2015). Table 
1 summarizes the current applications of ultrasound, its mechanism of 
action, its advantages and the foods it is applied to.

Table 1. Current applications of ultrasound, its mechanism of action, advantages 
and applied foods (Ercan, 2009; Tavman et al., 2009; Adekunte et al., 2010; 
Mason et al., 2010; Chemat et al., 2011; Çağdaş et al., 2011; Türken, 2014; 

Yılmaz, 2014b; Kenan Özdoğan, 2015)

Application Conventional 
methods

Advantages Products

Cooking Uniform heat 
transfer

-	 Less time,
-	 Increasing heat 

transfer and 
organoleptic 
quality,

-	 Increased retention 
of moisture

Meat products, Fruits 
and Vegetables
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Freezing/ 
Crystallization

Uniform heat 
transfer

-	 Time saving,
-	 Smaller ice crystal 

formation,
-	 Improved 

diffusion,
-	 Rapid temperature 

reduction,
-	 Efficient heat 

transfer,
-	 Reduced cell 

damage

Meat products, Fruits 
and Vegetables, Dairy 
products, Milk fat, 
Vegetable oil, Ice 
cream

Drying Uniform heat 
transfer

-	 Time saving
-	 Increasing 

organoleptic 
quality

-	 Improving heat 
transfer

Fruits and Vegetables

Pickling/Marinating Increasing 
mass transfer

-	 Time saving,
-	 Increasing 

organoleptic 
quality,

-	 Product stability,
-	 Reducing product 

losses,
-	 More crispy 

product

Vegetables, Meat 
products, Fish, 
Cheese

Defoaming/Degassing

Pressure 
reduction 
phenomenon, 
Cavitation 
phenomenon

-	 Time saving,
-	 Microbial risk 

reduction,
-	 Prevention of 

organoleptic 
damage

Chocolate, 
Carbonated drinks, 
Fermented products 
(Beer etc.)

Filtration Vibrations
-	 Time saving,
-	 Improving 

filtration

Fruit juices, Edible 
oils

Demoulding Vibrations
-	 Less time,
-	 Reducing product 

losses

Cooked products 
(cakes etc.)

Emulsification Cavitation 
phenomenon

-	 Time and energy 
savings,

-	 Emulsion stability,
-	 Improvement of 

product shelf life

Emulsions (ketchup, 
mayonnaise), Fruit 
juices, Edible oils
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Cutting Cavitation 
phenomenon

-	 Time and energy 
savings,

-	 Reduction of 
product losses,

-	 Accurate and 
continuous cutting 
capability,

-	 Lower maintenance 
cost,

-	 Reduction of 
microbial risk,

-	 Better 
standardization of 
part weights and 
dimensions

Cakes, Pastry and 
Bakery products, 
Cheese and Sticky oil 
products, Fresh fruits 
and vegetables

Depolymerisation Cavitation 
phenomenon

-	 Time and energy 
savings Starch, Whey

Extraction Cavitation 
phenomenon

-	 Increase in mass 
transfer,

-	 More solvent input,
-	 Extraction at lower 

temperatures and 
faster,

-	 Ability to work at 
lower temperatures

Sugar production 
from sugar beet, Oil 
extraction from plant 
seeds, Anthocyanin 
extraction from fruits

Cleaning and surface 
decontamination

Uniform 
and Strong 
cavitation 
formation

-	 Reduction of 
microbial risk,

-	 Time and cost 
savings,

-	 Increased shelf life

Cleaning of 
equipment used in 
slaughtering poultry, 
Decontamination of 
fruits and vegetables, 
Decontamination of 
meat products

Microbial inactivation Cavitation 
phenomenon

-	 Time and energy 
savings,

-	 High inactivation 
rate at low 
temperature

Inactivation of 
pathogenic bacteria 
from fruit juices, 
Inactivation of Pichia 
fermentans in tomato 
juice

Enzyme inactivation Cavitation 
phenomenon

-	 High inactivation 
rate at low 
temperature,

-	 Increased 
homogeneity and 
clarity

Inactivation of 
polyphenoloxidase, 
peroxidase, 
pectinmethylesterase 
and lipoxygenase 
enzymes
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6. Conclusion

Ultrasound is considered a new technology in the processing and 
preservation of food products. In food technology, many studies have 
been conducted on ultrasound applications. However, many of these 
systems cannot be used in the industry. The widespread use of applications 
developed as alternatives to traditional methods depends on factors such 
as commerciality, applicability and economy. Current studies show that 
ultrasound technology provides significant advantages in food systems 
and that this method can be combined with various methods to increase 
its advantages. 

Efforts on fully automated ultrasound systems are ongoing. Thus, by 
integrating into food production lines, it will be possible to contribute to 
energy savings and the production of high value and safe food products. 
(Awad et al., 2012).	 More studies are needed to encourage the 
transition to ultrasound applications.
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1.	 Introduction

The rapid population growth following the Industrial Revolution 
and nations’ pursuit of economic prosperity led to the establishment of 
systems that ensured long-term energy consumption. Energy, one of the 
most critical inputs for social and economic development, plays a vital role 
in improving living standards and achieving sustainable development. 
During the Industrial Revolution, while the continuous demand for energy 
and the systems that met these needs contributed to the development of 
international trade and the prosperity of nations, emissions from these 
energy sources became the hidden cost of this system. These emissions 
led to the planet’s rapid warming, evolving into what is known as global 
warming, which harms climates and ecosystems. In response to global 
warming, nations have agreed on common international goals to mitigate 
the increase in global temperatures. Rising global temperatures are causing 
devastating impacts worldwide, compounding effects on economies and 
societies. Over the past five years, the average global temperature has 
been the highest ever recorded. According to the World Meteorological 
Organization, temperatures are expected to exceed the pre-industrial 
1.5°C threshold within the next five years, a limit that must not be crossed 
to avoid catastrophic impacts. However, the United Nations Emissions 
Gap Report 2021 revealed that, despite new national commitments and 
measures, global temperatures will rise by 2.7°C by the end of this century.

CO2 is the most significant greenhouse gas emitted through 
human activities, and the effects of the Industrial Revolution have 
further amplified CO2 emissions from various operations, leading to an 
increasingly changing climate. Climate change has brought the world 
face-to-face with a global climate crisis. Modelling and forecasting CO2 
emissions at the national level is crucial for policymakers. Therefore, a 
multidimensional determination of the variables influencing emissions is 
essential to analyze CO2 emissions in Turkey. Coal, oil, and natural gas 
consumption contributing significantly to Turkey’s CO2 emissions, have 
increased yearly. In contrast, using renewable energy sources, which result 
in lower CO2 emissions, only began in the 2000s and remains relatively low 
compared to other sources.

Global climate change stands out as one of human history’s most 
significant environmental and economic threats. The use of fossil fuels, 
industrial activities, and the rapidly growing energy demand have increased 
the concentration of greenhouse gases in the atmosphere, leaving long-
term impacts on climate systems. In this context, accurately forecasting 
carbon emissions and developing effective carbon management strategies 
are critical for combating global climate change and achieving sustainable 
development goals (Güleryüz&Özden, 2023). This situation necessitates 
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a meticulous examination of carbon emissions not only at a global level 
but also at the national level. Each country’s economic structure, energy 
consumption habits, and environmental policies uniquely determine 
the sources and impacts of carbon emissions. In developing countries, 
industrialization and rising energy demand have significantly increased 
per capita greenhouse gas emissions. Thus, understanding past trends in 
carbon emissions and comparing them to global averages in countries like 
Turkey provides a critical foundation for the development of both local 
and global climate policies. Per capita greenhouse gas emissions for Turkey 
and the global average over the past five years are presented in Figure 1 for 
comparative analysis.

Figure 1. Greenhouse Gas Emissions: Time Series Comparison of Per Capita 
Emissions in Turkey and the World (Created by the Author) (TUİK, 2023)

Between 2018 and 2022, Turkey’s per capita greenhouse gas emissions 
consistently remained higher than the global average. While Turkey’s 
per capita emissions ranged between 6.2 and 6.7 tons of CO₂ equivalent, 
the global average gradually decreased from 4.8 tons to 4.5 tons of CO₂ 
equivalent during the same period. This trend reflects international policies’ 
effectiveness in reducing carbon emissions, whereas Turkey’s continued 
reliance on fossil fuels in its energy production and consumption processes 
remains evident. Turkey’s per capita emissions peaked in 2021, which can 
be attributed to the recovery of economic and industrial activities following 
the COVID-19 pandemic. In contrast, the global average decline during 
this period underscores Turkey’s lag in meeting international standards 
for carbon reduction.
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Turkey’s emission levels, which exceed the global average, can be 
attributed to its energy-intensive economic structure and challenges in 
transitioning to renewable energy. The significant reliance on fossil fuels 
(coal, oil, natural gas) in energy production and rapid urbanization and 
industrialization are key contributing factors. Meanwhile, many countries 
worldwide have successfully taken steps to reduce their per capita emissions 
by increasing renewable energy sources. This trend highlights the need for 
Turkey to intensify its efforts to reduce greenhouse gas emissions.

In its strategies for reducing emissions, Turkey must prioritize 
investments in renewable energy, expand energy efficiency policies, 
and implement low-carbon industrial technologies. Strengthening 
international collaborations and ensuring active participation in global 
carbon reduction initiatives are also essential. The global downward 
trend in emissions demonstrates successful examples of carbon reduction, 
indicating that Turkey has the potential to achieve progress in this area.

In conclusion, Turkey’s current greenhouse gas emission levels 
present a significant obstacle to achieving sustainable development goals. 
Restructuring energy policies and accelerating the transition to a low-
carbon future are critical necessities. Aligning with the global average is 
essential for attaining Turkey’s national sustainability goals and a strategic 
imperative for contributing to international efforts to combat climate 
change. This alignment should be addressed as a priority for ensuring 
environmental and economic sustainability.

To meet its long-term development goals, accurately predicting and 
controlling CO₂ emissions will play a critical role in building a sustainable 
future for Turkey. R&D efforts focused on accelerating industrial 
transformation, designing more efficient production processes, developing 
sustainable energy solutions, and adopting innovative production systems 
will not only support environmental sustainability but also enhance 
Turkey’s global competitiveness (Işık & Kılıç, 2014). Developing accurate 
prediction models for CO₂ emissions is crucial for determining strategies 
to reduce emissions, ensuring efficient resource utilization, achieving long-
term economic objectives, and promoting environmental sustainability.

Given the nonlinear, complex, and multivariate nature of carbon 
emission forecasting, traditional methods have demonstrated limited 
success in this field. Hybrid models combining artificial intelligence and 
optimization techniques offer a promising alternative for such problems. 
Hybrid ANFIS-PSO and GA models stand out in carbon emission 
forecasting due to their ability to model nonlinear relationships and their 
optimizable structures. ANFIS effectively combines the learning capacity of 
neural networks with the explainability of fuzzy logic, providing a powerful 
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solution for modelling complex systems, while metaheuristic algorithms 
such as PSO and GA optimize model parameters to enhance prediction 
accuracy. This study explores the application of hybrid ANFIS-PSO and GA 
models in forecasting carbon emissions and evaluates their comparative 
performance. It aims to provide new perspectives on practical modeling 
approaches for carbon management and combating climate change.

Forecasting CO₂ emissions will be a strategic step for accelerating 
technological progress, fostering innovation, and maintaining competitive 
advantages. On a global scale, such predictions will support high-
quality scientific and technological advancements, contribute to the 
rapid emergence of discoveries and innovative solutions, and strengthen 
strategic planning in science and technology-oriented sectors. Accurate 
CO₂ emission forecasts are critical for developed countries to maintain 
technological leadership and competitive advantages. These forecasts 
offer a practical roadmap for economic transformation, local innovation, 
and global competitiveness in developing countries. For less developed 
countries, emission forecasts play a key role in sustainable development 
by addressing basic needs, increasing productivity in key sectors, and 
focusing on development goals.

In this context, accurate and reliable predictions form the cornerstone 
of a successful and sustainable strategy. Forecasting CO₂ emissions not 
only aids in achieving environmental objectives but also supports strategic 
planning in business, economic development, and competitive advantage.

In emission forecasting processes, the ability of governments to 
manage CO₂ emissions depends on identifying the main influencing 
factors and selecting appropriate forecasting models. Most studies rely 
on traditional statistical methods, which perform well when correlations 
among variables are strong. However, with advancements in artificial 
intelligence methods, nonlinear relationships between inputs and outputs 
can be modeled effectively, and variables uncorrelated with the output 
variable can also be included in the model. Particularly in recent years, the 
development of data science and AI-based forecasting models has found 
widespread applications in many fields (Özbek&Teke, 2024; Özden,2022a; 
Nassef vd., 2023; Özden,2022b; Efe vd., 2022). Consequently, an AI-
based model developed for forecasting CO₂ emissions is expected to yield 
effective and successful results.

An analysis of previous studies reveals that efforts to forecast CO₂ 
emissions can be classified into statistical and AI-based methods. Table 1 
systematically presents various methods and academic studies conducted 
in this context. These studies serve as examples of both AI-based models 
and statistical approaches.
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Table 1. CO₂ Emissions: Topics and Methods

Study Topic Methods Used References

Prediction of CO2 emissions 
using artificial intelligence

Artificial Neural Networks 
(FFNN), ANFIS, LSTM, 
Ensemble Modeling

(Nassef et al., 
2023)

CO2 emission prediction using 
Multivariate Grey Prediction 
Model

Grey Relation Analysis, 
Neural-Network-Based 
Residual Model

(Chiu et al., 
2020)

CO2 emission prediction 
with Biogeography-Based 
Optimization

Biogeography-Based 
Optimization (BBO), 
Gradient Boosting, SHAP, 
and LIME

(Özkurt, 2024)

CO2 prediction using Regression, 
Neural Networks, and Support 
Vector Machines

Regression, Neural 
Network, SVM (Liu, 2024)

Machine learning for vehicle 
emission prediction

Multivariate Polynomial 
Regression, Decision Tree, 
Random Forest

(Manvitha et al., 
2023)

CO2 emission prediction for the 
post-COVID-19 period

SARIMA, SARIMAX 
Modeling

(Meng & 
Noman, 2022)

Prediction of greenhouse gas 
emissions in agricultural soils

LSTM, Random Forest, 
SVM

(Hamrani et al., 
2020)

Vehicle emission prediction using 
the CO2MPAS model under 
actual traffic conditions

CO2MPAS Model, EMEP/
EEA Guide Method

(Mogno et al., 
2020)

Vehicle emission prediction using 
machine learning with Grid 
Search Optimization

Grid Search Optimization, 
Random Forest, SVR (Sidana, 2024)

CO2 emission prediction using 
Wavelet-based Extreme Learning 
Machine

Wavelet Transform, 
Extreme Learning Machine 
(W-EELM), Noise 
Removal

(Alomar et al., 
2023)

Evaluating the applications of studies conducted on CO₂ emissions 
provides an in-depth perspective on forecasting carbon emissions. 
Summaries of several studies from the literature are presented below. 
Forecasting carbon emissions is critical in combating global warming 
and climate change. In this context, artificial intelligence and machine 
learning methods offer innovative approaches for modelling emissions 
more accurately and effectively. Studies in the literature demonstrate the 
applicability and effectiveness of these methods across various sectors 
and application areas, contributing significantly to achieving sustainable 
development goals. Numerous studies have been conducted on predicting 
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and reducing CO2 emissions using multiple modeling approaches and 
technologies. 

Nassef et al. (2023) employed artificial intelligence tools to forecast 
annual CO2 emissions in Saudi Arabia. The study utilized artificial neural 
networks (FFNN), adaptive neuro-fuzzy inference systems (ANFIS), and 
long short-term memory (LSTM) models. These models predicted future 
emission values based on historical data. Among the models, the LSTM 
model outperformed others with higher accuracy and lower error rates. 
The findings of this study projected a decrease in emissions by 2030 
and emphasized the importance of these results for the development of 
sustainable environmental policies.

Similarly, the multivariate grey prediction model (MGPM) developed 
by Chiu et al. (2020) provided an effective method for data with missing 
values and those that do not conform to statistical assumptions. 
Combining grey relational analysis with neural network-based residual 
models, this approach demonstrated strong performance in CO2 emissions 
forecasting. The study proposed a framework for the development of 
energy policies. Özkurt (2024) focused on forecasting CO2 emissions 
using the Biogeography-Based Optimization (BBO) algorithm and 
Gradient Boosting methods. Using explainable AI tools such as SHAP 
and LIME improved the interpretability of model outcomes. The study 
analyzed key determinants of emissions and contributed to environmental 
management processes. Liu (2024) compared various machine learning 
methods, including regression, artificial neural networks, and support 
vector machines (SVM), for CO2 emissions prediction. The research 
highlighted the effectiveness of these models from different perspectives 
and encouraged the application of machine learning in environmental 
analyses. Manvitha et al. (2023) applied machine learning models to 
predict vehicle-related CO2 emissions. Variables such as engine size, fuel 
type, cylinder count, and vehicle class significantly impacted predictive 
performance. Models like multivariate polynomial regression and decision 
trees successfully enhanced prediction accuracy. Meng and Noman (2022) 
investigated the impact of COVID-19 on CO2 emissions using SARIMA 
and SARIMAX models, which provided forecasts specific to the pandemic 
period. These models offered insights into post-pandemic emission levels 
and contributed to developing emission reduction strategies. Hamrani et 
al. (2020) employed long short-term memory (LSTM) models and other 
machine learning approaches to estimate greenhouse gas (GHG) emissions 
from agricultural soils. LSTM models demonstrated superior performance 
in forecasting seasonal CO2 and N2O fluxes variations.

Mogno et al. (2020) examined vehicle emissions under actual traffic 
conditions using the CO2MPAS model. This model proved to be valuable 
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for both certification processes and traffic simulations. Sidana (2024) 
utilized grid search optimization, random forest (RF), and support vector 
regression (SVR) models for predicting vehicle-related CO2 emissions. The 
study achieved high accuracy rates in emission forecasts and highlighted 
the applicability of these results to environmental policymaking. Finally, 
Alomar et al. (2023) employed the Wavelet-Enhanced Extreme Learning 
Machine (W-EELM) model to predict CO2 emissions across different 
time scales. The use of noise reduction techniques and wavelet transforms 
enhanced model accuracy. This model emerged as a valuable tool for the 
development of environmental strategies. 

Forecasting Turkey’s CO₂ emissions is vital for achieving sustainable 
development goals and minimizing environmental impacts. However, 
studies in the literature remain limited, particularly in the application 
of AI-based models in this domain. This study aims to introduce an 
innovation by optimizing the Adaptive Neuro-Fuzzy Inference System 
(ANFIS) model using Genetic Algorithm (GA) and Particle Swarm 
Optimization (PSO) to forecast Turkey’s CO₂ emissions. The use of these 
methods offers significant advantages in modeling nonlinear relationships 
and improving forecast accuracy.

Studies on the applicability of hybrid ANFIS models to environmental 
problems such as carbon emission forecasting are notably scarce in the 
literature. Specifically, there are evident research gaps in the comparative 
analysis of the performance of different metaheuristic algorithms (e.g., 
PSO and GA) and their effective application to small datasets. This study 
aims to address these gaps by comprehensively evaluating PSO- and GA-
based ANFIS models, thereby making a significant contribution to the 
literature. Thus, this research seeks to provide new perspectives on both 
the theoretical and practical aspects of modeling and forecasting carbon 
emissions.

The input variables used in this research comprehensively reflect 
Turkey’s energy and urbanization dynamics. These variables include 
alternative and nuclear energy use, electricity generation from renewable 
resources, electricity generation from fossil fuels (coal, oil, natural gas), 
renewable energy consumption, and urban population. These variables 
significantly influence CO₂ emissions and are frequently used indicators 
in sustainability and environmental analyses in the literature. The 
comprehensive selection of input variables aims to enhance the accuracy 
and reliability of the forecasting model. The study aims to improve forecast 
performance by optimizing the ANFIS model with Genetic Algorithm 
(GA-ANFIS) and Particle Swarm Optimization (PSO-ANFIS). The 
developed models were comparatively analyzed, and the performance of 
the algorithms was evaluated. The study’s findings are expected to provide 
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a data-driven foundation for restructuring Turkey’s energy policies 
and supporting strategic decision-making processes for environmental 
sustainability. Furthermore, the performance evaluations of the optimized 
ANFIS models aim to provide a methodological framework for developing 
AI-based ecological forecasting models, contributing to policy design at the 
local level and grounding global environmental sustainability strategies in 
scientific evidence.

This study is structured into four main sections. The second section 
elaborates on the methods and materials used in the research, detailing 
the Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) 
techniques applied to the ANFIS model and presenting the metrics used 
to evaluate model performance. The third section analytically examines 
the results obtained from the ANFIS, GA-ANFIS, and PSO-ANFIS 
models and assesses their forecasting performance from a comparative 
perspective. Finally, the fourth section discusses the implications of 
the findings in light of the study’s objectives, highlighting the potential 
contributions of this approach to forecasting Turkey’s CO₂ emissions and 
informing sustainable energy policies. This systematic framework enables 
a comprehensive understanding of the study’s methodology, findings, and 
strategic conclusions.

2. Material and Methods

2.1. Data Collection Process

 The inputs used in this study encompass various indicators related to 
Turkey’s energy use and demographic structure. Alternative and nuclear 
energy represent their share in total energy consumption, enabling an 
assessment of the use of these sources alongside traditional fossil fuels 
in energy production. Electricity generation from renewable sources 
reflects the proportion of renewable energy sources (e.g., wind, solar, 
hydroelectric) in total electricity generation, serving as a critical indicator 
for environmental sustainability. Electricity generation from oil, gas, and 
coal sources highlights the share of fossil fuels in electricity production, 
providing an essential metric for evaluating the environmental impact of 
carbon-intensive production processes. Renewable energy consumption 
represents the proportion of renewable energy in total final energy 
consumption and is utilized to assess the sustainability of energy resources. 
Urban population ratio indicates the percentage of individuals residing in 
urban areas relative to the total population, serving as a vital variable in 
analyzing the impact of urban energy demand. Finally, CO₂ emissions, 
considered the output variable in the model, constitute a critical indicator 
for environmental sustainability and are evaluated as a fundamental 
metric in the policy development processes aimed at reducing emissions.
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The dataset utilized in the study spans the years 1990-2015, with the 
first 18 years allocated for training the model and the final 8 years designated 
for testing purposes. The selection of 2015 as an analytical reference year is 
based on its critical importance in the national and international context 
concerning energy policies and environmental sustainability. This year 
marked a turning point in shaping energy and environmental policies, 
witnessing significant developments on both global and regional scales.

Notably, 2015 was a pivotal year for reinforcing global commitments to 
reducing carbon emissions. In this context, the Paris Climate Agreement, 
adopted in 2015, was a milestone in setting and reporting carbon reduction 
targets for countries. The agreement aimed to limit global temperature rise 
to below 2°C while emphasizing the necessity for countries to transform 
their energy production and consumption patterns. Many countries, 
including Turkey, undertook policy changes under the agreement to reduce 
emissions and increase the use of renewable energy sources (ÇŞİDB, 2023).

Table 2 provides a detailed presentation of the abbreviations, units, 
and sources of the variables used in the study. These inputs have been 
integrated into the model to comprehensively analyze the energy and 
socio-economic factors affecting Turkey’s CO₂ emissions.

Table 2. Variable Abbreviations, Units, and Sources

Variables Unit Abbr. Source

Alternative and Nuclear Energy (% of total energy use) ANE World Bank (2023)
Renewable Energy Electricity 
Production (% of total) YKE World Bank (2023)
Electricity Production from Oil, 
Gas, and Coal (% of total) PGK World Bank (2023)
Renewable Energy 
Consumption

(% of total final energy 
consumption) YET World Bank (2023)

Urban Population (% of total population) KN World Bank (2023)
CO2 Emissions (metric tons per capita) CO2 TUIK (2023)

The increase in renewable energy use shapes Turkey’s energy production 
and consumption profile, reliance on fossil fuels, and urbanization 
dynamics, all of which directly impact greenhouse gas emissions. In this 
context, increasing the share of renewable resources in energy supply and 
reducing emissions from fossil fuels are critical for achieving sustainable 
development goals. Figures 2 and 3 provide comprehensive visualizations 
of the trends in the utilization rates of various energy sources in Turkey’s 
energy production, the progression of renewable energy consumption, 
urbanization rates, and per capita carbon emissions between 1990 and 
2015.
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Figure 2. Trends in Alternative and Nuclear Energy, Electricity Generation from 
Renewable Sources, and Electricity Generation from Oil, Gas, and Coal Sources

Alternative and Nuclear Energy (%): A general upward trend in using 
alternative and nuclear energy is observed between 1990 and 2015. While 
the share of these energy types was relatively low in the 1990s, the pace of 
growth accelerated, particularly in the late 2000s, reaching its highest level 
in 2015. This trend indicates an increasing interest in alternative energy 
sources and the growing integration of nuclear energy into the energy 
production mix.

Electricity Generation from Renewable Sources (%): The proportion 
of electricity generated from renewable sources started at a relatively higher 
level in the early 1990s but experienced fluctuations over time, ultimately 
showing a general downward trend. This decline can be associated with a 
preference for fossil fuels and other energy sources over renewable energy 
production. However, a partial recovery in these ratios is noticeable in the 
2010s, suggesting a renewed focus on renewable energy sources.
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Electricity Generation from Oil, Gas, and Coal Sources (%): The 
share of fossil fuels in electricity production was around 60% in the 1990s, 
increasing steadily to approximately 80% by the early 2000s. However, 
since 2005, this proportion has shown a fluctuating decline, continuing 
its downward trend until 2015. This reduction can be attributed to 
implementing clean energy policies and increased investments in 
renewable energy sources.

When these three trends are considered together, it becomes evident 
that there is a shift toward alternative energy sources and a gradual move 
away from fossil fuels in energy production. However, the electricity 
production from renewable sources has yet to reach the desired levels, 
indicating that further efforts are needed to enhance the role of renewables 
in Turkey’s energy mix.

Figure 3. Trends in Renewable Energy Consumption, Urbanization Rate, and 
CO₂ Emissions

Renewable Energy Consumption (%): Renewable energy consumption 
was approximately 24% in 1990 but began to decline from the mid-1990s 
onward. By the early 2000s, this share had dropped to around 17%, further 
decreasing after 2005 to about 13% in 2015. However, a slight recovery was 
observed in 2015. This trend indicates a diminishing share of renewable 
energy in total energy consumption over time, reflecting the dominance 
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of fossil fuels in energy production and the slow transition to renewables.

Urbanization Rate (%): The urbanization rate increased steadily 
from 59% in 1990 to 73% in 2015. This consistent rise demonstrates the 
accelerating urbanization process and the growing proportion of the 
population living in cities. Urbanization is a significant factor in energy 
consumption and carbon emissions, and this trend highlights its critical 
role in shaping energy demand and consumption patterns.

CO₂ Emissions (Metric Tons/Capita): Per capita CO₂ emissions 
increased from approximately 2.58 metric tons in 1990 to over 4 metric 
tons by 2007. Following a slight decline due to the 2008 economic crisis, 
emissions resumed upward after 2010, reaching around 4.48 metric tons 
per capita in 2015. This rise clearly illustrates the impact of the high share 
of fossil fuels in energy production and the environmental consequences 
of growing energy demand.

These findings underscore the need for Turkey to accelerate its 
sustainable energy policies, promote the transition to renewable energy, 
and reduce its reliance on fossil fuels. Advancing energy transformation 
is crucial not only for reducing carbon emissions but also for achieving 
sustainable development goals. Policymakers must prioritize innovative 
energy solutions and develop integrated strategies to support environmental 
sustainability. This analysis provides valuable insights into the future 
direction of Turkey’s energy policies. Table 3 presents the descriptive 
statistics and key statistical measures for the input and output variables 
used in the study.

Table 3. Descriptive Statistics

  Ort Std Min 25% 50% 75% Max Kurtosis Skewness
ANE 4,71 0,75 3,69 4,18 4,70 5,01 6,65 -1,20 0,00
YKE 30,32 8,47 17,35 25,02 28,03 38,77 46,18 0,22 0,67
PGK 69,64 8,45 53,82 61,23 71,89 74,94 82,61 -1,19 0,25
YET 17,68 4,48 11,61 13,49 17,02 21,54 24,51 -1,19 -0,25
KN 66,41 4,42 59,20 62,78 66,29 70,09 73,61 -1,43 0,26
CO2 3,48 0,63 2,58 3,08 3,33 4,10 4,48 -1,23 0,04

The descriptive statistics of the variables in the dataset reveal 
significant relationships between energy production, consumption trends, 
and environmental impacts. The average percentage of Alternative and 
Nuclear Energy stands at approximately 4.7%, with a standard deviation 
of only 0.75%, indicating a relatively stable increase over the years. 
Electricity Generation from Renewable Sources averages around 30% 
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but varies significantly between 17% and 46%, reflecting fluctuating 
investments in renewable energy across years. Electricity Generation from 
Oil, Gas, and Coal Sources has a dominant share in energy production, 
with an average of 69.6% and a standard deviation of 8.44%, suggesting a 
gradual decline in the reliance on fossil fuels over time. Renewable Energy 
Consumption averages 17.7%, with a minimum value of 11.6%, indicating 
its limited representation in total energy consumption. This demonstrates 
that renewable energy has yet to integrate significantly into the overall 
energy mix. The Urbanization Rate shows a consistent upward trend with 
an average of 66.4%, emerging as a key factor driving increased energy 
demand. Urbanization significantly impacts energy consumption patterns 
and CO₂ emissions. CO₂ Emissions, with an average of 3.48 metric tons 
per capita, peaked at 4.47 metric tons, clearly reflecting the environmental 
costs of fossil fuel-based energy production. When skewness and kurtosis 
values are examined, most variables exhibit asymmetric distributions, with 
some showing positive or negative skewness. For instance, CO₂ Emissions 
indicate a positively skewed distribution, reflecting an increasing trend. 
Overall, the statistics highlight challenges in transitioning to renewable 
energy, the impact of urbanization and rising energy demand on increased 
reliance on fossil fuels, and the rise in CO₂ emissions. However, increasing 
investments in renewable energy holds the potential to facilitate a transition 
toward sustainable energy production. 

Data preprocessing is a fundamental step in the development of 
AI-based models. In this phase, the raw data was transformed into a 
format suitable for computational processing. Differences in the scales of 
variables were addressed through normalization, bringing all variables 
to a standard scale and eliminating inconsistencies. This allowed the AI 
model to be trained more effectively. Specifically, all values in the dataset 
were normalized using the min-max normalization method to ensure 
consistency across variables of different units. The dataset was split into 
two subsets, with 70% allocated for training and 30% for testing, enabling 
effective model development and evaluation.

2.2. Adaptive Neuro-Fuzzy Inference System (ANFIS)

Hybrid models that combine different methods have proven effective 
and successful solutions for solving complex problems. These hybrid 
structures are designed by considering the strengths and weaknesses 
of each method and leveraging their complementary features. Hybrid 
intelligent systems developed in this context are widely used in solving 
complex problems. The Adaptive Neuro-Fuzzy Inference System (ANFIS), 
first introduced by Jang in 1991, is a notable example of such hybrid 
systems. ANFIS is a hybrid artificial intelligence technique that integrates 
Artificial Neural Networks (ANN) learning capability with the expert 
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knowledge provision and flexible computation features of Fuzzy Inference 
Systems (FIS).

Due to their rule-based structure, fuzzy systems lack robust learning 
capabilities and cannot directly learn complex relationships between inputs 
and outputs. However, the rule-based nature of these systems facilitates 
the modelling of linguistic information, enabling better interpretability of 
models (Teke, 2022; Efe&Efe, 2023). On the other hand, artificial neural 
networks are highly effective in solving nonlinear problems. ANFIS 
combines the ability of neural networks to address nonlinear problems 
with the capacity of fuzzy logic systems to process linguistic expressions. 
With this structure, ANFIS offers a flexible and interpretable hybrid model 
(Guleryuz, 2021).

2.3. Particle Swarm Optimization

Particle Swarm Optimization (PSO) is a population-based 
optimization algorithm developed in 1995 by psychologist James Kennedy 
and electrical engineer Russell Eberhart. Inspired by the social behaviours 
of living organisms such as birds, ants, fish, and bees, PSO models the 
collective behavior of individuals within a swarm. Each moves toward 
the optimal solution by sharing information and updating their velocity 
and position based on the best solution observed within the swarm. This 
mechanism emulates the process of individuals following each other and 
collectively progressing toward a goal (Guleryuz, 2021).

2.4. Genetic Algorithm

The Genetic Algorithm (GA), classified under evolutionary algorithms, 
is an optimization method inspired by biological evolution processes. The 
term “Genetic Algorithm” was first introduced by Bagley in 1967, and its 
principles were formally defined and applied by John Holland in 1975 (Battle 
and Vose, 1991; Mitchell, 1998). GA simulates the process of inheritance, 
natural selection, and mutation observed in biological life. This algorithm 
iteratively improves solutions by applying evolutionary operations such as 
crossover and mutation to the genetic codes (chromosomes) representing 
the solution set.

GA operates through a predefined number of generations until a 
target fitness value is achieved. In each iteration, genes, the fundamental 
components of genetic algorithms, are modified through evolutionary 
operations, and the fitness function is calculated for each solution. 
The process continues with the selection of suitable solutions and the 
generation of new populations (Guleryuz, 2021). This method has proven 
effective in solving nonlinear problems and optimization issues with large 
search spaces.
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2.5. Hybrid PSO-ANFIS and GA-ANFIS Models

Hybrid models are effective tools for improving accuracy in modelling 
and forecasting processes for complex and nonlinear problems. Hybrid 
PSO-ANFIS and GA-ANFIS models are innovative approaches that 
combine the flexibility and interpretability of the Adaptive Neuro-Fuzzy 
Inference System (ANFIS) with the strengths of optimization algorithms. 
By integrating the advantages of different methods, these models achieve 
more efficient results in solving nonlinear problems.

Critical parameters within the ANFIS structure are optimized 
to enhance hybrid models’ performance. These parameters include 
membership function parameters, fuzzy rules, threshold values, and 
learning rates related to the training process. Membership function 
parameters define the shape and boundaries of functions for input 
variables, while fuzzy rules establish the rule base linking inputs and 
outputs. Threshold values improve the model’s predictive accuracy, and 
learning rates regulate the adaptation speed during the training process. 
Optimizing these parameters enhances the accuracy and generalizability 
of the ANFIS model, leading to more reliable results. Hybrid PSO-ANFIS 
and GA-ANFIS models offer robust alternatives for solving complex, 
nonlinear problems and hold significant potential for applications across 
various disciplines (Basser et al., 2015).

2.5.1. PSO-ANFIS Model

The Particle Swarm Optimization (PSO) algorithm is a population-
based technique used to optimize the aforementioned parameters of the 
ANFIS model. Inspired by the social behaviour of birds and fish, PSO can 
quickly reach global optima. By updating the velocity and position for each 
parameter, PSO determines the optimal values for these parameters. The 
PSO-ANFIS model enhances model accuracy through this optimization 
process, enabling more effective predictive outcomes.

2.5.2. GA-ANFIS Model

The Genetic Algorithm (GA), inspired by biological evolution, is 
another optimization method used to optimize the parameters of the 
ANFIS model. GA iteratively improves parameters using natural selection, 
crossover, and mutation mechanisms. The GA-ANFIS model leverages 
GA’s global search capabilities to optimize ANFIS parameters, thereby 
improving accuracy performance. In addition, hybrid PSO-ANFIS 
and GA-ANFIS models, with their optimized parameters, enhance 
both accuracy and generalization performance, making them effective 
solutions for modelling complex systems. The PSO-ANFIS model utilizes 
the rapid global optimization capabilities of Particle Swarm Optimization, 
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delivering high-performance solutions with shorter computational times. 
This feature makes PSO-ANFIS a crucial option, particularly in time-
constrained scenarios.

Conversely, the GA-ANFIS model employs the extensive search 
capabilities of the Genetic Algorithm, offering a robust method for solving 
complex problems. This model excels in handling large datasets and 
addressing nonlinear issues. The distinct strengths of both models enable 
selecting the most appropriate hybrid approach based on the problem type 
and specific requirements.

3. Findings and Performance Comparisons

The forecasting of CO₂ emissions was examined using the Adaptive 
Neuro-Fuzzy Inference System (ANFIS) and its optimized versions 
utilizing Particle Swarm Optimization (PSO) and Genetic Algorithm (GA) 
approaches. The performance of the developed models was evaluated by 
visualizing the alignment between actual and predicted values. ANFIS, 
PSO-ANFIS, and GA-ANFIS models were compared to analyze each 
model’s accuracy and generalization capacities. This study aims to identify 
methods that provide higher accuracy in CO₂ emission forecasting and 
offer reliable prediction tools for policymakers. 

The ANFIS model generally demonstrates a reasonable alignment 
between actual and predicted values, although some deviations are 
observed in its forecasts on test data. In particular, the model’s performance 
in predicting higher CO₂ emissions appears to decline slightly, indicating 
limitations in capturing the whole variance of the data. This may be 
attributed to the unoptimized parameters of the ANFIS model, which 
prevent it from fully realizing its accuracy potential. Nevertheless, the 
model provides a practical foundational approach for capturing the overall 
trends in CO₂ emissions. The PSO-ANFIS model demonstrates a more 
substantial alignment between actual and predicted values, outperforming 
the ANFIS model in accuracy. The model has successfully predicted CO₂ 
emissions on the test data, mainly providing more consistent results 
at medium and high emission levels. This performance highlights the 
effectiveness of PSO optimization in enhancing the ANFIS parameters, 
thereby improving the model’s accuracy and generalization capability. The 
model’s predictive performance closely parallels the actual values for most 
data points, showcasing its reliability and robustness. The GA-ANFIS model 
demonstrates the most substantial alignment between actual and predicted 
values, achieving the best performance among all the models evaluated. On 
test data, the model consistently exhibited high accuracy, even at extreme 
levels of CO₂ emissions. This exceptional performance is attributed to the 
effective optimization of model parameters through Genetic Algorithm 
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(GA), which significantly enhanced its predictive capabilities. As a result, 
the GA-ANFIS model stands out due to its low error rates and superior 
explanatory power, establishing it as a reliable solution for forecasting CO₂ 
emissions. Two key evaluation metrics were utilised to assess the model’s 
performance: Mean Squared Error (MSE) and R-squared (R²). MSE 
measures the average squared difference between predicted and actual 
values, with lower MSE values, indicating higher predictive accuracy (Teke 
vd., 2023; Şen vd., 2023) . On the other hand, R² evaluates the proportion 
of variance in the dependent variable that the model can explain, ranging 
from 0 (no explanatory power) to 1 (perfect explanatory power). While 
MSE provides an error-centered perspective, R² highlights the model’s 
capacity to explain the variability in the data. Together, these metrics 
comprehensively evaluate the model’s accuracy and explanatory strength. 
The predictive efficiency of the models is fundamentally dependent on 
accurately capturing the relationships between inputs and outputs during 
the training phase. This accurate representation ensures that the model 
performs satisfactorily during the testing phase. This study allocated 
30% of the dataset for testing to evaluate overall model performance. By 
analyzing the results, the GA-ANFIS model demonstrated its effectiveness 
in forecasting CO₂ emissions, confirming its potential as a robust and 
reliable predictive tool. Table 4 provides detailed evaluation metrics for 
the developed models, presenting their predictive capabilities during both 
the training and testing phases. These metrics highlight the comparative 
strengths of the models in forecasting CO₂ emissions.

Table 4. Performance Metrics of Developed Models for CO₂ Emission 
Forecasting

Model Metrics Training Testing

ANFIS
MSE 0,01104 0,0526

R2 0,97167 0,8489

PSO_ANFIS
MSE 0,0062 0,0296

R2 0,9841 0,9148

GA_ANFIS
MSE 0,00907 0,0205

R2 0,97674 0,941

The performance metrics of the three developed models reveal that 
each model exhibits distinct characteristics and strengths. The ANFIS 
(Adaptive Neuro-Fuzzy Inference System) model, serving as a baseline 
approach, demonstrated satisfactory performance in the training and 
testing phases without optimization. During the training phase, the model 
achieved an MSE of 0.01104 and an R² of 0.97167, indicating its substantial 
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ability to explain the training data. However, in the testing phase, the 
MSE increased to 0.05257, and the R² decreased to 0.84890, highlighting 
the model’s limited generalization capability compared to the optimized 
models.

The PSO-ANFIS model (ANFIS optimized using Particle Swarm 
Optimization) displayed significantly improved performance in both the 
training and testing phases. During the training phase, the MSE decreased 
to 0.00620, and the R² increased to 0.98410, surpassing the explanatory 
power of the baseline ANFIS model. In the testing phase, the MSE further 
decreased to 0.02963, and the R² increased to 0.91483. These results 
demonstrate the effectiveness of the PSO algorithm in optimizing ANFIS 
model hyperparameters, reducing error rates, and enhancing the model’s 
generalization ability.

The GA-ANFIS model (ANFIS optimized using Genetic Algorithm) 
emerged as the best-performing model, particularly in the testing phase. 
The MSE was measured at 0.00907 during training, and the R² was 0.97674. 
In the testing phase, the model achieved the lowest MSE of 0.02054 
and the highest R² of 0.94097 among all models, indicating its superior 
explanatory power. These findings underscore the capability of the GA 
method to optimize hyperparameters effectively, resulting in low error 
rates and high generalization capacity. Although the GA-ANFIS model 
showed slightly lower performance during training than the PSO-ANFIS 
model, its exceptional performance during testing established it as the best 
overall model.

In conclusion, the GA-ANFIS model is considered the most suitable 
model due to its superior generalization capability in the testing phase. 
However, the PSO-ANFIS model, which exhibited strong results during 
training, can serve as a robust alternative for specific applications. The 
ANFIS model, while functional as an unoptimized baseline, generally 
underperformed compared to the optimized models. These analyses 
demonstrate the critical role of hyperparameter optimization in enhancing 
the performance of ANFIS models. Visualizing the error rates provides a 
more straightforward depiction of the models’ performance. Accordingly, 
the error rates are illustrated in Figure 4.
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Figure 4. Comparison of R² Values Among Models

The graphical comparison indicates that the optimized models (PSO-
ANFIS and GA-ANFIS) outperformed the baseline ANFIS model. Among 
these, the GA-ANFIS model demonstrated the highest generalization 
capability during the testing phase, achieving the lowest MSE (0.02054) 
and the highest R² (0.94097). The PSO-ANFIS model, while excelling in 
training phase performance, also exhibited substantial improvements 
compared to the baseline model. The baseline ANFIS model, due to the 
lack of optimization, delivered limited success in both phases. Overall, 
the GA-ANFIS model is the most effective, while the PSO-ANFIS model 
presents itself as a strong alternative.

4. Conclusion

The findings of this study provide significant insights into the 
applicability of hybrid approaches in fields such as energy management, 
financial analysis, and environmental modelling. ANFIS and optimization 
methods (such as PSO and GA) are widely used in modelling complex 
and nonlinear systems. These approaches demonstrate high accuracy 
and generalization capacity, delivering effective results in energy 
consumption forecasting, financial market analysis, medical diagnostic 
systems, agricultural yield prediction, and environmental modelling. The 
performance improvements achieved by hybrid models (PSO-ANFIS and 
GA-ANFIS) compared to the baseline ANFIS model enable more reliable 
predictions and analyses through parameter optimization.

This study showed that optimized hybrid models achieved significant 
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improvements in both the training and testing phases compared to 
the baseline ANFIS model. Among the models analyzed, GA-ANFIS 
emerged as the most effective model, with its low error rate and superior 
generalization capacity. These findings underscore the substantial 
potential of hybrid approaches in solving complex real-world problems. 
Future studies could focus on improving the performance of these models 
on larger datasets and integrating them with advanced techniques such 
as artificial neural networks or deep learning methods. Specifically, 
ANFIS models combined with deep learning techniques are expected 
to handle high-dimensional and complex datasets more effectively. 
Additionally, alternative metaheuristic algorithms, such as artificial bee 
colony optimization, genetic programming, or quantum algorithms, could 
introduce new solutions to tackle more complex problems. Furthermore, 
integrating cloud computing and AI-driven automation technologies 
could enhance the scalability and applicability of these models to large-
scale datasets and make them accessible to a broader user base.

In conclusion, hybrid PSO-ANFIS and GA-ANFIS models are robust 
methods for addressing theoretical and practical problems. In the future, 
focusing on comparing different optimization techniques, enhancing 
model performance on big data, and integrating hybrid AI approaches will 
contribute to advancing research in this promising field.

Acknowledgements 

We thank the TÜBİTAK 2209-A University Students Research 
Projects Support Program for their support under Application No: 
1919B012205909.



120 International Research and Evaluations in the Field of Engineering

References

AlOmar, M. K., Hameed, M. M., Al-Ansari, N., Mohd Razali, S. F., & AlSaadi, M. 
A. (2023). Short-, Medium-,and Long-Term Prediction of Carbon Dioxide 
Emissions using Wavelet-Enhanced Extreme Learning Machine. In Civil 
Engineering Journal (Vol. 9, Issue 4, pp. 815–834). Ital Publication. https://
doi.org/10.28991/cej-2023-09-04-04

Basser, H., Karami, H., Shamshirband, S., Akib, S., Amirmojahedi, M., Ahmad, 
R., Jahangirzadeh, A., & Javidnia, H. (2015). Hybrid ANFIS–PSO 
approach for predicting optimum parameters of a protective spur dike. 
In Applied Soft Computing (Vol. 30, pp. 642–649). Elsevier BV. https://
doi.org/10.1016/j.asoc.2015.02.011

Battle, D. L., & Vose, M. D. (1991). Isomorphisms Of Genetic Algorithms. In 
Foundations of Genetic Algorithms (pp. 242–251). Elsevier. https://doi.
org/10.1016/b978-0-08-050684-5.50018-5

Chiu, Y.-J., Hu, Y.-C., Jiang, P., Xie, J., & Ken, Y.-W. (2020). A Multivariate Grey 
Prediction Model Using Neural Networks with Application to Carbon 
Dioxide Emissions Forecasting. In T. Balezentis (Ed.), Mathematical 
Problems in Engineering (Vol. 2020, pp. 1–10). Hindawi Limited. https://
doi.org/10.1155/2020/8829948

ÇŞİDB (Türkiye Cumhuriyeti Çevre Şehircilik ve İklim Değişikliği Bakanlığı)  
(2023). Güncellenmiş birinci ulusal katkı beyanı. Güncellenmiş Birinci 
Ulusal Katkı Beyanı. https://iklim.gov.tr/db/turkce/dokumanlar/turkiye-
cumhuriyeti--8230-102-20230512125223.pdf

Efe, B., & Efe, Ö. F. (2023). Fine-Kinney method based on fuzzy logic for natural 
gas pipeline project risk assessment. Soft Computing, 27(8), 16465–16482. 
https://doi.org/10.1007/s00500-023-09108-6

Efe, B., Efe, Ö. F., & Ishizaka, A. (2022). A model proposal to examine the effects 
of ships to marine pollution in terms of internal and external factors. Soft 
Computing, 26(4), 2121–2134. https://doi.org/10.1007/s00500-021-06626-z

Güleryüz, D. (2021). Determination of industrial energy demand in Turkey 
using MLR, ANFIS and PSO-ANFIS. Advances in Intelligent Systems, 3, 
16–34. https://doi.org/10.33969/AIS.2021.31002

Güleryüz, D., & Özden, E. (2023). Tarımsal veriler ışığında sürdürülebilir su 
yönetimi: Makine öğrenmesi tahmin modelleri. In İ. Cengizler & S. 
Duman (Eds.), Sürdürülebilirlik ve Su Yönetimi (pp. 135–153). Duvar 
Yayınları. https://doi.org/978-625-6585-92-8

Hamrani, A., Akbarzadeh, A., & Madramootoo, C. A. (2020). Machine learning 
for predicting greenhouse gas emissions from agricultural soils. In Science 



121International Research and Evaluations in the Field of Engineering

of The Total Environment (Vol. 741, p. 140338). Elsevier BV. https://doi.
org/10.1016/j.scitotenv.2020.140338

Işık, N., & Kılıç, E. (2014). Ulaştırma sektöründe CO₂ emisyonu ve enerji Ar-Ge 
harcamaları ilişkisi. Sosyoekonomi Dergisi, 21(1), 45-58

Liu,X. (2024).CO2 emissions prediction based on regression, neural network 
and SVM.Applied and Computational Engineering,54,98-103

Manvitha, M. S., Vani Pujitha, M., Prasad, N. H., & Yashitha Anju, B. (2023). 
A Predictive Analysis on CO2 Emissions in Automobiles using Machine 
Learning Techniques. In 2023 International Conference on Intelligent 
Data Communication Technologies and Internet of Things (IDCIoT) (pp. 
394–401). https://doi.org/10.1109/idciot56793.2023.10053539

Meng, Y., & Noman, H. (2022). Predicting CO2 Emission Footprint Using 
AI through Machine Learning. Atmosphere, 13(11), 1871. https://doi.
org/10.3390/atmos13111871

Mitchell, M. (1998). An introduction to genetic algorithms. MIT Press.

Mogno, C., Fontaras, G., Arcidiacono, V., Komnos, D., Pavlovic, J., 
Ciuffo, B., Makridis, M., & Valverde, V. (2022). The application of 
the CO2MPAS model for vehicle CO2 emissions estimation over 
real traffic conditions. In Transport Policy (Vol. 124, pp. 152–
159). Elsevier BV. https://doi.org/10.1016/j.tranpol.2020.01.005 
Nassef, A. M., Olabi, A. G., Rezk, H., & Abdelkareem, M. A. (2023). 
Application of Artificial Intelligence to Predict CO2 Emissions: Critical 
Step towards Sustainable Environment. Sustainability, 15(9), 7648. https://
doi.org/10.3390/su15097648

Özbek, A., & Teke, Ç. (2024). Prediction of Turkey’s cotton sock exports to 
Germany using deep learning approach. Tekstil Ve Mühendis, 31(135), 
174-181. https://doi.org/10.7216/teksmuh.1486577

Özden, E. (2022a). Forecasting of export volume using artificial intelligence 
based algorithms. Bitlis Eren Üniversitesi Fen Bilimleri Dergisi, 11(2), 
715–726. https://doi.org/10.17798/bitlisfen.1107311

Özden, E. (2022b). The Dynamics Affecting the Export-Import Ratio in Turkey: 
A Hybrid Model Proposal with Econometrics and Machine Learning 
Approach.  Journal of Economic Policy Researches, 9(2), 265-291. https://
doi.org/10.26650/JEPR1088322

Özkurt, C. (2024). Environmental Sustainability through AI: A Case Study on 
CO2 Emission Prediction. ADBA Computer Science, 1(1), 19-25.

Sidana, S. (2024). Grid Search Optimized Machine Learning based Modeling of 
CO2 Emissions Prediction from Cars for Sustainable Environment. In 



122 International Research and Evaluations in the Field of Engineering

International Journal of Current Science Research and Review (Vol. 07, 
Issue 09). Everant Journals. https://doi.org/10.47191/ijcsrr/v7-i9-37

Şen, H., Efe, Ö. F., & Efe, B. (2023). Estimation Of Occupational Accidents In 
Turkey Until 2030. Natural Resources and Technology, 17(1), 26–32.

Teke, Ç. (2022). Bireylerin Koroner Arter Hastalığı Risk Seviyesinin Bulanık 
Uzman Sistem Yaklaşımı İle Belirlenmesi. Journal of Intelligent Systems: 
Theory and Applications, 5(2), 153-160. https://doi.org/10.38016/
jista.1144535

Teke, Ç., Akkurt, I., Arslankaya, S., Ekmekci, I., & Gunoglu, K. (2023). Prediction 
of gamma ray spectrum for 22Na source by feed forward back propagation 
ANN model. In Radiation Physics and Chemistry (Vol. 202, p. 110558). 
Elsevier BV. https://doi.org/10.1016/j.radphyschem.2022.110558

TÜİK. (2023). Sera gazı emisyonları: Türkiye ve dünya kişi başına düşen 
emisyon oranlarının karşılaştırılması (2018-2022) [Grafik]. Veri 
kaynağı: https://data.tuik.gov.tr/Bulten/Index?p=Sera-Gazi-Emisyon-
Istatistikleri-1990-2022-53701

Wordbank (2023)., Data Bank, https://databank.worldbank.org/



Chapter 7 
AI-ENHANCED BIOMECHANICS: ADVANCING 
FINITE ELEMENT ANALYSIS FOR SIMULATION 

AND OPTIMIZATION

Hamid Zamanlou1

Filiz KARABUDAK2

1  Dr., Ataturk University, Faculty of Engineering, Departmant of Mechanichal engineering, 
ORCID: 0000-0002-9780-8924
2  Associate professor, Gumushane University, Faculty of Engineering and Natural Science, 
Departmant of Mechanichal Engineering, ORCID: 0000-0002-7365-0333



124 International Research and Evaluations in the Field of Engineering

1. Introduction

Biomechanics is an interdisciplinary field that applies principles of 
mechanical engineering, physics, and biology in the study of forces and 
motions within living organisms. The ultimate goal of biomechanics is to 
understand the mechanical behavior of bio-logical tissues, organs, and 
systems, and to apply this knowledge in solving real-world problems in 
medicine, sports science, and rehabilitation. From designing prosthetics 
to understanding the mechanism of musculoskeletal injuries, to optimiz-
ing the rehabilitation protocols, biomechanics plays an important role in 
improving human health. The field has grown leaps and bounds during 
the past few decades due to its amalgamation with computational method 
advancements, improved imaging technology, and enhanced material sci-
ence. The most widely used computa-tional tool applied in biomechanics 
is Finite Element Analysis (FEA), allowing for the detailed simulation of 
mechanical behavior in bio-logical systems.

FEA is a numerical method that splits a complex structure into a fi-
nite number of smaller elements, each of which can be ana-lyzed inde-
pendently to solve the governing equations of motion or deformation. By 
assembling the results from each element, FEA provides an approximate 
solution for the entire system. In biomechanics, FEA is widely applied to 
model a wide variety of biological systems, such as bones, cartilage, mus-
cles, ten-dons, ligaments, and implants. For example, FEA is often utilized 
to simulate deformation and stress distribution in bones and joints for a 
variety of load conditions. These are very useful in optimizing implant de-
sign and interpreting the mechanisms of degeneration in joints. Similarly, 
FEA can model soft tissue behav-ior, such as the stretching and compres-
sion of muscles and liga-ments, providing insights into their mechanical 
properties and response to physical forces (Mononen etal., 2024).

While FEA has revolutionized the field of biomechanics, there are 
significant challenges associated with its application, particu-larly when it 
comes to the complexity and heterogeneity of bio-logical tissues. Biologi-
cal tissues exhibit highly nonlinear, time-dependent, and often anisotropic 
material properties, making it difficult to accurately model their behavior 
using traditional FEA approaches. Moreover, creating accurate FEA mod-
els re-quires detailed geometrical and anatomical data, which are often 
difficult to obtain. For instance, detailed 3D models of organs and tissues 
require advanced imaging techniques like MRI, CT scans, or ultrasound, 
and their interpretation for simulation purposes can be a source of delays 
and mistakes. Moreover, the computational cost of solving large-scale FEA 
problems may be prohibitively high, especially when sensitivity analyses or 
optimizations are carried out that require the running of several simula-
tions.
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Artificial Intelligence, and more precisely Machine Learning and 
Deep Learning, are promising solutions to these challenges, enhancing 
and augmenting traditional FEA techniques. AI refers to algorithms and 
models that can enable machines to perform tasks that normally require 
human intelligence, such as learning from data, recognizing patterns, and 
making predictions. In a biomechanical context, AI can be used to en-
hance FEA simulations in various ways: from accelerating the creation 
of anatomical models from imaging data to the optimization of biome-
chanical designs and the forecast of outcomes based on historical data. 
Machine learn-ing algorithms can help in identifying material properties 
and creating predictive models for tissue behavior, while deep learn-ing 
techniques can extract complex features from medical imag-es, allowing 
for automatic segmentation and modeling of ana-tomical structures. Fur-
thermore, AI-driven surrogate models can approximate the output of FEA 
simulations, reducing computa-tional time and cost while maintaining ac-
curacy (Zhao etal., 2024).

The integration of AI into biomechanics, especially in combination 
with FEA, has enormous potential to change the face of this field. Machine 
learning techniques can contribute to the improvement of material models 
for biological tissues by learning directly from experimental data and pro-
viding more accurate and patient-specific predictions of tissue behavior. 
Furthermore, deep learning algorithms have significantly revolutionized 
image analysis and segmentation by accelerating the creation of 3D ana-
tomical models from medical scans that can be used directly in FEA sim-
ulations. AI-based optimization algorithms will be able to find for them 
the best designs of implants, prosthetics, or surgical interventions that 
offer optimal clinical outcomes. This can consider a vast range of design 
variables that it would otherwise be computationally expensive to analyze 
manually.

Perhaps one of the most exciting things about AI in the field of biome-
chanics has to do with real-time simulations and personalized healthcare. 
Traditional FEA simulations are very computationally expensive and re-
quire much time; thus, their application in real-time applications is lim-
ited. In contrast, AI-enhanced simulations-especially by using surrogate 
models-can be executed much faster, and therefore real-time analysis for 
personalized medical applications can be made possible. For instance, AI 
may allow for on-the-fly biomechanical simulations to help surgeons make 
better decisions during operations on how to place an implant or manip-
ulate tissue in real time. Moreover, AI can play a key role in the design of 
personalized implants and prosthetics, using patient-specific data to create 
optimized devices that more closely match the biomechanical properties 
of individual patients, thus leading to better functional outcomes.
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Despite the enormous promise of AI for enhancing biomechanics, 
significant challenges remain. One of the main challenges is the require-
ment for high-quality, diverse datasets that truly reflect the complexity 
and variability of biological systems. In biomechanics, data acquisition is 
often expensive, time-consuming, and limited in scope, especially regard-
ing medi-cal imaging and biomechanical testing. Moreover, the variability 
between individuals concerning anatomical structures, tissue properties, 
and mechanical response adds another layer of com-plexity to developing 
AI models. Another challenge is interpretability and explainability of AI 
models, especially deep learning-based models. Though highly accurate, 
their “black-box” nature makes it difficult sometimes for the clinicians and 
researchers to understand how they reached their conclusions, hence lim-
iting their adoption in real-world medical applications. In addition, ethical 
issues arise when AI is integrated into clinical practice: data privacy, algo-
rithmic bias, and the over-reliance on automated systems.

This paper explores the intersection of AI and biomechanics, focusing 
on the ways in which AI can enhance and optimize FEA for biomechan-
ical simulations. We will review key AI techniques, including machine 
learning, deep learning, and reinforcement learning, and discuss their ap-
plications in the de-velopment of biomechanical models, optimization of 
designs, and prediction of outcomes. We will illustrate, by case studies and 
examples, how AI is already being applied in areas such as implant design, 
soft tissue modeling, and injury prevention, and highlight challenges and 
future directions of AI in bio-mechanics. We will also present the implica-
tions of AI-enhanced biomechanics in view of the future of personalized 
medi-cine, rehabilitation, and clinical practice.

In summary, AI-enhanced biomechanics represents a paradigm shift 
in how we approach the modeling, simulation, and optimi-zation of bio-
logical systems. It has the potential to increase the accuracy, efficiency, and 
personalization of biomechanical analyses by incorporating the power of 
ma-chine learning, deep learning, and computational modeling into AI. 
This, in turn, will contribute to improved medical outcomes, optimized 
implants, and better treatment strategies. However, for AI to fully real-
ize its potential in biomechanics, efforts must be directed at surmount-
ing challenges related to data quality, model interpretability, and ethical 
considerations, with a view to integrating AI solutions in a manner that 
benefits both patients and healthcare professionals.

2. Role of Finite Element Analysis in Biomechanics

FEA is a computational technique that has been widely used to simu-
late the mechanical behavior of biological systems, such as bones, soft tis-
sues, and implants. FEA divides a structure into a finite number of small-
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er elements, solves the governing equations of motion or deformation for 
each element, and then assembles the results to obtain a global solution for 
the entire system.

In biomechanics, a wide range of me-chanical behaviors has been 
simulated with FEA: from stress and strain distributions to material prop-
erties and deformations of tissues and implants. Some examples include 
bone deformations in various loading conditions, through which optimal 
implant performance may be designed. Similarly, FEA can be performed 
to simulate the behavior of soft tissues under physiological loads, thereby 
enabling insight into tissue response to external forces.

Traditional FEA approaches have a number of challenges in biome-
chanics despite their widespread use. First, the major problem is that the 
biological system usually possesses nonlinear material properties, time-de-
pendent behaviors, and large deformations. Besides, detailed anatomical 
data is required to accurately model the biological structure, which is not 
always available. Finally, solving large-scale FEA problems can be compu-
tationally expensive, especially when multiple simulations are needed for 
optimization purposes.

These challenges can potentially be addressed by AI through enhanc-
ing FEA with data-driven approaches, improving model accuracy, and re-
ducing computational cost. In the following sec-tions, we discuss how AI 
techniques can be applied to enhance FEA in biomechanics.

Figure 1. FEM Analysis of Patient-Specific Biomechanical Implants

3. AI Techniques in Biomechanics

AI techniques, especially ML and DL, have proven to be effective in 
enhancing both the accuracy and efficiency of biomechanical simulations 
(Molavian, 2023). Applications range from model creation, parameter es-
timation, to simulation optimisation in an FEA process.
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3.1. Machine Learning for Model Development

Machine learning algorithms have the potential to improve the de-
velopment of biomechanical models by learning knowledge from exper-
imental data. Traditional FEA usually determines material properties by 
predefined mathematical models or experimental data from literature 
(Bishop, 2013). However, material properties of biological tissues such as 
bones, tendons, and cartilage vary significantly among individual people, 
which makes it difficult to simulate these tissues accurately.

ML algorithms, including regression models, support vector ma-
chines, and random forests, can learn the material properties of biological 
tissues from experimental data. For example, ML models trained on me-
chanical test data, such as stress-strain curves, can predict the behavior 
of tis-sues under various loading conditions. This approach allows for the 
development of more accurate and personalized models that can be incor-
porated into FEA simulations.

3.2. Deep Learning for Image-Based Modeling

Deep learning approaches, especially convolutional neural networks 
(CNNs), have proven their power in the feature extraction of medical im-
ages such as MRI and CT for biomechanical model development. These 
medical images contain rich information regarding anatomy and geome-
try that forms a critical basis for making authentic FEA models (Hu etal., 
2018).

Automatic medical image segmentation with identification of bones, 
muscles, and other key anatomical structures can be done by training 
CNNs. The automatic segmentation significantly reduces the time and ef-
fort needed to create FEA models from medical images. More importantly, 
direct prediction of tis-sue properties and mechanical behavior directly 
from imaging data is also possible using CNNs, increasing the accuracy of 
biomechanical simula-tions.

3.3. Surrogate Models for Simulation Acceleration

One of the key challenges of FEA in biomechanics is the compu-ta-
tional cost of solving large-scale simulations, particularly when optimi-
zation or sensitivity analysis is required. Running multiple simulations to 
explore different design configurations or loading conditions can be pro-
hibitively expensive. AI techniques, such as surrogate models and neural 
networks, can be used to approxi-mate FEA results, significantly reducing 
the computational cost (Tresidder etal., 2012).

Simplified models, often referred to as surrogate models, provide ap-
proximations for a given complex simulation model’s output. Such models 
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might be trained from data at a limited number of FEA solutions and sub-
sequently utilized in prediction at several other needed values, without re-
quiring any new solving of the governing equations. GPR, RBF, and DNNs 
are some of the techniques that can be used to generate surro-gate models 
of biomechanical systems. These surrogate models can be utilized within 
optimization algorithms for the fast exploration of design spaces and to 
find optimal solutions.

3.4. Reinforcement Learning for Optimization

Reinforcement learning is a paradigm of machine learning concerned 
with learning optimal actions through trial and error. In the context of bi-
omechanics, reinforcement learning can be used to optimize designs such 
as implant shapes or prosthetics by interacting with a simulation environ-
ment. The RL agent explores different design configurations and receives 
feedback based on the performance of the design in biomechanical simu-
lations.

It may, for instance, apply RL in geometry optimization of an ortho-
pedic implant to ensure peak performance for any particular loading sce-
nario, whether that be minimization of stress concentration or maximiza-
tion of mechanical stability. RL can also be used to optimize surgical pro-
cedures, such as the placement of implants or joint alignment, by learning 
the most effective strategies from biomechanical simulations (Powell etal., 
2020).

3.5. Hybrid AI-Driven Optimization

AI techniques can further be combined with traditional optimization 
algorithms to enhance the design and optimization of biomechanical sys-
tems. For example, genetic algorithms and particle swarm optimization 
are most commonly implemented with machine learning models to sweep 
through large design spaces to come up with the most optimal solution. 
AI-powered optimization can be used within a wide range of applications 
in biomechanics to arrive at an optimal solution for prosthetic limbs, im-
plants, and surgical procedures (Patil, 2023).

4. Case Studies in AI-Enhanced Biomechanics

4.1. Implant Design and Optimization

One of the most prominent applications of AI in biomechanics is in 
the design and optimization of implants, such as orthopedic and dental im-
plants. FEA simulations are commonly used to assess the mechanical per-
formance of implants under physiologi-cal loads. However, the complexity 
of biological systems and the need for personalized designs often make tra-
ditional FEA ap-proaches time-consuming and computationally expensive.
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AI-augmented FEA techniques have the potential to greatly enhance 
the im-plant design process. For instance, machine learning algorithms 
can be employed to forecast the material properties at the bone-implant 
interfaces, whereas deep learning models can automatically segment CT 
or MRI scans to generate personalized 3D models of pa-tients’ anatomy. 
Reinforcement learning can then be applied to optimize the implant ge-
ometry for the best mechanical performance.

Figure 2. Schematic view of AI usage in biomechanical analysis

4.2. Soft Tissue Modeling

Modeling soft tissue is a very special challenge in biomechanics due to 
the highly nonlinear and time-dependent behavior of tissuessuch as mus-
cles, tendons, and ligaments. Traditional FEA models for soft tissues often 
rely on simplifying assumptions about material properties, which may not 
accurately reflect the true behavior of these tissues (Tang, 2023).

The use of AI techniques allows the identification of tissue properties 
from experimental data in order to enhance the accuracy of soft tissue 
models. Machine learning algorithms, including support vector machines 
or neural networks, can be trained on data from mechanical tests to pre-
dict the behavior that soft tissues will exhibit given different loading con-
di-tions. On the other hand, deep learning models can also be employed 
for the segmentation and identification of key soft tissue struc-tures from 
medical images, hence enhancing the accuracy of FEA simulations.

4.3. Injury Prediction and Prevention

AI-enhanced biomechanics can also play an important role in injury 
prediction and prevention. By analyzing data from biomechanical simu-
lations, AI models are able to identify risk factors for injury, such as ab-
normal joint mechanics or excessive stress on tissues. Such insights can be 
used in order to design personalized injury prevention strategies, includ-
ing custom orthotics or targeted exercises.
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Reinforcement learning can optimize rehabilitation protocols by 
learning the most effective strategies for recovering from injury. AI models 
can also be utilized to analyze real-time biomechanical data coming from 
wearable devices, which can provide feedback on movement patterns and 
injury risk to athletes and patients (Herasevich etal., 2024).

5. Challenges and Future Directions

Despite the huge promise of AI-enhanced biomechanics, several 
challenges remain. One of the most important problems is the need for 
high-quality and diverse datasets to train machine learning mod-els. In 
biomechanics, experimental data is often hard to obtain due to the com-
plexity of biological systems and variability among individuals.

Other challenges include interpretability of AI models, especially deep 
learning models. Although these models provide accurate predictions, un-
derstanding how they reach their conclusions is often hard. This can limit 
the application of AI in clinical settings where transparency and trust are 
required.

Ethical considerations also dominate in AI-enhanced biomechanics, 
especially in those cases applied to medical fields: ensuring patient priva-
cy, avoiding bias in models, and considering the implications of AI deci-
sion-making. Some key areas that need consideration.

6. Conclusion

The integration of AI into biomechanics, especially through the en-
hancement of FEA, holds transformative potential to advance our under-
standing of biological systems and improve a wide range of medical appli-
cations. The adoption of AI-driven methods in biomechanics has already 
started to revolutionize traditional computational techniques by providing 
more efficient, accurate, and personalized simulations. These advances are 
improving the design of prosthetics, implants, and medical devices, and 
at the same time promoting better clinical decision-making, strategies for 
injury prevention, and rehabilitation protocols.

Standing at the heart of these revolutionary changes are AI tech-
niques-ML, DL, and RL-which basically complement and optimize the 
process of FEA. Machine learning algorithms have been able to enhance 
the accuracy of biomechanical models by learning from experimental data 
directly, thus avoiding the need for highly simplifying assumptions or 
generalized material models. Similarly, deep learning models, especially 
convolutional neural networks, are drastically improving speed and accu-
racy in image-based segmentation, which in turn permits the efficient cre-
ation of personalized 3D models from medical imaging data. This enables 
real-time biomechanical simulations that are personalized to the specific 



132 International Research and Evaluations in the Field of Engineering

needs and anatomy of individual patients, which is important for person-
alized medicine. The recent rapid developments in AI have also enabled 
the creation of surrogate models, which significantly reduce the computa-
tional cost of running large-scale FEA simulations, thus accelerating the 
optimization of designs and allowing near real-time decision-making.

Beyond this, AI-driven optimization algorithms, for example, re-
inforcement learning (RL), improve the state of the art in designing bi-
omimetic devices and structures. In applications ranging from implant 
design to orthopedic prosthetics and even surgical procedures, AI-based 
optimization methods can investigate much larger design spaces and can 
identify superior configurations that might have been prohibitively cost-
ly computationally with traditional FEA methods. These algorithms can 
help determine the most efficient and biomechanically sound solutions by 
continuously learning from previous simulations and providing real-time 
adjustments in designs. This is an important advance because it enables 
the clinicians and engineers to customize medical devices and interven-
tions according to unique anatomical and mechanical properties of each 
particular patient, thus improving the functional outcomes and reducing 
the risks of complications.

AI’s role in biomechanics extends beyond the engineering of devices 
to include critical areas of clinical application. For in-stance, AI-enhanced 
biomechanics can be used to predict mus-culoskeletal injuries by ana-
lyzing motion data and biomechanical simulations to identify abnormal 
stress distributions or move-ment patterns that could lead to injury. With 
the aid of real-time AI-based models, clinicians can offer personalized in-
jury preven-tion strategies for athletes or patients recovering from surger-
ies. These AI-driven models not only provide insight into the me-chanical 
conditions that lead to injury but also allow for the de-sign of tailored re-
habilitation protocols, making sure patients are guided through recovery 
with optimized evidence-based treat-ment plans.

Despite the obvious advantages that AI brings to biomechanics, chal-
lenges persist which must be overcome if the full potential of AI-enhanced 
biomechanics is to be achieved. The first major challenge is the demand for 
high-quality, varied, and large datasets. AI models, mainly deep learning 
algorithms, heavily rely on data. This variability in biological systems-ei-
ther in terms of tissue properties, anatomical structure, or mechanical re-
sponse-presents one of the major challenges of dataset acquisition that are 
truly representative of real-world variability. Most critically, these datasets 
need to reflect many different age groups, genders, and ethnicities so as not 
to bias the algorithms of AI models, yield incorrect results, and propagate 
health disparities. Although vast improvements have been made for med-
ical imaging data, bio-mechanical testing, and patient outcomes, getting 
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high-quality and sufficient data stands out as one of the most important 
challenges in further scaling AI-driven biomechanics.

Another challenge arises in the interpretability and explainability of 
AI models. Deep learning models, though achieving high levels of accu-
racy, are usually “black-box” and hardly understandable by researchers, 
clinicians, and patients for the decision-making process behind the model 
outputs. In biomechanics, where safety and clinical outcomes are para-
mount, interpretability and the ability to explain how a model arrives at a 
particular conclusion are key in the adoption and trust of these AI-based 
tools. This lack of interpretability can limit the widespread use of AI in 
clinical settings, as healthcare professionals must have con-fidence in the 
recommendations made by these models. Therefore, future research will 
need to concentrate not only on enhancing the performance of AI models 
but also on developing methods for improving the transparency and inter-
pretability of models without sacrificing accuracy.

Besides this, ethical issues using AI in biomechanics have to be dis-
cussed. In fact, with the clinical practice of integrating AI, critical issues 
related to the privacy of patients, the security of data, and possible biased 
decision-making should be of great concern. The sensitive nature of med-
ical data requires compliance with strict privacy regulations and security 
measures to ensure the confidentiality of patients. In addition, AI models 
may result in suboptimal predictions or unfair ones due to biases learned 
from the dataset on which they were trained, especially when the variety 
in training datasets is at a minimum. As such, it is important, as AI mod-
els are utilized in medical applications, to prioritize the mitigation of bias 
and fairness in predictions and decisions. Moreover, the role that AI plays 
in healthcare decisions should always be seen as complementary and not 
the replacement of human expertise. AI should be used in augmenting the 
decision capabilities of healthcare professionals by offering data-driven in-
sights to enhance the care of patients, not making decisions on their own.

The future of AI applications in biomechanics likely will expand into 
new territories as the field continues evolving. Integration of AI with the 
latest technologies, such as 3D printing, wearable sensors, and augment-
ed reality, could create more sophisticated systems for designing and test-
ing bio-mechanical devices. For example, AI-driven simulations could be 
combined with 3D printing for personalized im-plants and prosthetics, 
optimized in real time for a given individual’s specific anatomical and bio-
mechanical properties. Similarly, wearable sensors could continuously col-
lect data on a patient’s biomechanical movements, feeding that data back 
into AI models to provide real-time feedback and adjustments to rehabili-
tation protocols or injury prevention strategies. The future of AI-enhanced 
biomechanics is bright, with the potential to create highly personalized 
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and adaptive healthcare solutions that cater to the unique needs of each 
individual.

In summary, AI-enhanced biomechanics represents a quantum leap 
in our capabilities to simulate, optimize, and understand the mechanical 
behavior of biological systems. By incorporating machine learning, deep 
learning, and other AI techniques into more traditional biomechanical ap-
proaches such as FEA, we are entering a new frontier of personalized med-
icine and medical device optimization. However, it might also improve 
how AI operates in the sphere of accu-racy and efficiency with regard to 
biomechanical modeling of injury occurrence, clinical decision-making, 
prevention, and rehabilitation. Further research is needed for resolving 
other big challenges: the quality of data, explainability of the models, eth-
ical concerns. Nevertheless, due to continued development in related tech-
nologies, AI will radically enhance outcomes for patients through further 
biomedical innovations. As AI continues to be integrated into both biome-
chanical research and clinical settings, it will drive innova-tions that will 
lead, in turn, to effective treatments, better surgical outcomes, and a more 
personalized way of caring for patients.
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INTRODUCTION

Monitoring fetal health is critical to protecting maternal and fetal 
health. Cardiotocogram (CTG) data assesses fetal condition by recording 
fetal heart rate, uterine activity, and other vital parameters. Analysis of 
this data is critical to detect possible prenatal complications and provide 
timely interventions. This study aims to classify fetal health into three main 
classes using CTG data: normal, suspicious, and pathological. The TabNet 
model, which is particularly effective on tabular data, was preferred for 
classification. TabNet is a model that combines the learning capabilities 
of decision trees using deep learning techniques. These features provide 
advantages in understanding complex dataset relationships and exhibiting 
high performance in various classification tasks. 

The imbalance problem in the dataset was addressed by the Random 
OverSampling method. An imbalanced data distribution is characterized 
by some classes being overrepresented compared to others, which can 
negatively affect the model’s performance. Random OverSampling provides 
a balanced representation for each class during the model’s learning process 
by expanding the dataset with more examples of minority classes. Thus, the 
model could learn various classes better and make accurate predictions. 

The model’s hyperparameter optimization was performed using the 
Optuna library. Optuna allows users to define hyperparameter search 
spaces and uses advanced Bayesian optimization techniques to maximize 
performance. This process increased the overall performance of the model 
by determining the best hyperparameter combinations of the model. 

The study applied a 5-fold stratified cross-validation method to 
ensure the model’s validity. This method preserves the class distribution 
of the data set in each fold, allowing the model to provide more reliable 
and generalizable results. Cross-validation is essential for optimizing the 
model’s training and testing processes. The results show that CTG data can 
be effectively classified with this approach.  

The findings reveal that TabNet and Optuna provide an effective 
solution for monitoring fetal health and early detection of possible health 
problems. Thus, this study aims to contribute to developing fetal health 
monitoring processes and protecting maternal and infant health.

1.	 Deep Learning Based Fetal Health Classification

Every day in 2020, nearly 800 women died from preventable causes 
related to pregnancy and childbirth. Maternal death occurred almost every 
two minutes in 2020, and almost 95% of all maternal deaths occurred in low- 
and lower-middle-income countries (World Health Organization, 2020). 
These deaths, many of which are preventable, require the development 
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of more effective methods for monitoring maternal and child health. In 
this context, CTG devices offer an effective and economical solution for 
evaluating fetal health. CTG collects fetal heart rate, movements, and 
uterine contractions using ultrasound waves, providing essential clues 
about maternal and fetal health (Rahmayanti et al., 2021). This study aims 
to classify fetal health status and detect possible anomalies using CTG 
data. However, CTG data usually have a high-dimensional and complex 
structure, which makes it difficult to perform accurate classification and 
evaluation. In addition, unbalanced data distribution can negatively affect 
the performance of classification models due to some classes being less 
represented than others. For example, normal cases may be in the majority, 
while pathological cases may have few examples. This may prevent the 
model from learning minority classes correctly.

The effectiveness of methods developed to assess fetal health is critical 
to protecting the health of the mother and baby. Therefore, developing 
an effective classification model helps healthcare professionals provide 
accurate information and ensures early detection of situations requiring 
intervention. In this context, accurate classification methods and 
hyperparameter optimization techniques are essential. Current studies 
use various machine learning and deep learning methods to classify CTG 
data (Dang et al., 2023; Kannan et al., 2021; Mehbodniya et al., 2022). In 
particular, traditional methods such as decision trees and support vector 
machines are widely preferred. However, these methods need more success 
in complex data sets. In recent years, deep learning-based models, especially 
structures such as TabNet developed for tabular data analysis, have been 
more successful in overcoming these problems (Jin et al., 2023).

This study used the TabNet model to classify fetal health as normal, 
suspicious, and pathological. The Random OverSampling method was 
applied to eliminate the imbalance in the dataset. In addition, the Optuna 
library was used for hyperparameter optimization of the model to determine 
the most appropriate parameters. In this process, 5-fold stratified cross-
validation was applied to increase the model’s validity. In conclusion, this 
study shows that TabNet and Optuna effectively evaluate fetal health and 
contribute to the existing literature in this field.

2.	 Material and Methods

2.1.	Dataset

The dataset used in this study consists of 2126 CTG records (Ayres-
de-campos et al., 2000). The dataset consists of 22 columns, each row 
representing a sample (refer to Table 1). The last column in the dataset, fetal_
health (fetal health status), is a categorical variable that is the classification 
target and classifies the health status of the fetus as “normal,” “suspicious,” 
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and “pathological.” The other 21 columns contain various cardiac and 
uterine measurements. This study created a model that classifies fetal health 
status using these features.

Table 1. Features in the dataset

Feature name Description
baseline value  The baseline value of fetal heart rate (FHR)
accelerations  The number of accelerations in FHR
fetal_movement  The number of fetal movements
uterine_contractions  The number of uterine contractions
light_decelerations  The number of mild decelerations
severe_decelerations  The number of severe decelerations
prolongued_decelerations  The number of prolonged decelerations
abnormal_short_term_
variability

 Abnormal short-term variability (STV)

 mean_value_of_short_term_
variability

 The mean value of STV

percentage_of_time_with_
abnormal_long_term_variability

 The percentage of time spent with abnormal 
long-term variability (LTV)

mean_value_of_long_term_
variability

 The mean value of LTV

histogram_width  The width of the histogram
histogram_min  The minimum value of the histogram
histogram_max  Maximum value of the histogram
histogram_number_of_peaks  Number of peaks in the histogram
histogram_number_of_zeroes  Number of zero values ​​in the histogram
histogram_mode  Mode of the histogram
histogram_mean  Average of the histogram
histogram_median  Median of the histogram
histogram_variance  Variance of the histogram
histogram_tendency  Trend of the histogram (positive/negative)
fetal_health  Target variable; 1- Normal, 2- Suspicious, 3- 

Pathological

2.2. Data Preprocessing

As a result of the analysis performed on the dataset, it was noticed that 
the target variable, the fetal_health class, was unbalanced. The number of 
samples among the three classes is not equal; the “normal” class contains 
more samples, while the “suspicious” and “pathological” classes contain 
fewer samples (see Figure 1). This imbalance may cause certain classes 
(predominantly minority classes) to be underrepresented during the 
model’s training process and may cause the model to perform unbalanced 
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classification. To solve this problem, the Random OverSampling method 
is implemented. This method randomly resamples the data samples in 
minority classes so that all classes have a balanced distribution.

Figure 1. Number of samples of each class

As a result of this process, an equal number of data samples were 
obtained from each class for model training (see Figure 2). This allows 
the model to pay equal attention to all three classes and better represent 
the “suspicious” and “pathological” classes, which are particularly sparsely 
populated. Random OverSampling is an effective method used in imbalanced 
classification problems and was preferred in this study to balance the fetal 
health status classes. It played an essential role in improving the model’s 
performance because, in imbalanced data sets, the model usually tends 
to learn the majority class, which can reduce the accuracy in minority 
classes. With this method, the model was able to learn each class better. 
After applying this method, the TabNet model was trained, and the results 
obtained were more reliable with a model that eliminated data imbalance.
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Figure 2. Number of samples of each class with Random OverSampling

2.3.	TabNet

The TabNet model was used to classify CTG data. TabNet is a model 
that enables the effective use of deep learning methods, especially on 
tabular data (structured data). The model selects important features using 
the attention mechanism, which facilitates the interpretation of the data. 
TabNet consists of various interconnected components, each of which 
performs a different operation on the data to reach the final decision.

Figure 3. TabNet Encoder Architecture (Arik and Pfister, 2021)

The “encoder” part of the TabNet model is a component whose primary 
function is to transform the data and select important features (see Figure 
3). At this stage, the data is processed in a certain way, and the features are 
subjected to different attention mechanisms throughout the decision steps 
(Joseph et al., 2022).



143International Research and Evaluations in the Field of Engineering

• Feature Transformer: This block transforms the data and makes it 
more meaningful. The feature transformer ensures the data is transformed 
into different dimensions at each step. At each step, specific layers are used 
in decision-making, while others can continue the functionality of the 
attention mechanism.

• Attentive Transformer: At each step, the attention mechanism learns 
that certain features are more important and selects these features. The 
attention mechanism increases the interpretability of the model by focusing 
only on important parts of the data.

• Feature Masking: A masking process is performed at each step of the 
model to determine which features will be used. This masking lets us see 
which features the model pays attention to and which features it selects. In 
this way, more information is obtained about the decision mechanism of 
the model. Collecting feature masks makes it possible to determine which 
features are more important globally.

Figure 4. TabNet Decoder Architecture (Arik and Pfister, 2021)

The “decoder” part of TabNet is used in the training phase of the model 
and contributes to the learning process by reconstructing the data (see 
Figure 4). The information received from the encoder helps reconstruct 
the decoder’s features (Yan et al., 2021). The decoder includes a feature 
transformer block at each step. • Feature Transformer Block: This block, 
which is also included in the decoder, allows the transformed data in the 
encoder to gain meaning again. It reconstructs the features used by the 
model in decision-making.
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Figure 5. Feature transformer block (Arik and Pfister, 2021)

Feature transformer blocks are one of the main components on the 
encoder and decoder side (see Figure 5). This block is used to transform 
features at different stages. For example, the first two layers of the data are 
commonly used in all decision steps, while the following two are designed 
to be specific to each decision step.

• Layers (Fully Connected Layers): Each feature converter block 
contains fully connected (FC) layers. These layers allow the data to be 
reduced to different dimensions and made meaningful.

• Batch Normalization (BN): Batch Normalization is applied to each 
model layer, balancing the gradients during training and ensuring the 
model learns more stably.

• Gated Linear Unit (GLU) Nonlinearity: A Gated Linear Unit is a 
mechanism that allows the data to undergo a nonlinear transformation. 
In this way, the model can learn more flexible and complex relationships.

Figure 6. Attentive Transformer Block (Arik and Pfister, 2021)
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Attentive Transformer block, where the attention mechanism is 
applied, determines which data features will be used (see Figure 6). At this 
stage, information is collected about which features were used in previous 
decision steps, and a new decision is made based on this information. With 
this scale information showing how many features are used, the attention 
mechanism assigns different importance to each feature.

 • Sparsemax: At the end of the attention mechanism, a sparse structure 
is created in the selection of features by using the sparsemax function. 
Sparsemax selects only the most important features and ensures that the 
model is only interested in the most remarkable ones (Zhang et al., 2024). 
This contributes to the model being more efficient and interpretable.

2.4.	 Hyper-parameter Optimization with Optuna

Optuna is a powerful library used for hyperparameter optimization 
(Akiba et al., 2019). It helps determine the optimal values ​​of hyperparameters 
to improve the performance of machine learning and deep learning 
models. Hyperparameters are settings that affect the training process 
and performance of the model (Hassanali et al., 2024). Finding the best 
combination of these settings is often critical to improving the model’s 
accuracy.

The objective(trial) function defines the hyperparameters that 
Optuna will optimize. Within this function, various hyperparameters that 
determine the model’s performance are determined (Chen et al., 2024; Mo 
et al., 2024).

The selected hyperparameters in the study are as follows:

n_d: Number of hidden units (an integer between 8 and 64).

n_a: Attention mechanism units (an integer between 8 and 64).

learning_rate: Learning rate (a value between 0.0001 and 0.01 on a 
logarithmic scale).

batch_size: Batch size to be used during training (an integer between 
16 and 128).

virtual_batch_size: Virtual batch size (an integer between 8 and batch_
size).

max_epochs: Maximum training time of the model (an integer 
between 100 and 300).

patience: Early stopping patience (an integer between 10 and 30).

A TabNetClassifier model was created with the defined hyperparameters. 
Adam optimization algorithm was used for model optimization. The model 
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was trained on training data (X_train, y_train). A validation set (X_val, y_
val) was used to check the validity of the training. The trained model made 
predictions with test data (X_test), and the accuracy score was calculated. 
This accuracy is returned as the output of the target function. The Optuna 
study was started, and 50 different trials were performed. Different 
hyperparameter combinations were tried in each trial.

Optuna returns the best hyperparameter combination obtained from 
the trials. Thanks to this structure, the best hyperparameters are found for 
the TabNet model; thus, the model’s overall performance can be increased. 
In the hyperparameter optimization process performed with Optuna, the 
hyperparameters determined to provide the best performance of the model 
are as follows:

• n_d (Number of Hidden Units): 28

This parameter expresses the number of units in the hidden layer of the 
model. In this way, the model can better learn the complexity of the data.

• n_a (Attention Mechanism Units): 18

Attention mechanism units determine which features the model 
will focus on carefully. In this way, the model provides better learning by 
emphasizing important features.

• lr (Learning Rate): 0.0091

The learning rate determines the step size in the model’s learning 
process. This parameter controls how much the model will be updated in 
each iteration. A suitable learning rate allows the model to learn quickly 
and effectively.

• batch_size: 78

Batch size determines how many examples the model will process at 
once in each iteration. Larger batch sizes provide a more stable learning 
process, while smaller sizes provide more opportunities for updates.

• virtual_batch_size: 59

Virtual batch size indicates how many examples the model is processing 
virtually. This increases memory efficiency and allows for working with 
larger data sets.

• max_epochs: 213

This parameter determines the maximum number of iterations the 
model will undergo during training. Increasing this number allows the 
model to learn more but also carries the risk of overfitting.

• patience: 17
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Early stopping ensures that the training is terminated when the model 
does not improve after a certain number of iterations. This helps prevent 
the model from overlearning.

These hyperparameters were determined for the optimal performance 
of the TabNet model and played an important role in the classification of 
fetal health. These parameters obtained with Optuna increased the model’s 
overall accuracy, providing a more effective classification process.

2.5.	Workflow of Study

Optuna’s best hyperparameters were the basis for training the TabNet 
model. The model was trained on the training data with these best settings, 
and a 5-fold stratified cross-validation method was used in the learning 
process. Stratified K-Fold reduced the negative effects of imbalanced data 
sets by ensuring that the class distribution in each fold remained the same as 
the original data set. During the training process, the model’s learning rate 
and other hyperparameters were adjusted to increase the model’s accuracy, 
and overfitting was prevented with the early stopping strategy. Training and 
testing were performed for each fold, and the overall success of the model 
was measured using test data. The results obtained showed that the model’s 
ability to effectively distinguish normal, suspicious and pathological classes 
of fetal health.

2.6. Evaluation Metrics

The number of accurate positive class predictions the classifier made is 
shown by True Positive (TP). When the classifier correctly recognizes the 
negative class as negative, it is said to be True Negative (TN). The number 
of inaccurate predictions in which the classifier incorrectly classifies the 
negative class as positive is known as False Positives (FP). The number of 
incorrect predictions where the classifier incorrectly classifies a positive class 
as negative is known as False Negative (FN) [32]. Formulas in Equation (1), 
Equation (2), Equation (3), and Equation (4) determine accuracy, recall, 
precision, and F1-score values based on TP, FP, TN, and FN values.

Accuracy value is the ratio of correctly predicted samples to total 
samples.

Accuracy=(TP+TN)/(TP+FN+TN+FP) 			   (1)

Sensitivity (recall) calculates how many of the samples that should be 
predicted as Positive are predicted as positive.

Recall=TP/(TP+FN)					     (2)

Precision is the metric that reveals the proportion of true positives 
among all positive predictions.
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Precision=TP/(TP+FP)					     (3)

The F1 Score is the harmonic mean of the Precision and Recall values.

F1 Score=2×(Presicion×Recall)/(Precision+Recall)		  (4)

3.	 Experimental Results

The 5-fold cross-validation results were calculated to evaluate the 
model’s overall performance, and the accuracy rates in each layer are 
presented in Table 2. The obtained accuracy rates reveal the model’s 
performance on different data subsets. The accuracy rates in layers from 
Fold-1 to Fold-4 were recorded as 93%, 95%, 98%, and 96%, respectively. 
These results show that the model achieves high accuracy rates and 
consistently performs. However, the accuracy rate dropped to 88% in Fold-
5, and there was a significant performance loss compared to other layers. 
This decrease suggests that the model may have limited learning capacity 
on specific data subsets. While the highest accuracy rate in Fold-3 was 98%, 
the lowest accuracy rate of 88% in Fold-5 indicates that the model performs 
well, but its generalization ability may decrease in some data groups.

Table 2. 5-fold cross validation Accuracy rates

Fold-1 Fold-2 Fold-3 Fold-4 Fold-5
0.93 0.95 0.98 0.96 0.88

The classification performance of the third layer of 5-fold cross-
validation is shown in detail in Table 3. This table includes the model’s 
accuracy measures (precision, recall, F1 score) for each class (normal, 
suspicious, and pathological) and the number of examples in the classes 
(support). The classification results in the third layer are generally quite 
strong.

For Class 1 (Normal), precision, recall, and F1 scores were calculated 
as 99%. This shows that the model classified the data in the normal class 
with high accuracy and was quite successful in both capturing true positives 
(recall) and avoiding false positives (precision). The model was able to 
identify 329 normal examples with very high success.

For Class 2 (Suspicious), precision was 97%, recall was 96%, and F1 
score was 96%. Although the performance in the suspicious class was 
slightly lower than the other classes, the model also produced a strong and 
balanced result in this class. The F1 score of 96% shows that the model 
maintains both accuracy and sensitivity in classifying suspicious cases.
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For Class 3 (Pathological), the precision, recall, and F1 scores were 
determined to be 98%. The model also classified the data in the pathological 
class with high accuracy. Very consistent results were obtained with an F1 
score of 98% by working on 330 pathological samples.

As seen in the Support column, each class is represented by 329-330 
samples, which shows that the data set is balanced. The high F1 scores of 
the model reveal that it exhibits consistent and successful performance 
between classes.

As a result, the model’s performance in the third layer is quite high 
and balanced. While almost perfect results are obtained for the normal and 
pathological classes, the performance in the suspicious class is slightly lower 
but still satisfactory. These results show that the model can successfully 
distinguish different fetal health classes.

Table 3. Classification Report

Classes Precision Recall F1 Score Support
         1.0 0.99 0.99 0.99 329
         2.0  0.97 0.96 0.96 329
         3.0     0.98 0.98 0.98 330

The confusion matrix shows the accuracy and error distribution 
in the model’s classification performance (see Figure 7). For the normal 
class (1.0), 326 samples were correctly classified, while only three samples 
were incorrectly assigned to the suspicious class, and no samples were 
incorrectly classified to the pathological class. For the suspicious class (2.0), 
317 samples were correctly classified, but four samples were incorrectly 
assigned to the normal class, and eight samples were incorrectly assigned 
to the pathological class. For the pathological class (3.0), 322 samples were 
correctly classified, while eight samples were incorrectly assigned to the 
suspicious class, and no errors were made to the normal class. As a result, 
the model made the most errors between the suspicious and pathological 
classes and was quite successful in correctly classifying the normal class.
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Figure 7. Confusion Matrix

4.	 Results

This study presents a deep learning-based approach for classifying 
fetal health as normal, suspicious, and pathological using CTG data. 
In particular, the application of the TabNet model enabled the efficient 
processing of complex and high-dimensional CTG data. Overcoming the 
unbalanced data distribution with the Random OverSampling method 
enabled the model to learn minority classes better and increased the 
classification performance. The hyperparameter optimization performed 
through the Optuna library enabled the model to work with the most 
appropriate parameters and improve its overall performance. The 5-fold 
stratified cross-validation increased the model’s validity and helped to 
obtain reliable results.

In conclusion, using TabNet and Optuna provides an effective solution 
for assessing fetal health conditions and significantly contributes to the 
existing literature. The findings obtained play a critical role in the early 
detection of situations that require intervention by allowing more accurate 
and timely information to be provided to healthcare professionals. Future 
studies may further improve fetal health assessment processes by comparing 
different deep-learning methods and testing CTG data on larger datasets.
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1. Introduction

Real estate encompasses physical and economic assets, including plots, 
land, buildings, and other permanent structures. Real estate valuation is a 
systematic process aimed at determining the characteristics of these assets, 
such as their market value, utility, or investment potential. By analyzing 
specific attributes and statistical data, real estate valuation establishes 
the true value of properties (Demirel, Yelek, Alağaş, & Eren, 2018). The 
importance of this field in the world of real estate is increasing day by day and 
therefore the scientific studies in this field are also increasing exponentially. 
(Erdem, 2018). This discipline holds a pivotal role in the real estate sector, 
serving as a critical reference point for financing, insurance, taxation, and 
legal procedures, in addition to informing investment decisions.

The valuation of real estate with a range of values according to different 
purposes of use gives rise to a complex structure in the valuation process. The 
application of concepts such as current value, market value, expropriation 
value and tax base value gives rise to disparate outcomes, thereby 
engendering transparency and reliability issues in the real estate market. 
Furthermore, the situation is compounded by an inadequate application of 
standards in the valuation process, an absence of rigorous analysis of market 
dynamics, and a dearth of objective criteria. Nevertheless, it is essential that 
a real estate asset should have a single value over a defined period (Bozdağ 
& Ertunç, 2020). It is anticipated that valuations conducted in accordance 
with internationally recognized standards will yield comparable outcomes, 
irrespective of the specific characteristics and intended use of the real estate 
in question.

In the current context, the process of real estate valuation requires a 
high level of detail due to the complex and diverse nature of the legislation 
that applies in the real estate market, the methods used, and the criteria 
evaluated (Hazer, Bozdağ, & Atasever, 2024). As a result of the shortcomings 
of traditional methodologies and the benefits conferred by contemporary 
techniques, this process has become more intricate and interdisciplinary. 
Given that traditional methods are typically founded upon a narrow set 
of criteria, they may lack the requisite objectivity in determining the value 
of properties. Conversely, modern and hybrid methodologies provide 
an approach based on quantitative analysis, multi-criteria decision-
making processes and data analytics technologies, thereby facilitating the 
attainment of more consistent and reliable results in simultaneous and 
collective valuation processes (Şişman & Aydınoğlu, 2023). These methods 
are preferred in the management of large-scale real estate portfolios, public 
projects and expropriation processes due to their time and cost efficiency.

In the mass valuation of real estate, machine learning algorithms offer 
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an innovative tool for fast, accurate and objective analysis of large data 
sets. While traditional valuation methods based on limited criteria are 
insufficient for simultaneous and mass valuation of real estate, machine 
learning algorithms produce more consistent and scientifically based 
results by analyzing many variables simultaneously. They offer a significant 
advantage in understanding the complex relationships between factors 
affecting real estate values and predicting future market trends. These 
algorithms can create value estimation models by considering the market 
values of real estate and the physical, spatial, environmental and legal 
characteristics that affect the value of real estate. Thus, while the valuation 
processes save both time and cost, more reliable results are obtained for 
investors and public institutions.

In the literature, there are studies in which machine learning methods 
such as decision tree (Burhan, 2023; Özsoy & Şahin, 2009; Park & Bae, 
2015; Sarı, Bedirhan, & Sel, 2024; Yücebaş, Doğan, & Genç, 2022), k-nearest 
neighborhood (Alkan, Dokuz, Ecemiş, Bozdağ, & Durduran, 2023; Borde, 
Rane, Shende, & Shetty, 2017; Choy & Ho, 2023; Hu et al., 2019; Sevgen 
& Tanrivermiş, 2024; Yıldırım, 2019), artificial neural networks (Chou, 
Fleshman, & Truong, 2022; Deaconu, Buiga, & Tothăzan, 2022; Sammour 
et al., 2024; Xu & Zhang, 2022, 2024; Yılmazel, Afşar, & Yılmazel, 2018), 
random forest (Guo, Chiang, Liu, Yang, & Gou, 2020; Hong, Choi, & Kim, 
2020; Huang & Lai, 2023; Kim, Lee, Lee, & Hong, 2022; Mora-Garcia, 
Cespedes-Lopez, & Perez-Sanchez, 2022; Zhang, Rahman, & Miller, 2023).

In this study, data obtained from 685 real estate in Konya province was 
employed to estimate the value of real estate using four different algorithms: 
Decision Tree (DT), k-Nearest Neighbor (k-NN), Neural Networks (NN) 
and Random Forest (RF). In addition to the structural characteristics of 
the real estates, neighborhood-based average current value was included 
in the study as a spatial feature and its effect on the real estate value was 
investigated. The efficacy of the employed methodologies was evaluated, 
and the random forest algorithm was identified as the most successful in 
value estimation. The results demonstrate that the average current value 
has a significant impact on the value of the real estate.

2. Material and Method

2.1. Data Sets

Konya is the largest province of Turkey in terms of surface area.  It 
consists of 31 districts, including the central districts of Selçuklu, Meram 
and Karatay. Its population is 2.320.241 as of the end of 2023. In this study, 
data were collected from the central districts of Konya province (Figure 1). 
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Figure 1. Konya city study area
In this study, data on the criteria affecting the value of 685 real estate 

was obtained using online property websites. The information collected 
includes the area, number of rooms, age of the building, floor, heating type, 
number of bathrooms, balcony status, site status, location and Market Value 
(MV). Data was collected following the Kahramanmaraş earthquakes in 
Turkey on 6th February 2023. Konya is a province with low earthquake 
risk. After the disaster, there was migration to Konya province, causing 
fluctuations in the real estate market. Table 1 presents a sample dataset for 
the data.
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Table 1. Sample data set

Area 
(m2)

Number 
of Rooms

Age 
of the 

building
Floor Heating 

Type
Number 
of Bath

Balcony 
Status

Site 
Status Location

Market 
value 
(TL)

55 1+1 2 4
Centre 

heating (pay 
meter)

1 Yes Yes Karatay/
Akabe 975000

80 1+1 5-10 1
Natural gas 

(Combi 
boiler)

1 Yes Yes Meram/Aşkan 1060000

95 2+1 0 5 Floor 
heating 2 Yes No Selçuklu/ 

Aydınlıkevler 1750000

100 2+1 21-25 4
Natural gas 

(Combi 
boiler)

1 Yes No Selçuklu/ 
Feritpaşa 975000

145 3+1 0 3
Natural gas 

(Combi 
boiler)

1 Yes Yes Selçuklu/ 
Hocacihan 3250000

140 3+1 11-15 3 Stove 1 Yes No Karatay/ 
Ulubatlıhasan 1000000

150 3+1 4 Ground 
floor

Natural gas 
(Combi 
boiler)

1 Yes Yes Karatay/ 
Ulubatlıhasan 1380000

140 3.5+1 26-30 4 Floor 
calorifier 1 Yes No Selçuklu/ 

Ferhuniye 850000

200 4+1 4 2
Natural gas 

(Combi 
boiler)

2 Yes No Meram/ 
Osmangazi 3200000

175 4+1 5-10 4
Centre 

heating (pay 
meter)

2 Yes Yes Karatay/ 
Hacıveyiszade 2250000

To estimate real estate values using machine learning algorithms with the 
data set of real estate characteristics provided in Table 1, the data were digitized. 
According to the descriptions given below, the data has been digitized, considering 
its impact on the value of the real estate and prepared for use in machine learning 
algorithms.

Area: No changes have been made regarding the area criterion.

Number of Rooms: The criterion for the number of rooms is quantified by 
the total count. For instance, 1+1 rooms would be quantified as 2, while 2+1 rooms 
would be quantified as 3.

Age of the building: The age of the building was determined by assigning a 
score between 1 and 8, as outlined in Table 2.
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Table 2. Numerical values for the age of building

Age of the 
building 0 1-4 5-10 11-15 16-20 21-25 26-30 31+

Numerical values 8 7 6 5 4 3 2 1

Floor: The criterion for the floor was quantified by scoring on a scale 
of 1-8, as shown in Table 3.

Table 3. Numerical values for the floor

Floor Basement
Attic, Ground, 
High Entrance 

Floor
1-3 4-6 7-9 10-12 13-15 16-18

Numerical 
values 1 2 3 4 5 6 7 8

Heating Type: The heating type criterion was scored on a scale of 1-7 
(Doğan, Bande, Genç, & Koç, 2023), as shown in Table 4.

Table 4. Numerical values for the heating type
Heating 
Type Stove Floor

calorifier
Natural
gas (Stove)

Floor 
heating

Centre 
heating

Centre 
heating 
(pay meter)

Natural gas 
(Combi 
boiler)

Numerical 
values 1 2 3 4 5 6 7

Number of Bathrooms: No changes have been made regarding the 
number of bathrooms criterion.

Balcony Status: The dataset was created by indicating ‘Yes’ for real 
estate with a balcony and ‘No’ for those without (as shown in Table 1). The 
criterion for balcony status was quantified by assigning a value of 1 for ‘Yes’ 
and 0 for ‘No’.  

Site Status: The dataset was created by indicating ‘Yes’ if the real estate 
is within the site and ‘No’ if it is not (as shown in Table 1). The criterion for 
site status was quantified by assigning a value of 2 for ‘Yes’ and 1 for ‘No’.  

Location: The location criterion comprises information on the 
district and neighborhood where the real estate is situated. The location 
criterion was quantified by calculating the average current value for each 
neighborhood, based on the street-based land current values shared by 
Selçuklu, Meram, and Karatay district municipalities, while considering 
the district and neighborhood information. No changes have been made in 
the values obtained.
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Market Value: No changes have been made regarding the market 
value.

Table 5 presents the digitized version of the sample data set provided 
in Table 1.

Tablo 5. Digitized version of the sample data set

Area 
(m2)

Number 
of 

Rooms

Age 
of the 

building
Floor Heating 

Type
Number 
of Bath

Balcony 
Status

Site 
Status

Average 
Current 

Value 
(TL)

Market 
value 
(TL)

55 2 7 4 6 1 1 2 458,11 975000
80 2 6 3 7 1 1 2 517,36 1060000
95 3 8 4 4 2 1 1 950,86 1750000

100 3 3 4 7 1 1 1 1527,7 975000
145 4 8 3 7 1 1 2 645,09 3250000
140 4 5 3 1 1 1 1 618,19 1000000
150 4 7 2 7 1 1 2 618,19 1380000
140 4.5 2 4 2 1 1 1 1620,86 850000
200 5 7 3 7 2 1 1 232,3 3200000
175 5 6 4 6 2 1 2 464,82 2250000

Area, number of rooms, age of the building, floor, heating type, number 
of bathrooms, balcony status and site status are the structural characteristics 
of the real estate. The average current value based on the neighborhood is 
the spatial characteristic of the real estate. For machine learning algorithms, 
data on the structural characteristics, spatial characteristics, and market 
value of 685 real estates were digitized and made ready for use.

2.2. Machine Learning Algorithms

2.2.1. Decision Tree (DT)

Decision tree algorithm is a widely used supervised learning algorithm 
in the literature (Louati, Lahyani, Aldaej, Aldumaykhi, & Otai, 2022), 
primarily for classification or estimation purposes (Onan, 2015). The 
structure of a DT comprises three fundamental elements: nodes, branches, 
and leaves. The data set variables are referred to as attributes, and all nodes 
in the tree structure, including the root, are composed of attributes. The 
root is at the top, the leaves at the bottom, and the branches in between. A 
tree structure includes a root node with data, internal nodes (branches), 
and terminal nodes (leaves) (Kavzoğlu & Çölkesen, 2010). 
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2.2.2. k Nearest Neighbors (k-NN)

k-nearest neighbors algorithm was developed by Cover and Hart in 
1967 (Cover & Hart, 1967). It is a supervised learning algorithm and is 
considered one of the easiest algorithms to use in machine learning (Bansal, 
Goyal, & Choudhary, 2022). It is used for classification and regression. The 
k-NN algorithm is particularly effective on small datasets and when there 
is a clear distinction between classes (Hacıbeyoglu, Çelik, & Erdaş Çiçek, 
2023). In the k-NN algorithm, the class or value of a data point is predicted 
based on the information of its k nearest neighbors. The k-NN algorithm 
commonly employs a variety of distance metrics, including Euclidean, 
Chebyshev, Manhattan, and Mahalanobis, to quantify the proximity of the 
data (Çelik, 2023).

2.2.3. Neural Network (NN)

Neural network is a sophisticated and effective machine learning 
algorithm that draws inspiration from the functional mechanisms of the 
human brain. The objective of developing and utilizing neural networks 
is to establish relationships between data, solve optimization problems, 
perform identification and categorization, and make predictions about 
future outcomes (Ertaylan, Aktaş, & Doğan, 2021). A neural network cell is 
comprised of five fundamental components: inputs, weights, a combining 
function, an activation function and an output (Kuşkapan, Çodur, & 
Çodur, 2022). Inputs represent the information coming to the neural cell 
from the external environment, while weights indicate the importance of 
this information. The inputs received from the external environment are 
transmitted to the cell together with their weights and the net input value 
obtained from here is processed through the activation function and the 
output value is calculated. Neural network consists of three main layers: 
input, hidden, and output, and each layer is made up of neurons that form 
a network structure through connections with each other (Kara, 2024). 

2.2.4. Random Forest (RF)

Random forest algorithm was developed by Breiman in 2001 (Breiman, 
2001). In this algorithm, each tree is constructed using a randomly selected 
subset of the training data and a random selection of features, which serves 
to increase diversity and improve generalization. In the algorithm, the 
number of samples to be used at each node and the total number of trees 
to be constructed must be determined, while the classification process is 
carried out using a decision forest composed of K trees specified by the user 
(Karakoyun & Hacıbeyoğlu, 2014). The algorithm can be used as a decision 
tree method in categorical, continuous and both data sets, as well as in large 
or small data sets (Parlak & Kayri, 2022).
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2.3. Performance Metrics

Machine learning algorithms were used to estimate the value of real 
estate, and the success of these algorithms was analyzed using performance 
metrics. In this study, the success of the algorithms was tested using 
commonly used metrics such as the coefficient of determination (R2), Mean 
Absolute Error (MAE), and Root Mean Square Error (RMSE). R2 represents 
the relationship between the market values and the estimated values and is 
calculated using Equation (1). The value of R2 ranges from 0 to 1, with a 
value close to 1 indicating good model performance (Sevinç & Kaya, 2021). 
MAE represents the mean of the absolute differences between the market 
and estimated values and is calculated using Equation (2) (Utku & Can, 
2022). RMSE measures the amount of error between market and estimated 
values and is calculated using Equation (3)(Türkan, Bozdağ, Karkınlı, & 
Ulucan, 2023).

(1)

 
(2)

(3)

The equations use ‘ ’ to represent the market values, ‘ ’ to represent 
the estimated values, ‘ ’ to represent the average value, and ‘n’ to represent 
the numbers of data.

Additionally, the coefficient of dispersion (COD) and price-related 
differential (PRD) metrics as defined by the International Association of 
Assessing Officers (IAAO) were used for the success of the algorithms. 
COD is calculated using Equation (4) and a relative statistic that measures 
the degree of dispersion of the ratio between the estimated value and the 
market value (Zhao, Shen, Ma, & Yu, 2023). PRD is calculated by equation 
(5) as the mean valuation ratio divided by the weighted mean ratio 
(Bourassa & Hoesli, 2022). According to the Standard on Ratio Studies, the 
acceptable range for COD is 5 to 15, while the acceptable range for PRD is 
0.98 to 1.03, and the PRD value should be close to 1 (IAAO, 2013).

                                                      
(4)
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(5)

The equations use ‘ ’ to represent the market values, ‘ ’ to 
represent the estimated values, and ‘n’ to represent the numbers of data. 

3. Results

In this study, DT, k-NN, NN and RF methods from machine learning 
algorithms were used to estimate the real estate value. The application was 
carried out in two stages.

The first stage was parameter analysis. It was determined on which 
parameters the machine learning algorithms performed best.

The second stage was the estimation of the value of real estate by 
means of machine learning algorithms. This stage consists of two steps. In 
the first step, the value of the real estate was estimated using the criteria 
of structural characteristics such as area, number of rooms, age of the 
building, floor, heating type, number of bathrooms, balcony status and 
site status. In the second step, the value of the real estate was estimated 
by including the neighborhood-based average current value criterion as a 
spatial characteristic. Thus, the effect of the market value on the value of 
real estate has been investigated.

3.1. Parameter Analysis

In the DT algorithm, the minimum tree subsets and minimum 
instances in leaves parameters were analyzed (Table 6).  At the same value of 
the minimum instances in leaves parameter, all values of the minimum tree 
subsets parameter gave the same result. The best result was obtained when 
the minimum instances in leaves parameter was 25 and this parameter was 
used in the application.

Table 6. DT parameter analysis

Min Tree 
Subsets

Min Instances in Leaves
5 10 15 20 25

2 0,375 0,419 0,449 0,456 0,481
3 0,375 0,419 0,449 0,456 0,481
4 0,375 0,419 0,449 0,456 0,481
5 0,375 0,419 0,449 0,456 0,481

In the k-NN algorithm, k and distance metric parameters were analyzed 
(Table 7). The best result was obtained when the k parameter was 7 and 
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the distance metric parameter was Mahalanobis and these parameters were 
used in the application.

Table 7. k-NN parameter analysis

k Distance Metrics
Euclidean Manhattan Chebyshev Mahalanobis

3 0,339 0,425 0,236 0,499
5 0,381 0,438 0,298 0,499
7 0,395 0,429 0,333 0,502
9 0,372 0,441 0,327 0,500

In the NN algorithm, the number of neurons and activation function 
parameters were analyzed (Table 8). The identity function was found to be 
more successful than the logistic and tanh functions. It produced the same 
result for all neuron number values. Therefore, the identity function was 
used in the application as it gave the best result.

Table 8. NN parameter analysis

Neuron Number Activation Function
Identity Logistic Tanh

8 0,513 0,241 0,317
16 0,513 0,292 0,255
24 0,513 0,232 0,227
32 0,513 0,316 0,225

In the RF algorithm, minimum tree subsets and trees parameters were 
analyzed (Table 9). The best results were obtained when the minimum tree 
subsets parameter to 4 and the trees parameter to 10, and these parameters 
were used in the application.

Table 9. RF parameter analysis

Min Tree 
Subsets

Trees
5 10 15 20

2 0,471 0,511 0,536 0,527
3 0,487 0,548 0,526 0,527
4 0,510 0,553 0,516 0,549
5 0,495 0,52 0,517 0,537
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3.2. Experimental Results 

Disregarding the average current value, the structural characteristics 
of the real estate were used to estimate the value with the DT, k-NN, NN 
and RF algorithms. The success of these algorithms was analyzed using 
performance metrics. The R2, MAE, RMSE, COD and PRD values for each 
algorithm are presented in Table 10.

Table 10. Performance metrics of the algorithms (without average current value)

DT k-NN NN RF
R2 0,481 0,502 0,513 0,523

MAE 681109 645411 749992 628159
RMSE 1304050 1277767 1263605 1250302
COD 27,663 25,651 35,600 24,988
PRD 1,010 0,989 0,980 1,008

Upon analysis of Table 10, it can be concluded that the RF algorithm is 
the most successful based on the R2 metric. Following this, the k-NN, NN, 
and DT algorithms respectively demonstrate decreasing levels of success. 
The acceptable range for COD is between 5 and 15, and no algorithm is 
within the acceptable range. The acceptable range for PRD is between 0.98 
and 1.03 and all algorithms are within this range. Since the number of data 
is large, for the clarity of the graph, the graph comparing the market value 
with the estimated values obtained using algorithms of 200 real estate is 
given in Figure 2. 

Figure 2. Comparison of market value and estimated values (without average 
current value)

Using the structural characteristics and the average current value 
criterion as a spatial characteristic, the value of the real estate was estimated 
by DT, k-NN, NN and RF algorithms. Table 11 presents the performance 
metrics used to analyze the success of these algorithms.
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Table 11. Performance metrics of the algorithms (with average current value)

DT k-NN NN RF
R2 0,576 0,546 0,534 0,607

MAE 603659 591266 707925 552982
RMSE 1179385 1220189 1235469 1135265
COD 27,269 24,393 33,882 22,517
PRD 1,012 0,977 1,333 1,005

Upon analysis Table 11, it becomes apparent that the R2 values of 
all algorithms have improved with the inclusion of the average current 
value criterion. According to the R2 metric, the RF algorithm is the most 
successful, followed by DT, k-NN, and NN. COD values also improved, 
but none of the algorithms are within the acceptable range. PRD values 
are acceptable for all algorithms except NN. The graph comparing the 
estimated values and the market value is given in Figure 3.

Figure 3. Comparison of market value and estimated values (with average 
current value)

Upon analysis Figures 2 and 3, it becomes clear that the RF algorithm 
aligns more closely with market values. Figure 3 demonstrates that 
incorporating the average current value into the application leads to more 
successful results.

4. Conclusion

Real estate valuation is a significant process for both individual and 
institutional decision-making mechanisms. An accurate and objective 
valuation process serves to prevent legal disputes, ensure the efficient use of 
economic resources and increase the trust between the parties by providing 
buyers and investors with information regarding market conditions. It is 
therefore evident that the valuation of real estate is significant, not only in 
economic terms but also in terms of its social and legal implications.
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The value of real estate is affected by several criteria, and it is therefore 
essential to identify these correctly to ensure the most comprehensive valuation 
process. In addition to the physical, spatial, environmental and legal factors, the 
economic situation, market conditions and the future use potential of real estate 
are the criteria that affect the value of the real estate. Following the earthquakes 
that struck the Kahramanmaraş region of Turkey on 6 February, there has been 
a notable increase in demand for real estate in provinces with a relatively low 
risk of seismic activity. This has led to fluctuations in the real estate market and 
a corresponding rise in real estate values.

In this study, data on 685 properties in Konya province were collected from 
online property websites. The data set comprised several structural criteria, 
including area, number of rooms, building age, floor, heating type, number 
of bathrooms, balcony status and site status information. In addition, district 
and neighborhood information was included to provide a spatial context for 
the real estate data. The structural criteria were assigned a score, while the 
spatial criteria were digitized by calculating the average current value at the 
neighborhood level. The impact of the average current value on real estate 
value was investigated through the utilization of machine learning algorithms.

In this study, real estate valuation is performed using DT, k-NN, NN, and RF 
algorithms. Initially, a parameter analysis was conducted. The most successful 
results were obtained when the minimum instances in leaves parameter 
was 25 of the DT algorithm, k parameter was 7 and the distance metric was 
Mahalanobis of the k-NN algorithm, activation function was identity of the 
NN algorithm, and minimum tree subsets 4 and trees parameter was 10 of the 
RF algorithm. To ascertain the value, a valuation application was conducted, 
encompassing both the inclusion and exclusion of the average current value. 
The success of the algorithms was evaluated with performance metrics. In the 
application without the average current value, the R2 value for DT, k-NN, NN 
and RF algorithms was calculated as 0.481, 0.502, 0.513 and 0.523, respectively. 
In the application with the average current value, the R2 value for DT, k-NN, NN 
and RF algorithms was calculated as 0.576, 0.546, 0.534 and 0.607, respectively. 
The RF algorithm proved to be the most efficacious in determining the value 
of real estate. The addition of the average market value as a criterion resulted in 
more successful outcomes for all algorithms.

Economic conditions, financial crises and natural disasters are critical 
factors that can alter market demand, purchasing power and regional 
attractiveness by directly affecting the value of real estate. To conduct real 
estate valuation in an objective and scientific manner, it is essential to express 
the criteria influencing the value of the real estate in numerical terms and 
to analyze these criteria using mathematical methods. Consequently, the 
influence of subjective interpretations is diminished, thereby facilitating 
the attainment of more precise, transparent, and reliable outcomes.
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1.	 Introduction

In parallel with the rapid development of technology, various research 
topics have emerged in the construction sector. Undoubtedly, the most 
well-known and widely applied of these areas is the use of lightweight 
structural elements.

In terms of concrete building materials used in the construction in-
dustry, clay, shale, and slate stand out as types of lightweight aggregates 
obtained from natural materials used in concrete. For the production of 
lightweight building materials and aggregates used worldwide, expanded 
clay has become an indispensable primary resource for the construction 
sector, especially in developed countries like those in Europe. Despite its 
significance, expanded clay aggregate resources in our country have yet to 
be fully recognized due to insufficient research. Identifying and utilizing 
these resources would provide an important contribution to our national 
economy. However, our country has significant potential in terms of ex-
pandable clay reserves. Therefore, it is essential to identify these expand-
able clay reserves and conduct detailed tests on them to determine their 
properties for industrial use.

Clay, clayey shale, and shales that undergo a rapid sintering process 
and experience a certain volume increase at temperatures between 1100-
1300˚C are referred to as expandable clays. These clay groups are mineral-
ogically composed of layered silicates such as illite, sericite, and montmo-
rillonite. Three main parameters that affect the expansion of clays are clay 
particle size, aggregate particle size, and the initial temperature encoun-
tered by the aggregate in the furnace.

When considered as a building material within the scope of its tech-
nomechanical properties, expanded clay is known for its high strength. 
This mechanism occurs very rapidly as part of the sintering process, which 
is the thermal treatment used to bond the particles together. As a result 
of chemical reactions at temperatures between 1100-1300˚C, a significant 
volume increase occurs in the expandable clay material. The production 
process is carried out in special rotary kiln (Figure 1).
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Figure 1. Rotary kiln

When examined in terms of their areas of use, clays classified as light-
weight aggregates are most notable for their application in lightweight 
concrete production. Evaluating the physical and mechanical properties of 
expanded lightweight clays, we observe that they have low unit weight, wa-
ter-repellent characteristics, and are highly resistant to thermal insulation 
due to their porous structure. Additionally, they exhibit high compressive 
strength and bond well with cement. All of these properties make expand-
ed clays a sought-after raw material in civil engineering projects.

When examining the formation mechanisms of expandable clay de-
posits in Europe, it is observed that clays found on the seabed, brackish 
water clays, loess clays formed by wind erosion, Jurassic clays, and Devoni-
an-aged clayey shales and shifertons are particularly suitable due to their 
structural properties. 

Globally, especially in developed countries, expanded clay production 
efforts are notable. 

Norway: High-rise buildings constructed with lightweight concrete 
using expanded clay aggregate, resulting in lighter structures, reduced 
foundation loads, and improved earthquake resistance.

Germany: Bridge piers made with expanded clay aggregate concrete, 
reducing structural weight and shortening construction time due to light-
er materials.

Sweden: Expanded clay aggregate used as road embankment materi-
al, enhancing ground stability and preventing settlement due to its light-
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weight and excellent drainage capacity.

UK: Residential projects utilizing expanded clay aggregate concrete 
blocks to enhance thermal insulation and improve energy efficiency.

USA: Expanded clay pebbles used as drainage and root protection lay-
ers in green roofs, increasing water retention and supporting plant growth.

These examples highlight the diverse applications of expanded clay 
aggregate in engineering projects, showcasing its benefits like lightness, 
durability, thermal and sound insulation, and moisture control.

In Turkey, however, these studies are quite new, with a primary focus 
on research and development.

2. Definıition of Clay

Clays are layered aluminum silicates containing water (H2O) within 
their crystal lattice. They typically crystallize in a hexagonal system. De-
pending on the presence of ions such as Fe, Mg, K, Ca, and Na, along with 
H₂O or OH⁻ between the layers, they are classified into basic clay mineral 
groups. 

In terms of particle size, clays are sediments composed of particles 
smaller than 0.02 mm. They are earthy minerals with high alumina and 
silica content, which increase in plasticity when combined with certain 
amounts of water.

2.1.Types of Clay Mineral Groups and Crystal Lattice Structures

Due to their complex mineralogical structure, the presence of foreign 
elements, and the differences in the location where their formation mech-
anisms occur, clay minerals can be classified in a broad sense. 

They generally form by the stacking of two types of layers in a specific 
arrangement, resembling the pages of a notebook. These sheets consist of 
SiO2 (silicon tetrahedra) and Al2O3 (aluminum octahedra) (Figure 2).

Kaolinite (Kaolin) Group Clays:

Chemical Formula: Al2O3•2SiO2•2H2O

Illite Group Clays:

Chemical Formula: KAl2(OH)2(AlSi3(O•OH)10), these clays are rich 
in K (potassium).

Smectite-Montmorillonite Group Clays:

Chemical Formula: 2Al2O3.8SiO2.2H2O.nH2O, these clays are rich 
in Mg (magnesium). This group of clays can swell when absorbing water 
and shrink when releasing it.
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Chlorite Group Clays:

Chemical Formula: Mg5(Al,Fe)(OH8)(AlSi4)O10, these clays are rich 
in Fe (iron).

When considering the classification criteria for clays with expansion 
properties, illite or mica groups stand out with more than 40% silica con-
tent. Among clay groups, it is preferable for kaolinite content to be low.

Figure 2. Clay Groups According to Their Crystal Structures
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1.2. Properties of Expanding Clays

The raw materials most commonly used in lightweight aggregate 
production technology are clays and shales, which are products of the 
weathering of sedimentary rocks, magmatic minerals (feldspar), and met-
amorphic rocks (Purbrick 1991; Özgüven 2019). The main components of 
these rocks include mica, illite, kaolinite, smectite, and various amounts of 
quartz, feldspar, carbonates, iron oxides and hydroxides, as well as small 
amounts of sulfur and organic compounds. The fluxing agents in the com-
position are CaO+MgO+Na2O+K2O+Fe2O3 (Riley 1951; Özgüven 2019). 
The presence of these fluxing agents can affect the melting temperature 
chemically, and thus may also be effective in expansion (de’Gennaro et al., 
2004; Özgüven 2019).

When considering the chemical properties and mineralogical compo-
sition that affect the expandability of clays:

1. The material should have high plastic properties and fine grain size 
(the proportion of particles smaller than 2 µm should be greater than 35%). 
The critical characteristic for structural clay, especially for nodular shale, 
is the particle size.

2. The material should have a high proportion of layered silicates. 
Considering the classification criteria of clays, illite or mica groups stand 
out with more than 40% silicate content. The kaolinite content within the 
clay groups should preferably be low.

3. Although materials containing calcite (CaCO3) or dolomite [CaMg(-
CO3)2] show a decrease in expansion time, the presence of lime in lumps 
should be avoided, as it can lead to later fragmentation.

4. In terms of chemical composition:

•	 a) The Al2O3 value should be between 12-25%,

•	 b) The SiO2 value should be between 50-78%,

•	 c) The fluxing agents (Na2O, K2O, CaO, MgO, Fe2O3, FeO) should 
be between 8-25%, Table 1).

•	 d) The organic carbon (C) content should be between 0.6-2.5%,

•	 e) The FeS2 content should be fine-grained (with SO3 content 
around 1-1.5%),

•	 f) The material intended for expansion should have a high Fe2O3 
content (as the development of expansion characteristics is believed to de-
pend on this, ideally between 5-10% or higher),
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•	 g) Another important feature is that the sintering and melting 
point values should be very close to each other, and the temperature should 
be below 1200 °C,

•	 h) If the clay particles exhibit pyroplastic softening during gas for-
mation, the ideal expansion ratio will be achieved. 

Table 1. Chemical analysis results (Ankara/Kalecik clays)

Component %
Al2O3 19,40
SiO2 51,60

CaO 3,68

TiO2 1,36
MgO 2,13

Fe2O3 10,71

CuO 0,05

Na2O 0,91

SO3 0,80

K2O 4,23

Expanded aggregates, which show expansion after exposure to high 
temperatures, undergo rapid firing (Figure 3).

                      Before Expansion                                                     After Expansion

Figure 3. Porous Internal Structure and Sintered Shell of Expanding Clay 
Samples from the Ankara Region

In order for expansion to occur, a sintered shell must form on the sur-
face of the material. The formation of this sintered shell is possible through 
the creation of a viscous structure. To form the viscous structure, the fol-
lowing conditions must be met:
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1.	 The SiO2/Eutectic ratio should be 4 or lower.

2.	 The Na2O + MgO + K2O + Fe2O3 / CaO ratio should be 4 or higher.

The viscous structure in the SEM images is shown in Figure 4.

Figure 4. SEM Image of Expanded Clay from the Ankara/Kalecik Region

In the studies conducted by Çandır (2018), expansion was evaluated 
based solely on the major oxides SiO2, Al2O3, and Na2O + MgO + K2O + 
Fe2O3 + CaO values, and it was suggested that the values should remain 
within a shaded area on a diagram.

According to Riley, a high Al2O3 content increases heat resistance and 
consequently reduces expansion. Çandır (2018) suggested that, for proper 
expansion, the Al2O3 value should be less than 25%. This facilitates vesicu-
lation, or the formation of bubbles inside the fired material, at a lower rate.

One of the most common areas where expanded clay aggregates are 
used is in the production of lightweight concrete. In civil engineering, the 
main applications are related to geotechnical studies and the use of light-
weight concrete as fill material. When evaluated in terms of thermal insu-
lation and unit volume weight, lightweight concrete offers many advantag-
es and has become quite widespread today. One of the biggest structural 
problems in reinforced concrete buildings is the weight of the structure, 
and various materials have been tested over time to reduce this weight. 
The lightweight material considered for use should have high strength, be 
resistant to temperature, and provide good thermal insulation (Figure 5).

Since the material is a manufactured product, its properties (particle 
weight density, diameter, shell thickness) may vary depending on the de-
sired characteristics for its final use.

According to experimental results conducted by researchers, for dif-
ferent cement contents, a concrete with a density of 1.7 g/cm³ and a com-
pressive strength of 41.7 MPa, which includes expanded clay, has been 
stated to be suitable for use as structural concrete in reinforced concrete 
construction. This would reduce the overall weight of the building, there-
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by decreasing the potential damage the structure may sustain during an 
earthquake (Subaşı, 2009).

Figure 5. Construction Material Block Produced from Expanded Clay Aggregate 
(masterwarm.techinfus.com)

In the study by Gündüz (2020), detailed field and laboratory work was 
carried out on the Ankara-Kalecik clay field to introduce it to industry. As 
a result of expansion experiments without any additives, it was found that 
it is possible to produce high-quality expanded clay aggregate with a unit 
volume weight of 291 kg/m³ and an expansion rate of 6.3.

3. Development of Expanding Clays in Turkey

The existence of expanding clays worldwide has been known since the 
1850s. However, in Turkey, the failure to consider the expanding charac-
teristics of clay deposits and potentialities in terms of their chemical and 
mineralogical properties has delayed the production phase of this material.

In the United States, expanding clay is produced in 27 states. These 
clay aggregates are available in approximately 15 market products, such as 
Solite, Basalite, Buildex, Lite-Wate, Rocklite, etc.

In Europe, the production of expanded clay aggregates began in Den-
mark, which has rich clay potential but lacks natural pumice or furnace 
slag, and the rotary kiln method known as “LECA” was developed there. 
In Eastern Bloc countries such as Russia, Poland, and Czechoslovakia, ex-
panding clays are referred to as “Keramsite.”

In Turkey, studies on the potential of clays that could have expand-
ing properties began in the 2000s by MTA (Mineral Research and Explo-
ration General Directorate). Some clay potentials found in the Ankara/
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Kalecik, Zonguldak, and Bartın regions expanded at 1150°C (Can, 2020). 
From 2000-2001, potential clay exploration was carried out by the insti-
tution, and this project revealed the richness of Turkey’s expanding clay 
resources. The working regions in the project were: Ankara-Chankırı 
region (Kalecik, Beypazarı, Nallıhan, Gölbaşı, Çayırhan-Orta, Sakar-
caören), İzmir-Manisa region (Bornova, Cumaovası, Karaburun, Mor-
doğan-Muradiye), Aydın-Muğla region (Kavaklıdere-Yatağan-Bafa Lake), 
Afyon-Kütahya region (Kızıldağ, Efeköy, Isıklar, Üyücek, Ovacık), Konya 
region (Kızılören, Hatunsaray, Kadınhanı, Ilgın), Bolu-Düzce-Sakarya re-
gion (Kaynaşlı, Yığılca, Ferizli), Zonguldak-Bartın-Karabük-Kastamonu 
(Ereğli, Çaycuma, Ulus, Kumluca Ömerli, Tekesin-Büyükköy, Devrakani), 
and Sivas region (Çetinkaya-Divriği-Mursal). Additionally, according to 
the Eighth Five-Year Development Plan (2001), it was stated that potential 
clay deposits are widespread in areas such as Feke-Saimbeyli/Adana, Istan-
bul-Zonguldak-Kastamonu, and Ankara-Kalecik, and it was determined 
that the tertiary clays in the Bolu-Göynük region also expand. However, 
it was noted that no reserve studies were conducted in any of these areas.

Until today, academic studies have focused more on conducting vari-
ous experiments on samples taken from well-known clay formations, such 
as the Ankara/Kalecik region, rather than discovering new potential re-
serves. These studies have demonstrated that the clays from these regions 
yield positive results. It is clear that there are expanding clay deposits in 
Turkey, and the identification of their reserves needs to be done urgently.

Expanded clay production is carried out in over 20 countries, includ-
ing Denmark, Finland, Norway, Portugal, Germany, Italy, and Iran, under 
the name “Leca.” In Italy, it is known as “Laterlite,” in Spain as “Liapour,” in 
France as “Argex,” in Russia as “Keramzit,” and in South Africa as “Aglite.” 

In Turkey, it is called “Lecat.” Lecat is primarily produced from clays 
found in the Bilecik/Söğüt district and is primarily sold in the domestic 
market. The material began production in early 2019. Each day, 2000 tons 
of clay are transported from regional clay reserves to the raw material 
preparation unit (Figure 6). 500 tons of aggregate are produced per day.

Figure 6. General view of the clay pit and the aggregate produced



183International Research and Evaluations in the Field of Engineering

The main advantages of using LECAT® (the Turkish version of Leca) 
in construction are as follows:

•	 The notable features of Expanded Clay Beads include excellent 
sound and heat insulation, which are further enhanced in blocks, resulting 
in reduced insulation costs.

•	 The “breathing” feature, which can be lost over time in other 
blocks when exposed to water, is retained in LECAT blocks, helping elim-
inate humidity.

•	 LECAT blocks maintain this feature because all the chambers in 
the expanded clay beads structure are independent of each other, and they 
have a low water retention capacity.

•	 Low cost.

•	 Reduction in building weight, which decreases the usage of mate-
rials like concrete and steel, ultimately lowering overall costs.

•	 Being lightweight, LECAT simplifies labor and internal building 
installations, and its strong structure holds anchors and fasteners better 
than other wall elements.

•	 Environmentally friendly in terms of gas emissions.

Aggregate produced between 0-8 mm in our country is supplied to the 
construction sector.

The use of expanded clay in the production of building materials is di-
rectly linked to the discovery of raw material reserves and the widespread 
production of expanded clay aggregates. Currently, potential areas that 
have not undergone reserve studies but show promise need to be developed 
for mining. While clay aggregates are more commonly used in agricultural 
activities in Turkey, their development in the construction sector has not 
yet reached the desired level.

Concrete, granule, screed, mortar and wall block products are used in 
the construction industry. Concrete products; lightweight structural con-
crete,/prefabricast concrete-C30/37 and above.

It seems like you’re referring to engineering examples using expanded 
clay aggregate concrete and construction materials, as listed in Table 2.
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Table 2. Engineering Examples from Around the World

Italy- Mont Blanc Tunnel 
Italy- The Zara Expo Road (Sound 
Barrıer)
Italy - Pıazza Cıttà Lıbera 
Norway - Sørlandssenteret 
Portugal -  Braamcamp Freıre School
Netherlands - Maasstad Hospıtal 
England- Brıdgewater Place 
England- Londra Metropolıtan 
Municıpality Buildıng 
Austrıa- Salzburg Postareal 
Fınland- Asunto Mestarınkatu             
Fınland - Nurmijarvi Munıcıpalıty 
Buıldıng
Italy- Malpensa Airport 
Fınland- Asunto Mestarınkatu 

Fınland- Nurmijarvi Munıcıpalıty 
Buıldıng 
Italy - Trıennale Desıgn Museum 
Italy - Twın-Set Headquarters 
Italy - Unıcredıt Tower 
Norway- Gjoklep Secondary 
School 
Italy - Cıtylıfe Resıdentıal Project 
Italy - Gallerıa Vıttorıo Emanuele 
(Mall) 
Italy - Mallero Brıdge 
Italy - Mose Project 
(Experimental Electromechanical 
Module) 
Italy - Sesta Porta Bus Termınal 
Norway - Eidsvoll Bridg

Conclusion

Clay with expansion properties is classified as a lightweight aggregate. 
These aggregates are produced by heating the material to 1200°C in rotary 
kilns. During the heating process, the formation of gas occurs within the 
material. As the gas escapes, the volume of the clay can expand up to 5-6 
times its original size. This process results in the creation of thousands of 
small bubbles, which significantly contribute to the expansion of the clay. 
Due to the rotational movement of the rotary kiln, expanded clay generally 
takes on a round or curved shape in varying sizes and unit weights.

The importance of clay in Türkiye increases due to the wide area cov-
erage of clay beds and the high reserve rates in the regions where they are 
found. Increasing research on the expansion properties of clay beds with 
significant potential and identifying expanded clay beds with superior 
characteristics compared to alternatives would be beneficial.

Before conducting expansion experiments for expanded clay aggre-
gate production, it would be useful to carry out chemical and mineral-
ogical analyses of suitable clays, shales, slates, etc., as this could provide 
valuable insight into predicting the expansion process.

In Turkey, expanded clay aggregates are sold and used under the LE-
CAT® patent. In 2013, Türkiye’s first expanded clay aggregate production 
facility was established under the brand name Lecat. Globally, this product 
is known by various names such as Hydroton, Keramzit, Light Expanded 
Clay, Exclay, Blaehton, Haydite, Expanded Clay, Hydroponic Pebbles, Hy-
droton, Clay Pellets, and Clay Balls.
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The porous structure of expanded clay aggregate offers benefits such 
as lightness, thermal and sound insulation, and water and air retention. 
Its thick shell structure enhances durability and longevity, while the 
high-temperature firing process improves its hygienic properties and 
binding capabilities.

While these aggregates are used in the agricultural sector, their usage 
in the construction industry has not yet reached the desired level.
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1. INTRODUCTION

Konya (Central Anatolia, Türkiye) region contains many sinkholes 
of different features and sizes (Erinç, 1960, Eroskay, 1976; Eroskay and 
Günay 1979; Güldalı and Şaroğlu, 1983; Canik and Çörekçioğlu 1986; 
Erol 1991; Bayari et al., 2009; Doğan and Yılmaz 2011; Göçmez 2011; 
Günay et al., 2010; Özdemir, 2015a, 2015b; Orhan et al., 2020; Eren et al, 
2024). Especially in recent years, this region has attracted attention with 
its widespread sinkhole formations. One of the most well-known sinkhole 
areas in the Konya region is the Karapınar region. In this region called 
the Sinkhole Plateau, there are many sinkholes, each of which is a natural 
monument, with a diameter of 1 km and a depth of 150 meters. Most of 
these sinkholes are old formations, but there are also many recent sinkholes 
that have formed especially in the last 25 years.

The formation of sinkholes (doline, Williams, 2004, Waltham et al., 
2005; Cvijic, 1893) or, in the local language, opan is basically a karstic event, 
and soluble rocks such as limestone, dolomite, gypsum, etc., groundwater 
and the fractures of the earth’s crust play a major role in their formation. 
Carbon dioxide-rich waters circulating in the fractures within the 
soluble rocks dissolve these rocks over time and lead to the formation of 
underground cavities and cave systems.

There are several reasons for sinkhole formation. However, the main 
reason for sinkhole formation is the collapse of the ceilings of underground 
cavities (karst cavities) in soluble rocks (evaporitic rocks such as limestone, 
dolomite, gypsum and anhydrite). The chemical reactions related to the 
dissolution of limestones are as follows;

• Underground water combines with carbon dioxide to form carbonic 
acid

– H2O + CO2 → H2CO3 (carbonic acid)

• (CO2 gas usually originates from young volcanic rocks in areas where 
sinkholes are formed).

– Carbonic acidic waters affect the limestone in which it is located to 
form calcium bicarbonate

– CaCO3 + H2CO3 → Ca (HCO3)2

– Thus, limestones are dissolved

Due to the widespread presence of limestones in Turkey, sinkholes are 
generally observed in such rocks.

Through this mechanism, underground cavities and caves are formed 
when carbonic acid-rich waters circulating along fractures and faults dis-
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solve limestones. The rocks above these cave systems dissolve towards the 
surface over time and the ceiling collapses, resulting in the formation of 
sinkholes. Sinkholes have formation mechanisms such as dissolution, 
collapse, etc. and can be divided into 6 main groups as solution sinkhole, 
collapse sinkhole, caprock sinkhole, dropout sinkhole, suffosion sinkhole 
and buried sinkhole (Waltham et al, 2005) (Fig. 1).

In addition to these, collapse of underground mining galleries, exces-
sive withdrawal of clastic material together with water from underground 
by drilling, surface deformations due to excessive withdrawal of un-
derground water, etc. may also lead to sinkhole formation.

Fig. 1. Sinkhole types (taken from Waltham et al. 2005).

In the Konya region, sinkholes are commonly encountered in the 
elevations where settlement is very scarce and in the basins between these 
elevations. Yaren Sinkhole (Fig. 2), located 30 km northeast of Konya city 
center, is a collapse sinkhole that developed within the Mesozoic marbles 
and dolomite marbles in the mountain range called Bozdağlar. In this 
study, the geological and morphological features of the Yaren Sinkhole will 
be explained and its formation model will be revealed.
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Fig. 2. Location map of the study area

2. GEOLOGY

The study area is located in the north of Konya Province, within a group 
called Bozdağlar Massif, which contains Paleozoic and Mesozoic rocks 
and has been affected by pre-Alpine, Alpine and late tectonic movements 
(Kaaden, 1966; Wiesner 1968; Göger and Kıral 1969; Eren 1993, 1996a, 
1996b, 2003a, Eren et al., 2004; Özcan et al. 1988, 1990; Kurt 1996, 1997, 
Kurt & Arslan 1999; Ulu et al.,1994). The main morphological structures 
of the region are formed by east-west and northwest-southeast trending 
elevations and the basins located between them. The elevations contain 
Paleozoic and Mesozoic metamorphic rocks, rocks of oceanic origin and 
Miocene-Pliocene lacustrine, continental and volcanic rocks. The basins 
located between these elevations and bounded by faults contain Pliocene-
Quaternary aged lacustrine-alluvial and young volcanic formations (Keller, 
1974; Besang et al. 1977; Eren, 1996a, 2001, 2003b; Eren 2011; Eren et al. 
2024; Koç et al. 2012; Hüseyinca and Eren 2007; Aksoy 2019; Asan et al. 
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2021; Friedrichs et al. 2020; Gençoğlu et al. 2022).

Paleozoic-Mesozoic rocks were affected by pre-Alpine and Alpine 
movements were folded, metamorphosed and gained nappe, thrust and 
fractures (Eren 1996 and 2001). In the young tectonic period, block faulting 
formed north-south and east-west trending depression basins in the region 
and the basement rocks were fractured and uplifted again.

2.1. Stratigraphy

In the study area, from oldest to youngest; Triassic-Jurassic Kızılören 
formation, Jurassic-Cretaceous Lorasdağı formation, Cretaceous Midostepe 
formation, Upper Miocene-Pliocene Ulumuhsine formation, Pliocene-
Quaternary Topraklı formation and Quaternary Konya formation were 
identified (Fig. 3).

2.1.1. Kızılören Formation

The unit, which is predominantly composed of dark-colored 
metacarbonates and was first named by Göğer and Kıral (1969), crops out 
in a wide area around Karaçakıl Hill and in a few narrow areas northwest 
of Çandır in the study area (Fig. 3).The unit is generally composed of dark 
gray and black colored dolomite and dolomitic marbles with medium and 
thick layers and brecciated. The unit that forms the base in the study area 
is overlain by the Lorasdağı formation with a lateral-vertical transition 
conformably. The age of the unit is accepted as Triassic-Jurassic (Göğer and 
Kıral, 1969; Eren, 1993).

2.1.2. Lorasdağı Formation

The unit, which originally consists of shallow marine metacarbonates, 
was first named by Göğer and Kıral (1969). It crops out over a very wide 
area from northwest to southeast in the study area (Fig. 3). Metacarbonates 
with gray, blue, white and cream colors also contain metachert and 
metaquartzite interlayers parallel to the bedding. Karstic cave and sinkhole 
formations are also present in the unit. Çandır Yaren Sinkhole, which 
is the main subject of this study, is also within the Lorasdağı formation. 
Midostepe formation is conformably rest on the Lorasdağı formation with 
lateral-vertical transition (Fig. 3). The age of the unit is Late Triassic-Early 
Cretaceous (Göğer and Kıral 1969; Özcan et al. 1988 and Eren 1993).

2.1.3. Midostepe Formation

Midostepe formation (Göğer and Kıral 1969), which is originally formed 
by the alternation of pelagic metacarbonate, metachert and metaclastics, 
crops out in a narrow area in the east of Çandır in the study area (Fig. 3). 
The lithology of the unit is mostly composed of light gray, gray, beige and 
pink-white colored metacarbonates with very thin layering. Among these 
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metacarbonates, thin and medium layered metachert and metaquartzites 
are observed, while in the upper levels of the unit, yellow, gray, pink and 
purple colored phyllites and calcphyllites are observed. Topraklı formation 
is on the Midostepe formation with an angular unconformity (Fig. 3).

Fig. 3. Geological map of the study area

2.1.4. Ulumuhsine Formation

The Ulumuhsine formation (Göğer and Kıral 1969 and Eren 1993), 
which consists of lacustrine limestone, clayey limestone, marl, mud, 
conglomerate and sandstone, crops out in a narrow area in the southwest of 
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the study area (Fig. 3). The thin-thick layered limestones of the formation 
have white, yellow, cream, beige and gray colors and contain distinctly 
oncolithic and stromatolithic structures, freshwater gastropod and bivalve 
fossils. In addition, clayey limestones and marls with white, yellowish, 
green and gray colors are also observed. The conglomerates in the lower 
levels of the unit are matrix-bounded and have the shape of lensoidal 
and erosional channels. Gradations, parallel and cross laminations are 
observed in the conglomerates and sandstones in the upper levels. In the 
eastern part, seismites are also observed in the Ulumuhsine Formation 
which is in contact with the Konya Formation along the Sarıcalar fault. The 
Ulumuhsine formation is overlain by the Topraklı and Konya formations 
with an angular unconformity (Fig. 3). The age of the unit is Late Miocene-
Early Pliocene (Göğer and Kıral 1969 and Eren 1993).

2.1.5. Topraklı Formation

Topraklı Formation (Doğan 1975) consists of red, brown and gray 
conglomerate, mud, sand, clay,  and caliche. The unit is observed as alluvial 
fan deposits in the transitions from elevations to plains in the study area 
and crops out in very large areas (Fig. 3). The conglomerates with clay, 
sand and mud successions are matrix-binded and their constituents are 
mostly massif-derived clastics. They are polygenic and heterogeneous. In 
some parts of the unit, there are 3-5 cm thick caliche  nodules and levels 
in dirty white and light yellow colors. Topraklı formation covers the older 
units with an angular unconformity and according to Eren (1993), it is Late 
Pliocene-Quaternary in age.

2.1.6. Konya Formation

The deposits of streams, swamps and temporary lakes in the large 
basins on both sides of the elevations formed by the older units in the study 
area are considered as Konya Formation. The unit outcrops in the south 
and north of the northwest-southeast trending elevations in the study area 
(Fig. 3). Konya Formation consists of mostly unconsolidated gravel, sand, 
clay and mud. This unit is Quaternary aged and has a nearly horizontal dip 
and covers all the older units in the region with angular unconformity.

2.2. Structural Geology

Mesozoic aged rocks in the study area were deformed, folded and 
fractured by Alpine events. In these rocks, outcrop-scale folds, generally 
small-scale strike-slip faults and fractures in variable directions are 
observed in the Alpine stage. During the Miocene-Pliocene period, these 
rocks were uplifted as a horst by block faulting. Depending on the basin 
formation, the edges of the elevations are bounded by normal faults. 
Karaömerler and Sarıcalar faults are examples of these faults in the study 
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area. Karaömerler Fault, which delimits the elevations in the study area 
from the southwest, is oriented NW-SSE and is connected with transfer 
faults of different orientations and is 10 km long (Fig. 3). The south side 
of the southwest-trending normal fault has been subsided and the north 
side has been uplifted. It generally forms the boundary between Konya and 
Toprakli formations.

The Sarıcalar fault is a north-south trending east- dipping normal 
fault that forms the boundary between the Ulumuhsine and the Konya 
formations in the southwestern part of the study area. It is an active fault and 
produced an earthquake with a magnitude of Mw: 5.0 in 2023 according to 
Kandilli observatory data.

In addition to these, widespread fractures are encountered in the 
basement rocks. In the south of the Güvenç District, the Kiziloren 
Formation was raised as a horst by two normal faults extending north-
northeast between the Lorasdagi Formation.There are many northwest-
southeast trending faults parallel to the Sarıcalar and Karaömerler Faults 
within the Mesozoic aged units in the northwest of the study area. There are 
also aragonite veins parallel to the northeast-southwest and north-south 
trending faults. These aragonite veins are 1-2 metres wide and up to 100 
metres long. Numerous dissolution structures formed as a result of external 
karstification are commonly observed along the fractures. Yaren sinkhole, 
which is the subject of this study, developed parallel to such a fractured 
structure. 

3. MORPHOLOGICAL FEATURES OF THE YAREN SINKHOLE

Located northeast of Konya, Yaren Sinkhole is 30 km horizontally and 
37 km by road from the city centre (Fig. 2). Located on a small-scale slope 
(Fig. 4a), the Yaren sinkhole is immediately recognisable in satellite images 
with its teardrop-like appearance (Fig. 4b, 4c, 5a, 5b). Yaren Sinkhole is 
located 3.385 km southeast of Çandır Quarter, 4.755 km northeast of 
Güvenç Quarter and 4.815 km northeast of Sarıcalar Quarter. Obruk is 
located on the border of Güvenç and Çandır neighbourhoods. Since it 
is located on the northeastern slope of a stream running west-northwest 
and east-southeast and surrounded by higher areas, it is not visible from a 
distance and does not attract attention. For this reason, it is not well known 
except for the people in the surrounding neighbourhoods. It can be reached 
by walking 1.5 km from Sarıcalar Quarter on a stabilised road parallel to 
the high speed railway on the way to the quarries (Fig. 2).

The sinkhole was formed within the highly fractured and jointed 
marbles of the Lorasdagi Formation. The sinkhole developed parallel to a 
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northeast-southwest trending fracture, apparently about 600 metres long 
(Fig. 4d, 4e). In this study, the cavity was divided into 3 sections; body (b), 
tail (t) and roofed section (r) (Fig. 5c, 5d). The main section (body) with 
collapsed roof is located on the southwest side of the fracture (Fig. 4f), the 
narrow and deep tail section with less depth is located on the northeast 
side of the fracture (Fig. 4g), and the section with uncollapsed roof (roof) 
continues horizontally for 20 metres (Fig. 5c). In the satellite view, the 
length of the sinkhole (including the tail) (Ls= Lt+Lb+Lr) is 107 metres, 
the surface length of the sinkhole excluding the tail (Lb+Lr) is 61 metres 
and the width of the sinkhole (Ws) is 33 metres at the widest part of the 
sinkhole. It also continues 20 metres to the southwest under the uncollap-
sed roof (Lr) except for the surface view (Fig. 5d).Above this uncollapsed 
roof, there is a window up to 3 metres deep opening into the subsurface 
through which the sinkhole can be observed (Fig. 4h). The deepest part of 
the sinkhole (ds=db) was measured to be 25 metres. The maximum depth 
of the tail section (dt) was measured as 11 metres.
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Fig. 4. Views from the Yaren Sinkhole; (a) Google Earth satellite image, (b, c) 
remote view from west to east, (d, e) close-up view from southwest to northeast, 

(f) large section with collapsed roof (g) close-up view of the tail section from 
south-west, (h) Small window opening into the sinkhole from the section without 

collapsed roof
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Fig. 5. (a) Satellite image of the Yaren Sinkhole (b) Schematic drawing 
superimposed on the satellite view (c) Subdivision of the sinkhole and the 

orientation of its sides with respect to the fracture to the northwest (d) 
Morphological components of the sinkhole (e) Bird’s-eye view showing profile 
section locations (f) 1st cross-section along the long axis in view direction A 

(g) 2nd cross section showing the tail in view direction B, (h) 3rd cross section 
showing the body, (i) 4th cross section showing the roof (A, B: view directions; 
1, 2, 3, 4: section directions; SW, NE, NW, SE: section directions, L: length, W: 

width, d: depth)
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The length of the tail section is Lt=36 metres and its width varies 
between Wt=0-5 metres (Fig. 5d). There are aragonite veins parallel to the 
course of the tail in this section. The depth of this section varies between 
dt=0-11 metres. The hollow opening in the tail is up to 1.5 metres (Fig. 6a-
6e).

The width of the main sinkhole varies between Ws=Wb=7-33 metres. 
The section parallel to the tail on the west side has a straight course (Fig. 6f) 
and changes direction towards the west at the end. In other words, most of 
this section is parallel to the fracture forming the sinkhole (Fig. 6g, 6h). The 
eastern cut is also parallel to the fracture in a northwest-southeast direction 
and changes its direction to northeast-southwest in the central part (Fig. 
5c). In order to reveal the shape of the sinkhole, profile sections were taken 
through the sinkhole (Fig. 5e). The sections prepared along the long axis 
(Fig. 5f) and perpendicular to the long axis from the tail (Fig. 5g), body 
(Fig. 5h) and roof (Fig. 5i) show the in-depth shape of the sinkhole.

It is filled with trees of various sizes (Fig. 7a, 7b and 7c). Located on 
a completely bare land, the sinkhole looks like an “oasis in the middle of 
the desert”. The sinkhole expands downwards after a depth of 20 metres in 
the eastern section and the trees continue until this section. In the western 
section, the trees start at a depth of 5 metres and continue downwards as a 
sloping surface into the sinkhole.

In the sinkhole which has at least 4 fracture sets in the map view, two 
of the fracture sets are perpendicular to each other and the other two sets 
make an acute angle with the long axis trending northeast-southwest. On 
the walls of the sinkhole, there are two sets of low inclined fractures and 
a third set of steeper inclined fractures cut by them (Fig. 7d and 7e). On 
the walls parallel to the short axis, there is another set of nearly vertical 
fractures filled with aragonite veins.

The shape of the uncollapsed dome section (roof) (Fig. 7f, 7g and 7h) 
is controlled by two low-angle fracture systems. Above the roof itself there 
are smaller windows, up to 2 metres long and 1 metre wide, opening into 
the sinkhole. As the collapse of the edges of this section continues, it is 
foreseen that these smaller windows may merge with the larger one in the 
future. The length of the covered section is approximately 20 metres and its 
width is 18 metres, and its depth decreases in an arc downwards and ends.

4. FORMATION MODEL

According to the geometry of the sinkhole and the characteristics of 
the surrounding fracture systems, it is seen that the sinkhole started to form 
parallel to the northeast-southwest trending fractures and its morphology 
is controlled by these fracture systems.
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The Mesozoic aged marble and dolomite marbles in which the sinkhole 
is located were deformed and folded by the Alpine mountain-building 
events in the late Cretaceous (Fig. 8a, 8b). During the last phase of these 
orogenic events, the rocks again became fractured in the form of low-angle 
shear fractures due to horizontal shortening (Fig. 8c).
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Fig. 6. (a) Cross section view of the tail section from south inside the sinkhole, 
(b) View of the tail section from northeast to southwest (c) V-shaped section view 

of the tail section, (d) Aragonite veins in the tail section, (e) View of the end of 
the tail section from southwest to northeast (f) Close-up view of the wall of the 
western section of the sinkhole (g, h) View of the sinkhole from north to south

Fig. 7 (a) View of the boundary of the main sinkhole with the unroofed section. 
(b, c) top view of the trees inside the sinkhole, (d, e) view of the broken systems 
on the eastern walls of the sinkhole, (f, g, h) views of the unroofed section from 

north to south
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Late Miocene and later neotectonic movements and block faulting 
and uplifts have created steeper inclined shear and tensile fractures 
within the rocks of the studied rocks. Especially along the steeply 
dipping fractures orientated NW-SSE in the region, opening cracks filled 
with aragonite and calcite with a width exceeding 1 m in places have 
developed (Fig. 8d). The fact that the long axis of the Yaren sinkhole is 
parallel to this fracture and the western wall is completely controlled by 
this fracture indicates that karstic dissolution started along this fracture 
at depth (Fig. 8e). In time, the cavity was raised upwards by karstic 
solution and the dimensions of the cavity increased with the collapses 
controlled by less inclined fracture systems on the ceiling (Fig. 8f, 8g). 
As a result of the upward rise of the cavity by collapses and solution in 
the upper part, the ceiling collapsed completely and formed the sinkhole 
(Fig. 8h). Recently, the collapses continue in the sections with thinner 
ceilings.. 

Fig. 8. Formation model of the Yaren Sinkhole (a) The state of 
the bedrock in which the sinkhole is located before deformation (b) 

deformation and folding (c) formation of a fractured structure in the 
form of low-angle shear fractures (d) formation of steeper inclined shear 

and tensile fractures (e) initiation of karstic dissolution (f) upward rise of 
the void with karstic dissolution (g) increase in the size of the void with 

collapses (h) formation of the sinkhole with the collapse of the roof

5. THE SIGNIFICANCE IN TERMS OF GEOTOURISM

Like Karapınar plateau sinkholes, the Yaren sinkhole is an important 
geological formation in terms of geotourism. The sinkhole, which contains 
different types of trees, creates the appearance of an “oasis in the desert” 
on a bare land without vegetation. With this attractive appearance, it 
resembles the Cennet Obruk in Mersin. Both its shape and the fact that it 
is an interesting and rare geological formation and that it is worthy of study 
by researchers working in different branches of science other than geology 
increase the value of the sinkhole even more. In addition, its proximity to 
Konya city centre and easy accessibility increases the importance of this 
sinkhole.

6. CONCLUSIONS AND SUGGESTION

The Yaren Sinkhole formed as a result of karstification within the 
marbles of the Mesozoic aged Lorasdağı Formation is a collapse sinkhole. 
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The long axis of Yaren Sinkhole developed parallel to a KKD-GGB trending 
fracture in the region and its formation and morphological shape were 
shaped by dense fracture sets. There are hundreds of trees of various 
sizes and species in the WNW-ESE trending depression, which forms a 
unique habitat in an elevation that can be considered completely devoid of 
vegetation, and serves as a shelter centre for wild birds. With its proximity 
to Konya city centre and its interesting structure, the Yaren sinkhole is 
an important natural wonder in terms of geotourism. In order to protect 
this natural wonder and bring it to tourism, the following measures are 
proposed.

1. The perimeter should be equipped with fences, warning signs, 
barriers and similar safety equipment,

2. Installation of lifts or similar mechanisms to provide descent to the 
parts where there is no risk of collapse,

3. The part of the roof that has not yet collapsed is to be prevented from 
being walked on or entered,

4. Construction of a vehicular or pedestrian road that will provide 
access to the stream at the bottom of the sinkhole.

These proposals will make it possible for this structure to be reached 
and seen by a large number of people. In this way, a suitable place alternative 
will be created for social activities such as walking and photography. Such 
geological structures are rare structures that can be formed in thousands 
or millions of years. Damage, destruction or destruction of this structure 
would be an irreversible loss
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1.	 Introduction

Over the past few years, global energy demand has witnessed a 
substantial rise, fueled by interrelated factors such as rapid population growth 
and the intensifying impacts of globalization. This trend underscores the 
increasing pressure on energy systems to meet the demands of expanding 
urbanization and industrial activities. According to the International 
Energy Agency (IEA), primary energy consumption has surged by 48% 
over the past two decades, with a corresponding 42% increase in carbon 
dioxide (CO2) emissions, further exacerbating global environmental 
challenges. Moreover, projections indicate that the demand for cooling 
an essential component of modern infrastructure is expected to triple 
between 2010 and 2050, driven by factors such as rising living standards, 
urban heat island effects, and climate change. Within this context, passive 
cooling strategies have emerged as a critical focus of research due to their 
energy efficiency and sustainability. In particular, innovative methods 
utilizing nanofluids, vapor chambers, and phase change materials (PCM) 
have garnered significant attention in the literature, offering promising 
solutions for enhanced thermal management in a variety of applications, 
including building systems, electronics cooling, and renewable energy 
technologies (Hussain, Ertam, Ben Hamida, Oztop, & Abu-Hamdeh, 
2023; J. Li, Zhang, Xu, & Yuan, 2021; Varol, Coşanay, et al., 2025; Varol, 
Oztop, et al., 2025). In recent years, researchers have focused on enhancing 
the latent thermal energy storage capabilities of phase change materials 
(PCM) across various fields, including building thermal comfort (Kean, 
2019; Sidik, Nor Azwadi Che & M’hamed Beriache, 2020), electronics 
cooling (Krishna, Kishore, & Solomon, 2017) and solar energy technologies 
(Mao, Chen, & Yang, 2019) A key advantage of PCMs lies in their ability to 
store thermal energy either as latent or sensible heat, or through chemical 
reactions, making them versatile for different applications. The suitability 
of a storage medium depends on several critical factors, including its 
specific size or weight, the energy storage capacity, and the temperature 
range required for a particular application. These parameters play a pivotal 
role in optimizing the material’s performance for energy management 
solutions (Chandrasekaran, Cheralathan, Kumaresan, & Velraj, 2014; 
Shank et al., 2022; Shank & Tiari, 2023; Tofani & Tiari, 2021). Recent 
studies have also highlighted the importance of tailoring PCM properties 
to align with specific use cases, further driving innovations in material 
design and application efficiency. Thermal energy storage (TES) technology 
enables the alignment of supply and demand by addressing the time gap 
between energy generation and consumption. This capability allows for 
the reduction or even elimination of peak electricity loads in buildings, 
improving energy efficiency and grid stability. TES systems are particularly 
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effective in low-temperature applications such as milk preservation, food 
transportation, and cold storage. In recent years, researchers have focused 
on integrating the TES concept into various low-temperature systems with 
enhanced thermal performance, aiming to optimize energy use in these 
applications. Phase change materials (PCM) play a pivotal role in TES 
systems due to their ability to absorb and release latent heat during phase 
transitions, making them efficient energy storage solutions. Such latent 
heat storage methods are especially favored for their ability to provide 
high energy storage capacity over a broad range of operating temperatures, 
making them indispensable for diverse thermal management applications. 
(Tofani & Tiari, 2021; Trelles & Dufly, 2003). Phase transitions can occur 
through various phase combinations; however, for PCM applications, 
the most efficient phase changes are those involving liquid-to-solid 
(solidification) and solid-to-liquid (melting) transitions (Bruno, Belusko, 
Liu, & Tay, 2015). In other words, the solidification process in PCMs allows 
the release of latent heat, while the melting process facilitates its storage. 
Figure 1 illustrates latent heat, representing the energy required to induce a 
phase change in liquids and materials without any change in temperature.

Figure 1. Definition of latent and sensible heat alteration (Skovajsa, Koláček, & 
Zálešák, 2017)

2.	 Classification of PCMs

PCMs (Jesumathy, Udayakumar, & Suresh, 2012; Kolokotsa, 
Santamouris, Synnefa, & Karlessi, 2012), are compounds capable of storing 
or releasing sufficient amounts of energy under specific conditions to create 
an optimal environment. This characteristic holds significant potential, 
particularly in heat storage and temperature regulation systems. (Kushwah, 
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Kumar Gaur, & Kumar Pandit, 2020; Swathykrishnan, Sreelakshmi, 
Duggal, & Tomar, 2020; Tariq, Ali, Akram, Janjua, & Ahmadlouydarab, 
2020). In this context, investigating the role of phase change materials in 
thermal storage systems emerges as a critically important subject (Hassan, 
Shakeel Laghari, & Rashid, 2016; Rathore & Shukla, 2019). As shown in 
Figure 2, PCMs include organic, inorganic, and eutectic components. 
However, due to their safety, non-corrosive nature, availability, and low 
cost, paraffins, particularly paraffin wax, are among the most commonly 
used types of PCMs (Ayala, Enghardt, & Horton, 1997).

Figure 2. Nano-enhanced phase change materials: Fundamentals and 
applications (Said et al., 2024)

PCMs can be classified according to the phase transitions they 
undergo, such as solid-to-solid, solid-to-liquid, solid-to-gas, liquid-to-
gas, and their reverse transformations. Among these, the solid-to-liquid 
transition is particularly prominent due to its versatility in energy storage 
and thermal management applications. This prominence stems from its 
unique advantages, including substantial energy storage capacity, a broad 
spectrum of phase change temperatures, and minimal volume fluctuation 
during phase transitions (Kalidasan, Pandey, Saidur, Samykano, & Tyagi, 
2023; Yadav, Samykano, Pandey, Kareri, & Kalidasan, 2024). Solid-to-liquid 
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PCMs can be further grouped into two distinct categories: low molecular 
compounds and polymers. Low molecular compounds encompass a wide 
range of substances, including organic materials such as paraffins, esters, 
sugar alcohols, glycols, fatty acids, and alcohols; inorganic materials like salt 
hydrates and metallic compounds; and eutectic mixtures that can combine 
organic, inorganic, or hybrid components. Polymers, on the other hand, 
are distinguished by their molecular weight distribution, with examples 
like polyethylene glycol offering phase transition temperatures that vary 
depending on their molecular structure and application requirements 
(Yadav et al., 2024). In addition to their classification by phase transitions, 
PCMs can also be categorized based on specific criteria such as their 
chemical composition, intended application, or physical properties. These 
classifications allow for the precise selection of materials tailored to specific 
needs, ensuring optimal performance in applications ranging from energy 
storage systems to thermal regulation solutions. By aligning material 
properties with their functional demands, PCM technology continues to 
advance across diverse fields.

2.1. Classification Based on Physical Properties

PCMs can be broadly categorized into two main groups based on 
their physical structure: organic and inorganic. Organic PCMs typically 
consist of compounds such as paraffins, fatty acids, and esters. These 
materials are characterized by their ability to undergo phase transitions 
within specific temperature ranges, enabling efficient energy storage and 
release. Known for their high latent heat storage capacities, organic PCMs 
are highly efficient in thermal energy management systems. They are 
composed of molecules containing carbon, hydrogen, and oxygen atoms, 
which are further classified into categories such as fatty acids, alkanes, and 
alcohols. During phase transitions, organic PCMs can store large amounts 
of energy and release it when needed, making them suitable for various 
energy management applications.

In contrast, inorganic PCMs are primarily composed of metals, 
salts, and eutectic mixtures. These materials are distinguished from their 
organic counterparts by their higher thermal conductivity and density. 
Inorganic PCMs are particularly notable for their ability to withstand 
high temperatures and their superior thermal conductivity, making them 
advantageous in applications that require durability and high-temperature 
resistance. Due to their stable structure, inorganic PCMs are often used 
in demanding conditions where systems are exposed to significant 
temperature fluctuations. Their robustness and excellent thermal 
conductivity make them especially valuable in applications where precise 
temperature control is critical.
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2.2.  Classification Based on Chemical Properties

Phase change materials (PCMs) can be broadly categorized into 
three primary groups based on their chemical composition: salt hydrates, 
paraffins, and esters. Salt hydrates, a type of inorganic PCM, are formed by 
combining salts with water molecules. These materials are highly efficient 
in storing latent heat, owing to the strong ion-dipole interactions between 
the salt and water molecules. Widely used examples include calcium 
chloride hexahydrate, magnesium sulfate heptahydrate, and sodium sulfate 
decahydrate. Despite their high energy storage capacity, salt hydrates face 
challenges such as supercooling, corrosive behavior, and phase separation 
during repeated use. Popular salts like sodium sulfate (Na2SO4), magnesium 
sulfate (MgSO4), and calcium chloride (CaCl2) remain critical components 
in many thermal storage systems, as researchers continue to mitigate these 
limitations. (Dixit et al., 2022). 

Paraffins, on the other hand, represent a class of organic PCMs that 
are widely utilized in thermal energy storage applications. These materials 
excel in transitioning between solid and liquid phases, during which they 
absorb or release significant amounts of latent heat. Chemically stable and 
composed of saturated hydrocarbons (alkanes) with the general formula 
CnH2n+2, paraffins can withstand multiple phase change cycles without 
degradation. Commonly used examples include alkanes such as octadecane 
(C18H38) and eicosane (C20H42), which vary in molecular chain length and 
phase transition properties. Their reliability and efficiency make paraffins 
a preferred choice for systems requiring consistent thermal performance 
over time. (Hagelstein & Gschwander, 2017).

Another type of PCM includes fatty acids and esters, which are organic 
compounds that absorb or release latent heat during phase transitions 
between liquid and solid states. Their molecular structure, defined by 
hydrocarbon chains and functional groups, significantly influences their 
phase change behavior. Fatty acids consist of hydrocarbon chains with 
a carboxyl group (–COOH) and can be either saturated or unsaturated. 
They are typically biodegradable, environmentally friendly, and derived 
from renewable sources. Esters, on the other hand, are organic compounds 
formed through reactions between carboxylic acids and alcohols. They are 
often considered safer due to their low toxicity levels. These characteristics 
make fatty acids and esters ideal candidates for applications requiring 
efficient thermal energy management.

2.3. Classification Based on Melting Temperature

Phase change materials (PCMs) can be classified based on their 
melting point into three distinct categories: low-temperature, medium-
temperature, and high-temperature PCMs. Low-temperature PCMs, 
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with phase change temperatures below standard room temperature, are 
primarily utilized in cold storage and refrigeration systems to maintain 
low temperatures efficiently. Medium-temperature PCMs operate within 
a phase change range spanning from room temperature to approximately 
100°C, making them ideal for applications such as cooling electronic 
devices and enhancing the thermal performance of building materials. 
In contrast, high-temperature PCMs are engineered to handle phase 
transitions above 100°C, catering to systems that require heat storage at 
elevated temperatures, such as in industrial processes. Typical examples 
of high-temperature PCMs include molten salts and metal alloys, both 
known for their exceptional thermal storage capabilities under extreme 
conditions.

3.	 Nano-Enhanced PCMs

The solidification process of PCMs begins when the liquid phase 
transitions into a solid phase, resulting in an increase in the solid phase’s 
volume. Before solidification starts, there is typically little to no solid nucleus 
present within the PCM. For nucleation to occur, the system must release 
latent heat and reduce its energy level by freezing at the surface of the liquid 
phase. Once the nucleus grows to a sufficient size, the solidification process 
begins, indicating the presence of energy barriers that must be overcome. 
In some cases, solidification can occur under supercooled conditions, 
at temperatures significantly below the freezing point. Consequently, 
nucleation is classified into two types: homogeneous nucleation, which is 
initiated solely by the PCM, and heterogeneous nucleation, which occurs 
due to an external source outside the PCM (Sundaram & Kalaisselvane, 
2022). Heterogeneous nucleation is typically triggered by factors such as 
additives introduced into the PCM, impurities, or cracks in the container 
walls. To prevent supercooling in the PCM, specialized additives known as 
nucleators can be employed to initiate heterogeneous nucleation. 

The addition of nanoparticles has emerged as an effective method for 
enhancing heat transfer properties. The process of suspending nanoparticles 
to optimize the performance of storage materials, specifically the base 
PCM (phase change material), is commonly referred to as NEPCM (Nano-
Enhanced PCM). In this approach, additives or surfactants are utilized to 
improve nucleation and dispersion within the base PCM, leading to the 
development of NFPCM (Nanofluid PCM) (Kumar, Kumaresan, & Velraj, 
2016; Kumaresan, Velraj, & Das, 2012). During the freezing process, heat 
transfer between the PCM and nanomaterials during nucleation is largely 
dependent on the thermophysical properties of the PCM.

The widespread adoption of NEPCM in latent heat storage 
technologies, replacing traditional PCM, is primarily attributed to the 
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presence of dispersed nanoparticles such as copper (Cu), copper oxide 
(CuO), aluminum oxide (Al2O3), and carbon nanotubes (CNT). These 
nanoparticles significantly influence the phase change behavior of 
NEPCM due to their high thermal conductivity. Figure 3 illustrates that 
increasing the volume fraction of Cu nanoparticles from 0% to 20%, and 
from 0% to 5% in a ring-shaped NEPCM, enhances thermal conductivity 
and heat transfer rates, thereby reducing the overall solidification time. 
Elbahjaoui et al. (Elbahjaoui & El Qarnia, 2017), observed an improvement 
in the solidification rate of rectangular NEPCM plates containing 0-8% 
Cu volume fractions. Kashani et al. (Kashani, Ranjbar, Madani, Mastiani, 
& Jalaly, 2013), reported that during the solidification process of square 
NEPCM, an increase in Cu volume fraction from 0% to 8% resulted in a 
larger solidified region, facilitated by lower wall temperatures as the volume 
fraction increased. Sharma et al. (Sharma, Ganesan, Sahu, Metselaar, 
& Mahlia, 2014), they observed that the solidification time of Cu-based 
NEPCM decreased as the volume fraction increased from 0% to 20%. Li 
et al. (Z. Li, Sheikholeslami, Jafaryar, & Shafee, 2019) they simulated the 
performance of NEPCM in a channel and reported that an increase in 
nanoparticle fraction enhanced the solidification rate.
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Figure 3. The comparison of liquid fractions during NePCM solidification 
at different time intervals (t = 100 s and 500 s) was conducted for Cu volume 
fractions of ∅ = 0%, 10%, and 20%. In this analysis, the red color represents 

the liquid region, while the blue color indicates the solid region (Khodadadi & 
Hosseinizadeh, 2007).

As shown in Table 1, the use of these fluids has led to significant 
improvements in heat transfer, providing data that highlights the 
enhancement of thermo-physical properties when incorporated into 
PCMs.
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Table 1. The effect of nanoparticles on heat transfer (Mebarek-Oudina & 
Chabani, 2023).

Nanoparticles Observations
SiO2 , TiO2, Al2O3 The introduction of nanoparticles generally results in a 45% 

increase in thermal efficiency.
Cu ve TiO2 The high thermal conductivity of nanoparticles enables better 

utilization of the thermal configuration.
TiO2 Thermal efficiency is directly associated with the increased 

presence of nanoparticles.
Al2O3 ve CuO​​	 The type and thermo-physical properties of nanoparticles 

determine the rate and circulation of heat absorption.
Fe2O3 , ZnO, Ag, SiO2 Nanoparticles can alter and enhance the thermal conductivity 

of the base fluid.
MgO , CuO, Al2O3, 
TiO2	

The thermo-physical properties of nanoparticles make them 
excellent candidates for heat exchange, cooling, and heating 
systems.

MWCNT and Al2O3 Nanofluids can absorb heat for prolonged periods, thus 
altering the performance of heat exchangers.

From an economic perspective, the cost of integrating nanoparticles 
and phase change materials into systems is relatively low compared to 
the significant thermal performance enhancements they provide. These 
materials can be acquired at affordable prices, depending on their types, 
sizes, purity levels, and thermo-physical properties.

3.1. The Effect of Nanoparticles on the Thermal Conductivity of PCM
Incorporating nanoparticles into PCMs requires a thorough analysis 

of how their thermo-physical properties impact the behavior and 
performance of the base materials. Adjustments in the nanoparticle 
volume fraction play a key role in altering the characteristics of nano-
enhanced PCMs (NePCM). For instance, a study examining the thermal 
conductivity of pure paraffin PCM and paraffin PCM infused with 
CuO nanoparticles at varying temperatures highlighted a significant 
increase in thermal conductivity for the nanoparticle-enhanced PCM. 
The data, as illustrated in Figure 3, demonstrated that the inclusion of 
CuO nanoparticles markedly improved the material’s ability to conduct 
heat. Additionally, increasing the concentration of nanoparticles further 
enhanced the thermal conductivity, indicating a direct correlation 
between nanoparticle volume fraction and heat transfer performance. 
These observations underline the importance of nanoparticle integration 
in optimizing PCM efficiency.
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Figure 4. Thermal Conductivity of PCM and Nano-PCM at Different 
Temperatures (Mebarek-Oudina & Chabani, 2023).

Figure 4 compares the thermal conductivities of pure paraffin PCM and 
CuO-based nano-PCM at different temperatures and CuO concentrations. 
A significant improvement in thermal conductivity is observed with 
an increase in the volume fraction of CuO nanoparticles. Compared to 
pure paraffin, nano-PCMs containing 10%, 30%, and 50% CuO exhibit 
noticeably higher thermal conductivities across all temperatures. As the 
temperature increases, the thermal conductivity of the nano-PCMs also 
rises, with the highest values recorded at the maximum temperature. This 
suggests that elevated temperatures positively influence the energy transfer 
between nanoparticles and the base PCM, potentially accelerating phase 
change processes.

The study highlights that nanoparticles with high thermal 
conductivity, such as CuO, optimize the thermal performance of PCMs, 
enhancing energy transfer efficiency. Notably, when the CuO concentration 
is increased to 50%, the thermal conductivity reaches its peak, confirming 
the positive impact of nanoparticle presence on the thermal properties 
of PCM. Overall, the graph demonstrates that nano-PCMs offer superior 
performance compared to conventional PCMs in thermal management 
applications, particularly at high temperatures, by improving energy 
storage and transfer efficiency.
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4.	 Applications of NePCM

In recent years, nano-enhanced phase change materials (NePCM) 
have become a focal point of interest due to their wide range of applications 
across various industries. NePCM stand out for their ability to store 
and release significant amounts of thermal energy during phase change 
processes. The inclusion of nanoparticles in PCMs not only enhances 
their thermal conductivity and heat transfer rates but also significantly 
improves their energy storage capacity. These attributes make NePCM 
an ideal choice for numerous applications, ranging from photovoltaic/
thermal (PV/T) systems and battery thermal management solutions to 
building insulation applications, HVAC systems, solar cookers, textiles, 
and the food industry.

Figure 5 provides an overview of these applications, detailing the 
thermal regulation mechanisms involved. PCMs integrated into thermal 
energy storage (TES) systems offer substantial advantages in temperature 
regulation and energy efficiency. The success of such integrations depends 
on factors such as material compatibility, the effectiveness of heat 
transfer mechanisms, and the optimization of system design. Selecting 
the appropriate methods and materials can significantly enhance system 
performance and energy savings. 

One of the most commonly used methods for integrating PCMs into 
TES systems is the direct incorporation of PCMs into the storage medium. 
This is typically achieved through two approaches: encapsulating PCMs 
in microcapsules or impregnating them into porous structures. In the 
microencapsulation method, PCMs are enclosed within a polymeric 
shell, and these capsules are uniformly distributed throughout the storage 
medium. This technique enhances the efficiency of energy storage and 
release processes during phase change, improves heat transfer, prevents 
phase separation, and increases the long-term stability of the PCM. These 
features enable PCM-based systems to have broader applications in thermal 
management solutions.
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Figure 5. Thermal Method Implementation for NePCM (Said et al., 2024)

Figure 5 illustrates the diverse applications and key advantages 
of nano-enhanced phase change materials (NePCM) across various 
industries. The central circle highlights the benefits of NePCM, including 
enhanced thermal performance, improved thermal stability, better phase 
crystallization, and reduced subcooling. Surrounding segments detail 
the application areas, emphasizing solutions provided by NePCM in 
photovoltaic/thermal (PV/T) systems, the electronics industry, HVAC 
applications, solar-powered systems, and battery thermal management.

Technical diagrams around the visual provide concrete examples of 
how NePCM are integrated into these applications, detailing scenarios 
such as energy management in buildings, thermal control in batteries, and 
their use in solar energy systems. This visual effectively demonstrates the 
potential of NePCM’ in thermal management and the broad scope of their 
applications.

4.1. Thermal Method Application for NePCM

The Battery Thermal Management System (BTMS) aims to ensure safe 
and long-lasting performance by effectively managing the heat generated 
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during battery operation. By maintaining a balanced battery temperature, 
BTMS eliminates the risk of thermal runaway and minimizes capacity 
loss. It is designed to provide long cycle life for battery modules, efficient 
operation at low cost, and safe discharge at the desired voltage. While 
current batteries generally operate within a temperature range of 40°C to 
60°C  (Jiang, Li, Qu, & Zhang, 2022), researchers consider the ideal range 
to be between 20°C and 45°C. However, when the battery temperature 
exceeds 80°C, severe consequences such as thermal runaway may occur. 
Additionally, temperature imbalances within the battery can adversely 
affect its lifespan; even a 5°C temperature difference can lead to a 1% to 2% 
reduction in battery capacity (Feng et al., 2018). Therefore, designing an 
effective BTMS is crucial to improving the adaptability of batteries across 
various applications.

Cooling strategies in BTMS, such as PCM-based methods, provide 
notable benefits including efficient heat storage, user-friendly application, 
long-term reliability, and seamless integration with battery systems. 
However, one major challenge limiting their broader application is the 
inherently low thermal conductivity of PCMs. Recent advancements 
suggest that this issue can be effectively mitigated through the inclusion 
of nanoparticles (NPs) (Xiong, Zheng, & Shah, 2020). Significant research 
efforts are focused on boosting the thermal conductivity of PCMs by 
incorporating various types of nanoparticles, including carbon-based, 
metal-based, and hybrid materials. Concurrently, different preparation 
methods are being refined to maximize nanoparticle efficiency. While 
these enhancements improve heat transfer performance, they can also 
introduce challenges such as imbalances in the additive ratio, reduced 
latent heat capacity, or changes in the melting point and structural stability 
of composite PCMs.

This section delves into the formulation of nano-enhanced PCMs 
(NePCM), analyzing their impact on the thermal and physical properties 
of PCMs, the design parameters of NePCM-based battery systems, and 
the efficiency of thermal management systems employing carbon-based, 
metal-based, and hybrid nanoparticles.

To optimize BTMS performance, NePCMs must meet specific 
requirements. The melting point of NePCMs should align with ambient 
conditions and the operational temperature range of batteries, typically 
between 25°C and 50°C. The selected temperature should exceed ambient 
levels while remaining within safe operational limits. High thermal 
conductivity is vital for effective heat absorption and distribution, 
especially during rapid charge-discharge cycles. Additionally, NePCMs 
should maintain substantial latent and specific heat capacities to efficiently 
store the thermal energy generated by battery operations. Furthermore, 
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thermal stability is another key criterion to ensure uniform temperature 
distribution during application and to minimize energy loss. To maintain 
reliability over long-term use, the NePCM must retain its chemical and 
physical properties during multiple heating and cooling cycles without 
degradation.

From a safety perspective, NePCM should be non-flammable and free 
from corrosive properties to prevent reactions with the battery electrodes. 
To simplify integration into battery modules, the NePCM must possess low 
density, minimizing complications during system design and reducing the 
risk of leakage during melting. Form stability is equally crucial to ensure 
the NePCM retains its structure during phase transitions. Phenomena 
such as supercooling can negatively impact NePCM performance, making 
it essential for the material to exhibit suitable crystallization rates and low 
supercooling tendencies. Additionally, cost-effectiveness is vital for the 
commercial viability of BTMS, ensuring the NePCM is readily available in 
the market and offering economic efficiency to shorten the payback period 
during integration. This balance of technical and economic factors can 
significantly improve the performance and reliability of battery systems 
with a well-designed BTMS. The low thermal conductivity of PCM is a 
major limitation in its application to BTMS. During high heat accumulation 
and rapid charge-discharge cycles, the PCM alone is insufficient for 
effective heat transfer. To address this, the addition of NP to PCM is 
necessary to enhance thermal conductivity, resulting in the development 
of NePCM. Two primary methods are employed for NePCM preparation: 
the one-step method and the two-step method. In the one-step method, 
the preparation of nanoparticles NPs and their dispersion within the PCM 
are carried out simultaneously. However, the two-step method is more 
commonly preferred. In the two-step method, NPs are first synthesized or 
obtained and then combined with the base PCM. This approach involves 
various techniques such as mixing and sonication, vapor impregnation, 
autoclaving, ultrasonication, kneading mixing, and coating with a varnish 
layer (Reji Kumar, Samykano, Pandey, Kadirgama, & Tyagi, 2020). The 
techniques employed in the preparation of NePCM have a direct impact 
on the thermo-physical properties of the material, depending on factors 
such as the size, weight percentage, and distribution of the nanoparticles. 
For instance, incorporating nanoparticles with high thermal conductivity, 
such as graphene, significantly enhances the thermal conductivity of 
the material. Similarly, porous materials like expanded graphite (EG) 
not only improve thermal conductivity but also enhance shape stability 
(Chaudhuri, Chaudhuri, & Joydhar, 2022; Singh et al., 2022). Similarly, 
support materials such as epoxy resin play an effective role in enhancing 
mechanical strength. However, the addition of nanoparticles may reduce 
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the latent heat capacity of NePCM. Therefore, it is crucial to design NePCM 
in a way that not only improves thermal conductivity but also maintains 
shape stability and flexibility.

An appropriate NePCM design for BTMS applications should not only 
deliver high thermal performance but also ensure a form-stable structure 
to prevent leakage and support flexibility. In this context, NePCM 
preparation methods represent a significant area of research, focusing 
on enhancing the long-term performance and widespread commercial 
applicability of these materials.

5.	 Conslusions

This study explored the effects of nano-enhanced phase change 
materials (NePCM) and their performance and potential applications 
in thermal management systems. NePCM offer significant advantages 
over traditional PCMs due to their improved thermal conductivity and 
accelerated phase change processes. The findings indicate that the addition 
of nanoparticles enhances both heat transfer rates and thermal stability, 
although certain limitations exist in properties such as shape stability 
and latent heat. The integration of additives like graphene, CuO, Al2O3, 
and expanded graphite into PCMs has increased the energy efficiency of 
thermal management systems and resulted in more uniform temperature 
distribution.

The literature extensively examines the impact of various preparation 
techniques and nanoparticle ratios on the performance of NePCM. 
However, the need for cost-effective, sustainable, and long-lasting system 
designs remains a key focus. Overall, this study highlights the applicability 
of NePCM not only in battery thermal management but also in a wide 
range of areas, including energy savings in buildings, electronics cooling, 
food preservation, and solar energy applications.

In light of all these findings, the following suggestions can be offered 
to guide future studies:

·	 Additives such as graphene, expanded graphite, carbon nanotubes 
(CNT), CuO, and Al2O3 can be used at varying concentrations to examine 
changes in thermal conductivity, latent heat, and specific heat values. For 
instance, the effects of nanoparticle ratios ranging from 0.5% to 5% can 
be evaluated.

·	 The physical and chemical stability of NePCM should be 
investigated over multiple heating and cooling cycles. Thermal fatigue 
tests can be used to evaluate material performance degradation.
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·	 Research should focus on additives capable of functioning across 
wide temperature ranges while minimizing the effects of supercooling. 
For example, support materials like epoxy resin, known for enhancing 
mechanical strength, could be tested in various systems.

·	 Computational Fluid Dynamics (CFD) analyses can be utilized 
to model the phase change behavior, temperature distribution, and heat 
transfer mechanisms of NePCM. Models such as the enthalpy-porosity 
method are particularly suitable.

·	 Optimization methods like the Taguchi method or genetic 
algorithms can be applied to understand the impact of nanoparticle 
distribution on thermal performance. These approaches can identify the 
ideal combinations of additive ratios and preparation techniques.

·	 Numerical models incorporating parameters such as phase 
change temperatures, nanoparticle concentration, and PCM density 
should be developed to predict the performance of energy storage systems 
under real operating conditions.

·	 Hybrid combinations of carbon-based and metal oxide-based 
nanoparticles could yield better results in terms of thermal conductivity 
and shape stability. Experiments could, for instance, focus on graphene-
CuO or CNT-Al2O3 combinations.

·	 The compatibility of PCMs with nanoparticles derived from 
natural fibers or biological materials could be explored.

·	 Methods that enhance thermal conductivity while preserving 
latent heat capacity should be investigated. For instance, the porous 
structure of expanded graphite could simultaneously improve heat 
transfer and shape stability.

·	 The effects of nucleating additives that eliminate supercooling 
should be tested.

·	 The recyclability and environmental impact of NePCM should be 
assessed, prioritizing sustainability.

These recommendations, through the combined use of experimental 
and numerical approaches, will enhance the energy efficiency of NePCM, 
optimize their performance across various applications, and support their 
commercial viability.
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INTRODUCTION

Along with population growth, economic development, rapid 
urbanization, and industrialization, sufficient land resources are the basis 
of human life and the most valuable natural resource for a country (Guo 
et al., 2015). Land resources are finite and non-reproducible consumption 
resources that are financial security transferred as wealth across generations 
(Niroula & Thapa, 2005). Agricultural production areas are also where land 
resources are used intensively (Dengiz et al., 2007; Karamatov & Sadykova, 
2018). Agricultural production areas are fragmented due to reasons such 
as inheritance/transfer, expropriation processes (Küsek, 2014; Boztoprak, 
2015), agricultural population density, land use, and distribution pattern 
(Küsek, 2014; Demirtaş & Sarı, 2016). Excessive fragmentation of land 
owned by agricultural enterprises negatively affects the income obtained 
from agricultural production (Latruffe & Piet, 2014; Janus & Markuszewska, 
2017; Acar & Bengin, 2018; Bengin & Acar, 2018; Postek, 2018; Tezcan et 
al., 2020; Stręk et al., 2021). Many studies have concluded that the economic 
consequences of land fragmentation not only have adverse effects on 
agricultural production but also food security (Shaw, 1963; Tan et al., 2006; 
Orea et al., 2015; Hiironen & Riekkinen, 2016; Knippenberg et al., 2020; 
Ntihinyurwa & Vries, 2021; Tran & Van Vu, 2021; Kangethe, 2024; Mayele 
et al., 2024; Su et al., 2024). Land fragmentation also impacts agricultural 
land degradation (Janus & Markuszewska, 2017; Jiang et al., 2022; Acar & 
Akdeniz, 2023). Many countries widely use land consolidation projects 
to eliminate the adverse effects of land fragmentation (Vitikainen, 2004; 
Thapa & Niroula, 2008; Orea et al., 2015; Akdeniz & Acar, 2023). The 
benefits obtained from land consolidation studies have a positive effect 
in many ways. Because it not only increases the economic efficiency of 
agricultural production areas but is an important tool used to support the 
multifunctional development of rural areas (Janus & Markuszewska, 2017). 
Land consolidation is expressed as a practice with multiple vital functions, 
such as organizing rural areas, ensuring food security, coordinating 
rural and regional development, ensuring sustainable and efficient use of 
resources, and improving the living conditions of farmers (Li et al., 2018; 
Long et al., 2019). According to the Food and Agriculture Organization of 
the United Nations, land consolidation is expressed as “a highly effective 
land management tool that allows for the improvement of the structure 
of agricultural enterprises and farms, increases their economic and social 
efficiency, and benefits both the beneficiaries and society in general” (FAO, 
2020). Land consolidation emerged in Germany in 1343 (Demetriou et al., 
2012; Kocur-Bera et al., 2023). Historically, land consolidation projects have 
shifted from economic efficiency to environmental and social sustainability. 
While initially carried out to increase agricultural production, it has evolved 
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into a multidimensional structure through rural development, natural 
resource management, and adaptation to modern technologies. Depending 
on economic, political, and technological developments, it has been shaped 
with different purposes.

A separate law on land consolidation has not been established in Turkey. 
The establishment law of the institution performing the consolidation has 
been implemented and continues to be implemented with statutes and 
regulations (Cengiz, 2021). Today, it is carried out by the Land Consolidation 
and On-Farm Development Services Implementation Regulation, which 
entered into force on February 7, 2019. In this regulation, land consolidation 
is defined as “preventing the degradation and fragmentation of agricultural 
lands due to natural and artificial effects, combining multiple land plots in 
fragmented lands by taking into account their natural characteristics, usage 
integrity, and property rights, creating new parcels that are economical, 
ecological and more functional, determining the usage patterns of these 
parcels by evaluating their land characteristics and areas, and providing 
land development services.” Consolidation works, which started in 1961 
in Turkey, were completed in a total area of ​​9.20 million hectares by 2023, 
and it is estimated that they will be completed in an area of ​​11.70 million 
hectares by the end of 2028 (12th Development Plan, 2023).

MATERIAL METHOD

This study used the numerical and attribute data of the Özyurt Village 
land consolidation study included in the Karaman 3rd Section Land 
Consolidation and In-Farm Development Services Project (Figure 1). The 
data of the project area was obtained from the 4th Regional Directorate of 
the General Directorate of State Hydraulic Works. The study used LiCAD, 
LiTOP 7, ArcMap 10.5, and NetCAD 8.5 software to calculate parcel area 
and perimeter length, determine parcel shapes, calculate index values, and 
create thematic maps. 
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Figure 1. Özyurt Village Location Map

Total parcel area, number of parcels, average parcel size, deduction 
rate, and consolidation ratio information belonging to Özyurt Village land 
consolidation and on-farm development services project were evaluated. 
Geometric shape analysis of parcels before and after consolidation was 
performed, and a shape index was used to determine and evaluate parcel 
shape changes (1). “Shape Index (SI)” is used to evaluate parcel shape 
changes in land consolidation and on-farm development services projects 
(McGarical & Marks, 1995). SI value takes values ​​in the range of 1≤SI≤∞. 
Values ​​where the SI value is 1 and close to 1 indicate that parcel shapes 
are close to regular geometric shapes such as squares and rectangles 
(approximately 1/4 to 1/6 aspect ratio). The SI value indicates irregular and 
shapeless parcels as it moves away from 1 (Demetriou et al., 2013; Kirmikil 
& Arici, 2013; Shi et al., 2018; Arslan et al., 2021).

SI: Shape Index

Sij: Parcel Perimeter

Fij: Parcel Area

The effect of parcel geometric shapes and fragmentation on the arable 
area was examined. The effect of consolidation on the arable area was 
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evaluated by calculating the arable area before and after consolidation. It 
is known that machines cannot plant 50 cm wide at the parcel border in 
agricultural areas. These areas where difficulties occur are called lost areas. 
The arable area can be calculated by subtracting the lost area from the parcel 
area (Akdeniz & Temizel, 2018; Seyyar, 2019). In all parcels included in the 
project, agriculturally arable areas were created by creating a 0.5 meter lost 
area along the parcel perimeters, and their areas were calculated. The total 
arable area was calculated before and after consolidation. 

FINDINGS

There are 480 enterprises within the scope of the Özyurt village 
consolidation project. A total of 1616.39 hectares of parcel area was regulated 
before the project. A total of 1567.90 hectares of parcel area was created after 
the project. 2.64 hectares of this area belongs to the Village Legal Entity. 
No deductions were made from the parcels owned by the Village Legal 
Entity in the project area. The total number of parcels belonging to the 
enterprises before consolidation was 1392; the total number of parcels after 
consolidation decreased to 1091, and the consolidation rate was 21.62%. 
The project area’s average parcel size was 11.61 before consolidation and 
14.37 after consolidation. Within the regulation works, a participation share 
rate of 2.97% was calculated for newly opened roads, irrigation, drainage 
systems, and shared facilities. (Table 1).

Table 1. Özyurt Village Project Summary

  Before the Project After the Project

Parcel Area (ha) 1616.39 1567.90

Number of Parcels 1392 1091

Average Parcel Size (da) 11.61 14.37

Dedication Rate (%) 2.97

Consolidation Rate (%) 21.62

While parcel geometry is among the criteria affecting agricultural 
mechanization, the appropriate parcel geometry for agricultural production 
should be rectangular, with an aspect ratio between 1/3 and 1/7. The most 
appropriate geometric shape for agricultural production is rectangular. In 
the order of parcel shape suitability, trapezoid, amorphous, and triangular 
took their place in the literature after rectangle. (Acar and Akdeniz, 2023). 
In the parcel shape analysis conducted in the study area, there has been 
a significant change between rectangular and trapezoid-shaped parcels. 
While trapezoid-shaped parcels were the majority before the project, 
rectangular-shaped parcels were the majority after the project. The number 
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of rectangular parcels increased from approximately 34% to 61%; a 27% 
increase is observed. The number of trapezoidal parcels decreased from 
approximately 44% to 28%; a 16% decrease is observed. The number of 
triangular-shaped parcels decreased by approximately 5%, and the number 
of amorphous parcels decreased by approximately 6% (Table 2). It has 
been determined that there has been a significant change according to the 
geometric shapes of the parcels. 

Table 2. Özyurt Village Parcel Shapes

Parcel Shape
Before Project After Project

Pieces % Pieces %

Triangle 105 7.54 35 3.21 

Square 14 1.01 24 2.20 

Rectangle 471 33.84 660 60.50 

Trapezoid 616 44.25 301 27.59 

Shapeless 186 13.36 71 6.51 

Total 1392 100.00 1091 100.00

The shape index analyzes the parcel shape over the existing area-
perimeter relationship of the parcel. According to the calculations, it takes 
values ​​in the range of 1≤SI≤∞ according to the perimeter and area value 
of the parcel. The value of the shape index approaching 1 indicates that 
the parcel shapes are suitable for mechanized agriculture and have regular 
shapes. If the width/height ratio of the parcel increases, the shape index 
value moves away from 1 and reveals that the geometric shape of the parcels 
is unsuitable for agriculture (Arslan et al., 2021). The shape index statistical 
results before and after consolidation in the study area are given in Table 3. 
The shape index pre-project status is given in Figure 2, and the post-project 
status is given in Figure 3. According to the shape index statistical results, it 
was determined that there was an increase in the mean and median values ​​
and a decrease in the standard deviation and variance values. The decrease 
in the standard deviation indicates less diversity in the shape index among 
the parcels after consolidation. The decrease in variance confirms that the 
shape index values ​​​​are squeezed into a narrower range after aggregation, 
and the parcels show more similar characteristics. According to the 
statistical data, there is an improvement in the parcel geometry. 
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Table 3. Özyurt Village Shape Index Statistical Results

 
Land Consolidation

Before After
Minimum 1.09533 1.10609
Maximum 4.12198 3.14933
Mean 1.51205 1.54215
Median 1.36074 1.43398
Standard Deviation 0.43475 0.39074
Variance 0.18901 0.15268

Figure 2. Pre-Consolidation Shape Index Map

Figure 3. Post-Consolidation Shape Index Map

According to the shape index value, the parcel density is between 1 and 
1.5 before and after consolidation. When the proportional distribution is 
examined according to the shape index values ​​after consolidation, it is seen 
that there is a decrease of approximately 5% in the range of 1-1.5, while 
there is an increase of 5% in the range of 1.5-1.9. It has been determined 
that parcel shapes with values ​​of 3.2 and above have transformed into more 
suitable forms (Table 4). 
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Table 4. Özyurt Village Shape Index Values

Shape Index 
Values

Before Land 
Consolidation After Land Consolidation

Number 
of 
Parcels

% Number of 
Parcels %

1.09533 - 1.52771 926 66.52 655 60.04
1.52772 - 1.96009 288 20.69 285 26.12
1.96010 - 2.39247 96 6.90 110 10.08
2.39248 - 2.82484 53 3.81 32 2.93
2.82485 - 3.25722 21 1.51 9 0.82
3.25723 - 3.68960 7 0.50 0 0.00
3.68961 - 4.12198 1 0.07 0 0.00

Before consolidation, the total area of ​​cadastral parcels in Özyurt village was 
calculated as 16184.10 decares. The total area of ​​parcels created by leaving 
a buffer of 50 cm inside the parcel border to calculate the lost area was 
15809.76 decares. The difference between the two areas was calculated as 
374.34 decares. In other words, in the old situation, 374.34 decares of land 
could not be used conveniently because agricultural machinery could not 
approach the parcel border. The total area after consolidation was calculated 
as 15679.71 decares. The arable area after consolidation was calculated as 
15357.70 decares. The difference between the two areas was 322.01 decares, 
representing the area that could not be used after consolidation. The pre-
project situation of the study area is given in Figure 4, and the post-project 
situation is given in Figure 5.
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Figure 4. Özyurt Village Pre-Project Situation Map



238 International Research and Evaluations in the Field of Engineering

Figure 5. Özyurt Village Post-Project Situation Map
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CONCLUSION

Land consolidation projects allow spatial changes on a parcel basis 
in agricultural production areas. Along with the locations of the parcels, 
arrangements are also made in their shapes and sizes. Geometric shapes in 
agricultural areas are considered an adequate criterion in production costs 
from plowing to harvesting operations. It is known that the ideal parcel 
geometry for agricultural production minimizes labor and fuel costs. In 
this context, it is important to evaluate consolidation projects’ contribution 
to agricultural production and conduct post-project research.

In the study area, the geometric shape of the parcels was mainly 
trapezoidal before the project, but after the project, it shifted to rectangular 
parcels. Although the parcel geometry was corrected to a large extent, 
there are still trapezoidal triangles and irregular parcels. This problem is 
caused by the fact that village/neighborhood border correction processes 
are not carried out or cannot be carried out, as well as the fixed facilities 
in the project area, the topographic structure of the land, and the existing 
road transportation network. In this context, while planning, more linear 
block planning should be made in the creation of block shapes, and 
border neighboring villages or neighborhoods should be included in the 
consolidation, and border correction processes should be made. This will 
contribute to the increase in the number of ideal parcel shapes.

As a result of the analyses made according to the parcel shape index, 
it has been revealed that the parcel geometry has been corrected to a great 
extent. When the values ​​obtained before and after the project are compared, 
while the general parcel distribution before the project was between 1.09 
and 4.12, the parcel distribution after the project is between 1.09 and 3.25. 
Although it is seen that there is an improvement in the most problematic 
parcel shapes in the index values ​​of the parcel shapes after the project, 
it is seen that the expected benefit has not been provided in the general 
situation.

A consolidation rate of 21.62% was reached in the project carried out 
in Özyurt village. Scattered and fragmented lands belonging to the same 
enterprise were brought together and combined, but it is seen that it is 
insufficient. This situation also showed its effect on the parcel shape index. 
The average parcel size in the project area increased from 11.61 decares 
to 14.37 decares. Proportionally, the average parcel size has increased by 
approximately 24%. By bringing parcels together, the total parcel boundary 
length decreases, and the usable area for agricultural production increases. 
The area loss before and after the project has decreased by approximately 
52 decares. If the consolidation rate reaches higher values, the parcel 
geometric shapes will become more suitable for agricultural mechanization, 
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the average parcel size will increase, and the amount of arable land will 
increase.

When the land consolidation study in Özyurt village is compared to the 
pre-project situation, the number of parcel shapes suitable for agricultural 
production generally increases, and the amount of land that cannot be used 
for agricultural production decreases. It is anticipated that the amount of 
production in the project area will increase, and production costs will 
decrease compared to the pre-project period.
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1.	 INTRODUCTION

Thermal management systems play a critical role in the operation, 
performance, and safety of electric vehicles (EVs), particularly in relation to 
the lithium-ion battery packs that power them. The efficiency and lifespan of 
these batteries are highly dependent on maintaining an optimal temperature 
range, as excessive heat can accelerate degradation, reduce battery capacity, 
and in extreme cases, lead to thermal runaway, a dangerous condition 
that can cause fire or explosion. Thus, effective thermal management is 
indispensable for ensuring both the longevity of the battery and the overall 
safety of the vehicle. The need for robust battery thermal management 
arises primarily from the non-uniform heat generation within the battery 
cells during charge and discharge cycles. Lithium-ion batteries, widely 
used in EVs due to their high energy density, are prone to significant heat 
generation, particularly under high load conditions, such as fast charging 
or heavy acceleration​ (Garud et al. 2023; Oh et al. 2023). Failure to dissipate 
this heat efficiently can lead to uneven temperature distributions across the 
battery pack, which not only reduces the performance of individual cells 
but also compromises the pack’s overall performance. Moreover, thermal 
gradients can lead to differing rates of aging among the cells, resulting in 
imbalances that further reduce efficiency​ (Falcone et al. 2021).

Numerous studies have demonstrated that maintaining battery 
temperatures within an optimal range (typically 20-40°C) is crucial for 
maximizing efficiency and extending the battery’s operational life (Garud 
et al. 2023)​. Effective thermal management also ensures the battery operates 
within safe thermal limits, thereby preventing the risk of thermal runaway. 
Research shows that maintaining a uniform temperature distribution 
within the battery pack can prevent localized overheating and improve the 
safety of electric vehicles​.  Additionally, excessive cooling, while potentially 
mitigating thermal risks, can result in energy inefficiencies, making it 
important to balance cooling effectiveness with energy consumption​ (Carello 
et al. 2023). The implementation of thermal management systems in EVs 
typically involves active cooling solutions, such as liquid cooling systems, 
or passive approaches, such as phase change materials (PCMs). While air 
cooling was initially adopted due to its simplicity, liquid cooling has become 
the preferred method in high-performance EVs, owing to its superior heat 
transfer characteristics​ (Chen et al. 2019; Murali et al. 2021; Thakur et al. 
2020; Zhao et al. 2023). Furthermore, advanced cooling techniques like 
immersion cooling, where batteries are submerged in a dielectric liquid, 
have shown promise in maintaining uniform temperatures even under 
high power loads, enhancing both safety and performance​. Thermal 
management is not only a technical necessity for the optimal performance 
of electric vehicles but also a key factor in ensuring the longevity and safety 
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of the battery systems. The ongoing development of more efficient cooling 
technologies, coupled with advances in computational fluid dynamics 
(CFD) modeling, continues to drive improvements in this critical area of 
electric vehicle design.

CFD is a tool used in the analysis and optimization of battery thermal 
management systems (BTMS) for EVs. As electric vehicle batteries generate 
significant heat during operation, managing this heat becomes crucial for 
maintaining performance, extending battery life, and ensuring safety. CFD 
allows for detailed simulations of heat transfer and fluid flow, providing 
insights that are difficult to obtain through experimental methods alone. 
Through the use of numerical methods, CFD can simulate how heat is 
generated and transferred both inside individual battery cells and across 
the entire pack, considering various cooling configurations like air, liquid, 
or immersion cooling. This ability to predict temperature behavior at such a 
detailed level has made CFD invaluable in optimizing BTMS designs​. Recent 
studies have demonstrated the effectiveness of CFD in comparing different 
cooling strategies for electric vehicle batteries (Akinlabi and Solyali 2020; 
Aswin Karthik et al. 2020; Behi et al. 2020; Deng et al. 2018; Dhisale 2021; 
Falcone et al. 2021; Murali et al. 2021; Roe et al. 2022; Zhao et al. 2023). For 
example, researchers have used CFD to analyze the performance of liquid 
cooling systems compared to traditional air-cooling methods, showing 
that liquid cooling provides superior temperature control, particularly 
under high load conditions​. Moreover, advanced CFD models can simulate 
innovative cooling techniques such as immersion cooling, where batteries 
are immersed in dielectric fluids, demonstrating significant improvements 
in thermal regulation by maintaining uniform temperatures across the 
battery pack (Carello et al. 2023; Oh et al. 2023; Roe et al. 2022)​. 

2. OVERVIEW OF BATTERY THERMAL MANAGEMENT 
SYSTEMS

1.1.	 Air Cooling Systems

Air cooling systems are one of the earliest and most straightforward 
methods used to manage the thermal load in EV battery packs. This method 
typically involves the circulation of ambient air or forced convection of 
cooled air through battery modules to dissipate heat generated during 
operation (Akinlabi and Solyali 2020). Air cooling is favored in some 
applications due to its simplicity, relatively low cost, and the absence of 
additional components like heat exchangers or liquid pumps. However, as 
energy densities in modern EV batteries continue to rise, the limitations of 
air cooling have become more pronounced​. One of the primary limitations 
of air cooling is its relatively low heat transfer efficiency. Air, compared 
to liquids, has a lower thermal conductivity and specific heat capacity, 
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making it less effective at removing large amounts of heat quickly. Another 
significant drawback of air cooling is the difficulty in maintaining uniform 
temperature distribution across the battery pack. Air cooling systems often 
struggle to prevent localized hotspots, especially in densely packed battery 
modules where air may not flow evenly through all cells. Hotspots can lead 
to uneven aging of battery cells, reducing the overall performance and 
lifespan of the battery pack​. Additionally, temperature gradients within the 
battery can cause imbalances between cells, leading to efficiency losses and 
potentially dangerous conditions like thermal runaway​. Furthermore, air 
cooling systems become increasingly inefficient at higher energy densities, 
where the amount of heat generated per unit volume is greater. In such 
cases, air cooling requires more powerful fans or blowers, which not only 
increase the energy consumption but also generate more noise and occupy 
additional space—factors that can negatively affect the overall design and 
user experience of electric vehicles​. 

1.2.	 Liquid Cooling Systems

Liquid cooling has emerged as a more advanced and efficient alternative 
to air cooling for battery thermal management in EVs. This method typically 
uses a combination of water and glycol-based coolants, which are circulated 
through channels embedded in or around battery modules to absorb and 
dissipate heat (Wu et al. 2019). The higher thermal conductivity and heat 
capacity of liquids compared to air allow for more effective and uniform 
temperature control, making liquid cooling particularly suitable for high-
performance and high-energy-density EVs​. One of the key advantages of 
liquid cooling systems is their superior heat transfer efficiency. Liquids like 
water and glycol can absorb significantly more heat than air before their 
temperature rises, allowing them to remove larger amounts of heat from 
the battery pack in a relatively short period of time. This increased heat 
transfer capacity is especially important in modern EVs, where batteries 
generate substantial heat during fast charging and discharging cycles. Liquid 
cooling can maintain the battery pack within the optimal temperature 
range, thus preventing performance degradation, extending battery life, 
and minimizing the risk of thermal runaway​. In addition to heat transfer 
efficiency, liquid cooling systems offer more precise temperature control and 
uniformity across the battery pack. The use of coolant channels ensures that 
heat is distributed evenly throughout the system, reducing the occurrence 
of hotspots and thermal gradients between individual cells​. This uniformity 
is critical for maintaining the overall balance of the battery pack, as uneven 
temperatures can lead to cell degradation and performance losses over time​
. Liquid cooling systems also provide the flexibility to incorporate different 
design configurations, such as direct and indirect cooling. In direct liquid 
cooling, the coolant comes into direct contact with the battery cells or their 
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casings, maximizing heat transfer efficiency. In indirect cooling, the coolant 
circulates through separate channels or plates, providing a thermal barrier 
between the coolant and the cells. While direct cooling offers better heat 
removal, indirect cooling is often preferred for its reduced risk of leakage 
and contamination​. However, liquid cooling systems are not without their 
challenges. They require additional components, such as pumps, heat 
exchangers, and sealing mechanisms, which increase system complexity, 
cost, and maintenance requirements​. Moreover, the energy consumed by 
these systems to circulate the coolant must be carefully managed to avoid 
offsetting the overall energy efficiency gains​. 

1.3.	 Immersion Cooling Technologies

Immersion cooling represents a relatively new and highly effective 
approach to battery thermal management, offering superior heat dissipation 
compared to traditional air and liquid cooling methods. In this technique, 
battery cells are directly immersed in a dielectric fluid, which has high 
thermal conductivity and is electrically non-conductive, allowing for direct 
contact with battery components without the risk of short circuits (Roe 
et al. 2022). Immersion cooling has demonstrated significant advantages 
in terms of maintaining uniform temperatures across the battery pack, 
enhancing both efficiency and safety​. Dielectric fluids such as Novec™ 649 
and mineral oils are commonly used in immersion cooling systems due to 
their ability to efficiently absorb and transfer heat (Oh et al. 2023). Unlike 
water/glycol mixtures, these fluids are non-conductive, which enables them 
to be in direct contact with sensitive battery components, thus maximizing 
heat transfer without the risk of damaging electrical circuits​. The superior 
thermal properties of dielectric fluids allow for rapid heat dissipation, 
making immersion cooling particularly effective during high-demand 
operations such as fast charging or rapid acceleration​. One of the main 
advantages of immersion cooling is its ability to maintain a highly uniform 
temperature distribution throughout the battery pack. Traditional air and 
liquid cooling systems often struggle to eliminate localized hotspots, which 
can lead to uneven aging of cells and reduced battery performance. In 
contrast, immersion cooling effectively eliminates these thermal gradients, 
ensuring that all cells remain within the desired temperature range​. This 
uniform temperature control not only enhances battery performance but 
also prolongs the operational life of the cells by preventing uneven wear​
. Another critical benefit of immersion cooling is the increased safety it 
provides, particularly in preventing thermal runaway—a dangerous 
condition where excessive heat generation can cause a battery to ignite or 
explode. The direct immersion of cells in a dielectric fluid helps to contain 
and dissipate the heat quickly, reducing the risk of thermal runaway even 
under extreme conditions​. Furthermore, many dielectric fluids used 
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in immersion cooling, such as Novec™ 649, are specifically designed to 
suppress flames and prevent fire propagation, adding an extra layer of safety 
for electric vehicle batteries. However, the implementation of immersion 
cooling systems also comes with challenges, such as the need for highly 
specialized fluids and complex sealing systems to prevent fluid leakage. 
Additionally, the cost of dielectric fluids is typically higher than that of 
traditional coolants, which may increase the overall cost of the battery 
system​. 

3. CFD MODELING METHODOLOGIES FOR BATTERY COOLING

1.1.	 Governing Equations and CFD Fundamentals

The foundation of any CFD analysis lies in solving a set of partial 
differential equations that govern the behavior of fluid flow and heat 
transfer. For battery thermal management, CFD models focus on accurately 
simulating the heat dissipation and cooling effects within the battery pack. 
The primary equations used in these simulations are the Navier-Stokes 
equations for fluid flow, the continuity equation for mass conservation, 
and the energy equation for heat transfer. These equations work together 
to describe how heat is generated, transferred, and removed within the 
cooling system. The Navier-Stokes equations describe the motion of fluid 
substances and are essential for understanding the fluid flow in a cooling 
system. These equations are based on Newton’s second law, which balances 
the rate of change of momentum in the fluid with the forces acting on it. 
In their incompressible form (often assumed for liquids used in battery 
cooling), the Navier-Stokes equations can be written as (Gorgulu 2024a): 

(1)

Where:

ρ is the fluid density,

𝑣 is the velocity field,

𝑝 is the pressure,

𝜇 is the dynamic viscosity,

f represents external forces (e.g., gravity).

In battery cooling applications, the fluid velocity distribution and 
pressure gradients are critical for ensuring effective heat removal from the 
battery cells​. The Navier-Stokes equations allow the CFD model to simulate 
the flow patterns of the coolant around the battery, determining whether 
sufficient cooling is achieved across the entire system. The continuity 
equation represents the conservation of mass in the fluid system, ensuring 
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that mass cannot be created or destroyed within the flow field. For an 
incompressible fluid, the continuity equation simplifies to (Gorgulu 2024b):

(2)
This equation ensures that the flow of the coolant remains consistent 

throughout the system, which is essential for preventing localized areas of 
insufficient cooling, commonly known as hot spots​.  In battery cooling, it is 
important to ensure that the coolant flows uniformly, especially in regions 
with high heat generation. The energy equation governs the transfer of heat 
within the system. It is essential for modeling how heat is generated within 
the battery cells and how it is transferred to the coolant for removal. The 
energy equation is expressed as (Gorgulu 2024b):

(3)

Where:

𝑇 is the temperature,

𝑐𝑝 is the specific heat capacity of the fluid,

𝑘 is the thermal conductivity,

q represents the heat source term, such as heat generated by the battery 
cells during operation.

The energy equation is central to the thermal analysis in battery 
cooling systems because it directly models how much heat is being 
generated by the battery and how efficiently the coolant is removing that 
heat​. Accurate modeling of the temperature field ensures that the battery 
cells are maintained within safe operational limits. In addition to the 
governing equations, proper boundary and initial conditions must be 
specified to achieve accurate CFD results. Typical boundary conditions 
include specifying inlet and outlet conditions for the coolant (e.g., velocity 
or temperature), thermal boundary conditions on the battery surface (e.g., 
heat flux or temperature), and wall conditions that affect how the fluid 
interacts with solid surfaces. In battery cooling simulations, the governing 
equations are tightly coupled. The Navier-Stokes equations describe how the 
coolant moves through the system, while the energy equation governs how 
heat is transferred between the battery cells and the coolant. The continuity 
equation ensures mass is conserved throughout the system. Solving these 
equations simultaneously is necessary to accurately predict the temperature 
distribution and fluid flow in the battery thermal management system​. 
The successful application of CFD to battery cooling requires solving the 
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Navier-Stokes, continuity, and energy equations in a coordinated manner. 
These fundamental equations form the backbone of thermal management 
simulations, providing insights into how to optimize cooling strategies for 
electric vehicle batteries.

1.2.	 CFD Setup and Boundary Conditions for Battery Cooling

Setting up a CFD simulation for battery thermal management involves 
several key steps, including selecting appropriate models, defining the 
geometry, setting boundary conditions, and determining the meshing 
strategy. The accuracy of a CFD simulation is highly dependent on how well 
these factors are configured, especially the boundary conditions that govern 
fluid flow and heat transfer between the battery and its cooling medium. 
The first step in CFD setup is defining the geometry of the battery pack and 
its cooling system. The model typically includes battery cells (cylindrical 
or prismatic), the cooling channels, and the surrounding fluid region. 
Depending on the cooling method (air, liquid, or immersion cooling), the 
geometry may include air ducts, liquid channels, or an immersed fluid 
volume. In battery cooling simulations, accurately representing the battery’s 
internal structure and the placement of the cooling system is crucial for 
capturing the thermal behavior across the entire battery pack. For instance, 
in air cooling, this would involve defining the airflow paths and inlets/
outlets around the battery cells. In liquid and immersion cooling, the 
cooling channels or the fluid domain that surrounds the battery pack need 
to be modeled in detail​. For air cooling, boundary conditions are typically 
set at the inlets and outlets of the cooling ducts, where air enters and exits 
the system. Inlet boundary conditions usually define the air velocity or flow 
rate, along with its temperature. Common inlet conditions may specify a 
velocity-inlet or a mass-flow inlet, depending on the airflow characteristics. 
At the outlet, a pressure-outlet boundary condition is often applied, 
allowing the air to exit at atmospheric or specified pressure. Walls and other 
solid surfaces are set as no-slip conditions, meaning the velocity at the wall 
is zero​. The temperature distribution on the battery surfaces exposed to 
the air must be carefully modeled. Typically, the battery’s external surfaces 
are assigned a heat flux or temperature boundary condition to reflect the 
amount of heat being dissipated through convection to the surrounding air. 
The convective heat transfer coefficient (based on the airflow and battery 
surface characteristics) needs to be accurately calculated to ensure the 
heat is removed efficiently from the battery. The inlet and outlet boundary 
conditions for liquid cooling are usually similar to air cooling but involve the 
liquid coolant. The velocity-inlet or mass-flow inlet conditions specify the 
coolant’s flow rate and temperature, while the outlet is again modeled using 
pressure-outlet or a specified back pressure. These boundary conditions 
help control the flow rate and pressure drop across the cooling system​. 
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For liquid-cooled systems, it is important to account for thermal contact 
resistance between the battery cells and the cooling plates or channels. The 
boundary condition between the battery surface and the cooling channels 
can be modeled using a conjugate heat transfer approach, where heat 
transfer between the solid (battery) and liquid (coolant) is coupled directly. 
A volume of fluid (VOF) approach (Jaafar et al. 2017) may be used to model 
the interaction between the battery surface and the surrounding dielectric 
fluid. For immersion cooling systems, the boundary conditions focus on 
ensuring the fluid’s temperature and velocity profiles are maintained at 
steady-state levels throughout the simulation. Inlets for fresh dielectric 
fluid may be set with velocity-inlet conditions, and the battery surfaces are 
assigned a heat generation rate based on the internal heat generated during 
operation. The outlet boundary is similarly configured to allow the heated 
fluid to exit or recirculate back into the system. Meshing plays a critical 
role in determining the accuracy of the CFD simulation. A finer mesh is 
typically applied near the battery cells and cooling channels to capture 
the detailed flow and heat transfer behaviors, while a coarser mesh can be 
used in regions where gradients are less pronounced. Choosing the right 
turbulence model is essential for simulating the flow of coolant in battery 
cooling systems. The k-ε or k-ω SST models are commonly used in battery 
cooling applications, as they provide a good balance between accuracy and 
computational efficiency in turbulent flows​ (Akinlabi and Solyali 2020). 

Figure 1. Thermal distribution contours of cylindrical lithium-ion battery cells.

Figure 1. shows a thermal contour plot of cylindrical lithium-ion 
battery cells, illustrating temperature distribution ranging from 20°C to 
40°C. The contour colors indicate cooler regions in blue and progressively 
warmer regions in red. The visualization effectively highlights how heat is 
distributed across the battery cells, with distinct thermal gradients. This 
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kind of analysis is critical for evaluating cooling strategies in battery thermal 
management systems, as it helps identify areas prone to overheating and 
guides improvements in cooling designs to maintain optimal operating 
conditions.

4. COMPARATIVE ANALYSIS OF COOLING STRATEGIES USING 
CFD

Air cooling is a simple and widely adopted strategy in BTMS due to 
its cost-effectiveness and straightforward design. However, the limited heat 
transfer capacity of air often becomes a constraint in applications where 
high energy densities are required or extreme conditions are present. 
Studies indicate that air-cooling strategies, both natural and forced, are 
more suited for smaller battery systems or mild operational environments. 
Forced air cooling, despite its better heat dissipation, still struggles to 
manage temperature gradients effectively, resulting in reduced energy 
efficiency and uneven cell temperatures (Akinlabi and Solyali 2020). Liquid 
cooling, on the other hand, provides significantly higher heat transfer 
efficiency due to the greater thermal conductivity and specific heat capacity 
of liquids like water/glycol mixtures. Liquid cooling systems can manage 
large heat loads and offer superior cooling performance, which is essential 
for high-power EV batteries. Various configurations such as direct liquid 
cooling, cold plates, and indirect methods have been explored to optimize 
heat removal. Research by Zhao et al. demonstrates the effectiveness of 
liquid cooling systems in achieving lower temperature differentials and 
maintaining battery performance even under demanding conditions (Zhao 
et al. 2023).

Immersion cooling techniques involve submerging battery modules in 
dielectric fluids, offering direct contact between the coolant and the battery 
cells. This method drastically improves heat dissipation compared to air 
and traditional liquid cooling systems, due to the elimination of thermal 
barriers and the high thermal conductivity of dielectric fluids. Immersion 
cooling, especially in two-phase systems, leverages the latent heat of 
evaporation, leading to enhanced convective heat transfer through boiling 
and turbulent flow mechanisms. Hong et al. have shown that immersion 
cooling can achieve a 10,000-fold improvement in heat transfer efficiency 
compared to passive air cooling, effectively preventing thermal runaway 
and ensuring battery safety (Hong et al. 2024).

When evaluating cooling strategies, performance metrics such as 
maximum temperature, temperature uniformity, and cooling efficiency are 
critical. Liquid cooling systems typically exhibit a more uniform temperature 
distribution within battery packs, reducing thermal stresses that contribute 
to capacity fade and safety risks (Tete, Gupta, and Joshi 2021). Immersion 
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cooling, with its high heat transfer coefficients, demonstrates better 
temperature regulation, especially under high discharge rates or rapid 
charging conditions, minimizing hotspots and prolonging battery life.

5. FUTURE TRENDS IN BATTERY THERMAL MANAGEMENT

As EV technology continues to evolve, new and innovative cooling 
technologies are being developed to meet the increasing demands of high-
performance batteries. Among these, PCMs and nano-coolants are gaining 
significant attention due to their potential to enhance thermal management 
systems. PCMs are designed to absorb and store large amounts of heat 
as they change from a solid to a liquid phase. This latent heat storage 
capability allows PCMs to maintain battery temperatures within safe limits 
without the need for additional active cooling components. PCMs have 
shown great promise in providing passive thermal management, especially 
in applications where space and energy efficiency are critical​. They can be 
integrated into battery modules, where they absorb heat during high-load 
operations, such as fast charging or heavy discharging, and release it slowly 
once the demand decreases. However, challenges remain in selecting the 
right PCM with appropriate thermal properties and integrating it efficiently 
into EV systems​. Nano-coolants, which are conventional fluids enhanced 
with nanoparticles, offer another cutting-edge approach to improving heat 
transfer in battery thermal management systems. These nanoparticles (e.g., 
copper, aluminum oxide, or carbon-based materials) significantly increase 
the thermal conductivity of the coolant, allowing for more efficient heat 
dissipation from the battery cells​. Nano-coolants can be used in both liquid 
and immersion cooling systems, offering better performance without 
drastically increasing energy consumption. 

As fast-charging infrastructure becomes more widespread, BTMS 
must adapt to the increased heat generation associated with rapid charging. 
Fast charging, particularly at rates of 150 kW or more, generates significant 
thermal stress on the battery cells, which can lead to overheating and 
reduced battery lifespan if not properly managed​. To handle these high 
thermal loads, BTMS designs must be optimized to dissipate heat more 
rapidly while maintaining uniform temperatures across the battery pack. 
Advanced cooling technologies such as direct liquid cooling and immersion 
cooling are becoming increasingly important for fast-charging applications. 
These systems ensure that the heat generated during rapid charging cycles 
is efficiently removed, maintaining safe battery operating temperatures​.  

6. CONCLUSION

In this study, the importance of effective thermal management for EV 
batteries was thoroughly analyzed using various cooling strategies. Through 
CFD modeling, it was demonstrated that air cooling, while cost-effective 
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and simple, is limited by its lower heat transfer capacity and inability to 
maintain uniform temperature distribution, particularly in high-energy-
density applications. Liquid cooling methods, employing water-glycol 
mixtures, proved to be significantly more effective due to their superior 
thermal conductivity and capacity to handle larger heat loads. Different 
configurations of liquid cooling, such as direct and indirect systems, were 
explored, showing improved performance and temperature regulation 
capabilities. Immersion cooling is a promising strategy, achieving a 
temperature uniformity and safety. By submerging battery modules in 
dielectric fluids, direct heat transfer was enabled, eliminating thermal 
barriers and achieving higher efficiency. Immersion cooling systems 
demonstrated not only enhanced cooling performance but also critical 
safety benefits, such as mitigating the risk of thermal runaway. The insights 
gained from the comparative analysis underscore the need for tailored 
cooling strategies depending on the specific requirements of the EV battery 
system. Air cooling remains a viable solution for smaller-scale or low-
power applications, while liquid and immersion cooling are recommended 
for high-performance and high-power systems. The exploration of 
advanced cooling methods like PCMs and nano-coolants indicates the 
future direction of battery thermal management. The integration of such 
innovative solutions with fast-charging infrastructure will be crucial in 
meeting the increasing demands of next-generation electric vehicles. 
Ultimately, the application of CFD in optimizing cooling systems has 
proven to be invaluable in enhancing battery safety, efficiency, and lifespan. 
Continued research and development in thermal management technologies 
will play a key role in the evolution of electric vehicles, paving the way for 
more reliable and high-performance battery systems.
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Introduction

Eco-industrial parks (EIPs) are defined as innovative industrial zones 
designed to promote environmental sustainability, economic development, 
and social cohesion. These parks are based on the principles of industrial 
ecology, aiming to minimize environmental impacts through systems 
that encourage waste reuse and practices like energy sharing (Veiga & 
Magrini, 2009). The site selection process is critically important for the 
successful establishment of EIPs, as the right location directly influences 
the environmental and economic performance of these parks (Uscha et al., 
2021).

Today, multi-criteria decision-making (MCDM) methods have become 
indispensable for the effective planning and management of EIPs. These 
methods, when integrated with technologies such as geographic information 
systems (GIS), enable the optimal siting of industrial parks. As a strategic 
metropolis, Istanbul plays a central role in Turkey’s economic and industrial 
development and holds great significance for environmental sustainability 
and infrastructure planning. In this context, the establishment of an EIP in 
Istanbul would not only support local environmental sustainability but also 
significantly contribute to the implementation of national environmental 
policies. Such an initiative would facilitate achieving goals like improving 
energy efficiency, enhancing waste management, and reducing the 
carbon footprint, while also strengthening Turkey’s capacity to fulfill its 
international environmental commitments.

In this study, the districts of Arnavutköy, Çatalca, and Silivri in Istanbul 
were evaluated for the site selection of an EIP using the Analytic Hierarchy 
Process (AHP) methodology. AHP provides a suitable approach for 
complex decision-making processes by systematically evaluating multiple 
criteria. The primary objective of this study is to identify the district in 
Istanbul that aligns best with the principles of environmental sustainability 
and economic development, thereby determining the most ideal location 
for the establishment of an EIP.

Eco-Industrial Park

Planning and constructing the environment with a sustainable 
and ecological approach is crucial. This requires urban design and 
transformation projects to cause less harm to nature compared to previous 
practices. Furthermore, these projects should meet their energy, water, 
and nutrient needs both within and around their ecosystems. It is equally 
important to use healthier materials in such developments.

Globally, the number of ecological settlement examples is rapidly 
increasing. In these settlements, the storage, conservation, and reuse of 
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energy and water hold significant importance. Eco-settlements are designed 
using safe, reusable, and healthy materials. To ensure livable urbanization, 
social, economic, and demographic developments must progress in a 
balanced manner.

Industrial symbiosis is defined as a long-term partnership where 
two or more economic operations, typically functioning independently, 
collaborate to enhance both environmental performance and competitive 
advantage, facilitated by their physical proximity (Walls & Paquin, 2015).

In this context, environmental management systems developed for 
industrial zones such as organized industrial zones (OIZs) enable by-
products, residues, and waste produced by one company to be used as 
raw materials by another. Industrial symbiosis should be applied within 
traditional industrial systems to promote the efficient shared use of existing 
resources. Following this application, the system is expected to require 
inter-company collaboration and provide a recyclable mutual benefit 
mechanism for both producers and consumers (Gümüş, 2016).

The environmental protection strategies implemented by 
manufacturing companies not only reduce environmental impacts but also 
enhance production efficiency and contribute to the economy. To achieve 
sustainable economic growth in OIZs, it is essential to promote and expand 
clean production by employing eco-friendly and innovative methods, and 
to establish an industrial symbiosis network capable of implementing the 
principles of a circular economy.

EIPs are defined as industrial zones where producers of goods and 
services collaborate to enhance their economic, environmental, and 
social performance while advancing their collective interests. Through 
collaborative networks among different sectors, these organized structures 
provide companies with not only economic and environmental benefits 
but also strategic advantages such as increased competitiveness, risk 
management, production continuity, and value creation (Valenzuela-
Venegas et al., 2020). EIPs aim to foster sustainable growth by reducing 
negative environmental impacts (Hong & Gasparatos, 2020).

Eco-Industrial Parks Around the World

When examining EIPs worldwide, the symbiotic system established in 
the Kalundborg EIP demonstrates significant environmental and economic 
benefits. Through recycling and reuse practices, the park achieves annual 
energy savings equivalent to the electricity consumption of over 75,000 
households. Additionally, it saves 45,000 tons of oil, 15,000 tons of coal, 
90,000 tons of gypsum, and 3 million cubic meters of water each year. As a 
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result, emissions of over 240,000 tons of CO₂, 10,200 tons of SO₂, and 4,500 
tons of S²⁻ have been prevented. The system processes over 30 types of 
waste, transforming materials such as wastewater, waste heat, and ethanol 
into various products, including biogas, enzymes, and gypsum board. 
This symbiotic network, which began in 1961, now comprises 18 different 
facilities and features a resource-sharing network with 30 interconnections 
(Özsoy, 2018).

The businesses operating in the Gladstone Industrial Region account 
for 10% of Australia’s total exports. Within the region, companies from 
various sectors have established the Gladstone Investment Corporation 
(GAIN). The region primarily hosts industries in mining (aluminum, coal), 
cement production, chemical manufacturing (ammonium nitrate, sodium 
cyanide, chlorine), petroleum, energy production, and a thermal power 
plant. It is noteworthy that in the Gladstone Region, the administrative 
responsibility for symbiosis formation is observed to be undertaken by the 
private sector (Uslu, 2019).

The Tianjin TEDA EIP is another significant eco-park. Established in 
1984, TEDA was recognized in 2008 by the Chinese government as one of 
the top three EIPs in China. The park has made substantial environmental 
advancements, fostering numerous symbiotic relationship networks. 
Located in Tianjin, one of China’s low-carbon pilot cities, all facilities in the 
EIP operate using electricity generated from green energy sources. As of 
2020, Tianjin TEDA EIP hosts 146 green factories and 14 state-level green 
supply chain management enterprises (Esenlikci, 2023).

Ulsan, located in the southeastern part of the Republic of Korea along 
the coast of the Sea of Japan, is the country’s seventh-largest metropolitan 
area. This metropolis stands out as an industrial powerhouse in Korea, 
employing over 100,000 people and hosting more than 1,000 companies. 
Ulsan’s EIP plays a significant economic role, housing notable companies 
such as the world’s largest automobile assembly plant (Hyundai Motor 
Group), the world’s largest shipyard (Hyundai Heavy Industries Group), 
and the world’s second-largest refinery (SK Energy). The annual profits 
shared by companies operating in the EIP exceed the investment costs 
for infrastructure planning and construction. For instance, the Sung-am 
Municipality Waste Incineration Plant and Hyosung Company shared 
revenues of $6,500,000 after an investment of $4,500,000. Similarly, 
Yoosung Company and Hankook Paper Factory achieved a shared profit of 
$2,100,000 from a joint investment of $800,000 (T.R. MSIT, 2015).
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Eco-Industrial Parks in Türkiye

In recent years, numerous studies have been conducted in Turkey 
regarding EIPs. A 2020 study examined the potential for transforming 
industrial zones in Turkey into EIPs by adopting the concept of industrial 
symbiosis in line with sustainability principles (Genç, 2020). Additionally, 
a theoretical prototype EIP was developed within the framework of the 
construction industry to guide the design of newly planned industrial 
zones as EIPs.

In a study conducted by Yalman Akcengiz (2020), the transformation 
of conventional industrial parks into EIPs was investigated to enhance 
resource efficiency in production under changing global competition 
conditions. The research involved a virtual park created by 10 companies 
located in OSTİM OIZ. Using simulation programs, the study compared 
the input materials and output products of a conventional park operating 
with traditional methods and an EIP utilizing raw material and waste 
sharing (Yalman Akcengiz, 2020).

In a study conducted by Temiz and Sağlık (2021), green business parks 
were defined, emphasizing their benefits for human and community health, 
accompanied by examples from around the world. These parks aim to adopt 
the concept of sustainable cities, providing comfortable spaces for users and 
strengthening the connections between the built environment and humans 
(Temiz & Sağlık, 2021).

Materials and Methods

Analytic Hierarchy Process (AHP)

The Analytic Hierarchy Process AHP), developed by Thomas Saaty, is a 
method that enables decision-makers to make more accurate and effective 
decisions in complex decision-making problems. It is recognized as one of 
the most widely used MCDM approaches (Saaty, 2008). AHP is defined as a 
decision support tool that organizes goals, criteria, and alternatives within a 
hierarchical structure. This process utilizes pairwise comparison matrices, 
reflecting both subjective and objective considerations of the decision-
maker (Triantaphyllou & Mann, 1995). To ensure the decisions are more 
consistent, a consistency check is applied during these comparisons (Saaty, 
2008).

AHP is effectively utilized in environmental engineering across various 
fields such as waste management, risk assessment, and environmental 
impact analyses (Stypka et al., 2016; Topuz & van Gestel, 2016; Upadhyay, 
2017). Particularly in scenarios requiring MCDM, the systematic and 
consistent approach offered by AHP plays a critical role in solving 
environmental problems.
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Steps of the Analytic Hierarchy Process (AHP):

Step 1: Structuring the Hierarchical Model

This step involves the creation of a hierarchical structure. During this 
phase, the decision problem is designed in a hierarchical order, which is 
considered one of the most critical elements of the decision-making process. 
At the top level of the hierarchy, the decision-making goal is placed. The 
criteria to be evaluated are located at the middle level, while the alternatives 
are positioned at the bottom level (Bhushan & Rai, 2004).

Step 2: Constructing the Pairwise Comparison Matrix

This step involves the creation of a pairwise comparison matrix for 
evaluating the criteria. A square matrix is constructed, where the diagonal 
elements are always assigned a value of 1 (Bhushan & Rai, 2004). The 
criteria are compared pairwise based on their relative importance, using 
the importance scale provided in Table 1 (Saaty, 2008). This scale facilitates 
a systematic evaluation of the criteria based on their significance.

Table 1. Importance Scale

Importance 
Values Definition of Values

1 The situation where both factors have equal importance

3 The situation where the 1st factor is more important than the 
2nd factor

5 The situation where the 1st factor is significantly more 
important than the 2nd factor

7 The situation where the 1st factor has much stronger 
importance compared to the 2nd factor

9 The situation where the 1st factor has absolute superior 
importance compared to the 2nd factor

2,4,6,8 Intermediate values
Step 3: Determining the Eigenvector Values of Criteria

The pairwise comparison matrix represents the relative importance 
of the criteria. At this stage, the eigenvector value for each criterion, 
representing its proportion in the total weight, is calculated. This calculation 
is performed using Formula 1 (Bhushan & Rai, 2004). The eigenvector 
values serve as the priority weights of the criteria, providing a numerical 
basis for their relative significance in the decision-making process.

                                                                                                     (1)
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Step 4: Calculating the Consistency Ratio (CR)

Due to the subjective nature of pairwise comparisons, the Consistency 
Ratio (CR) is calculated to assess the reliability of these judgments. The CR 
is determined using Formula 2, Formula 3, and the Random Index Table 
(Table 2) (Bhushan & Rai, 2004). The CR value is considered acceptable if it 
is below 10% (0.1). If the CR exceeds this threshold, the pairwise comparison 
matrix must be revisited, and each step should be reviewed and repeated to 
improve consistency (Triantaphyllou & Mann, 1995). This ensures that the 
comparisons remain logical and reliable for decision-making.

Consistency Ratio (CR) =                                                          (2)

Consistency Index (CI) =                                                                                                        (3)

Table 2. Random Index Table (RI)

n 3 4 5 6 7 8 9
Values 0.58   0.9 1.12   1.24 1.32   1.41 1.45 

Application

To select a suitable location for an EIP, it is first necessary to identify 
alternative regions and then define the relevant criteria to facilitate the 
selection process among these regions. In this study, potential locations for 
EIPs were evaluated using the AHP. The selection criteria were determined 
through a literature review, and the weights of these criteria were calculated 
using the AHP method.

In Türkiye, the districts of Arnavutköy, Çatalca, and Silivri were 
evaluated for EIP site selection using the AHP methodology. The potential 
of each district was analyzed based on sub-criteria grouped under four main 
categories: environmental, economic, socio-cultural, and technological 
criteria.

Alternative regions for the establishment of the EIP were identified 
based on expert opinions. For the selected regions, factors such as land 
ownership conditions and environmental suitability were examined in 
collaboration with local governments and relevant public institutions. 
Particular attention was given to public lands and areas that support 
environmental sustainability, leading to the identification of three 
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alternative locations: Arnavutköy, Çatalca, and Silivri.

As a result of the literature review, the criteria to be used for EIP site 
selection were identified, comprising a total of 4 main criteria and 24 sub-
criteria. These criteria are presented in Table 3.

Table 3. Criteria

Main Criteria Sub-criteria

Environmental 
Criteria

Availability of adequate water resources
Water quality and purity

Wastewater treatment capabilities
Possession of fertile soils

Proximity to natural parks, reserves, or protected areas
Potential risk of ecosystem damage

Air quality
Provision of clean air

Wind direction and velocity

Economic Criteria

Accessibility to road, rail, maritime, and air transport 
networks

Availability of a skilled workforce
Energy infrastructure

Access to electricity, gas, heating, and other energy 
sources

Land acquisition costs
Construction costs
Operational costs

Social and Cultural 
Criteria

Support and engagement of local communities
Compatibility with historically and culturally 

significant sites
Preservation of heritage areas

Access to healthcare and educational institutions
Services supporting human health and well-being

Technological Criteria
Proximity to research and development centers

Technological infrastructure capabilities
Innovation supports and incentives

Considering that each criterion does not have the same level of 
importance and their degrees of significance vary, the AHP method 
was employed to calculate the weight of each criterion. In the first stage, 
a pairwise comparison matrix was developed, and the criteria were 
compared pairwise to determine which criterion is more important or 
dominant relative to the other. This comparison matrix was formed based 
on face-to-face interviews conducted with three academics specializing 
in environmental engineering and sustainability in the Istanbul region, as 
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well as an environmental engineer from relevant public institutions. The 
resulting pairwise comparison matrix is presented in Table 4.

Table 4. Main Criterion Pairwise Comparison Matrix

  Environmental 
Criteria

Economic 
Criteria

Social and 
Cultural Criteria

Technological 
Criteria

Environmental 
Criteria 1 0,333 0,25 0,5

Economic 
Criteria 3 1 2 2

Social and 
Cultural Criteria 4 0,5 1 3

Technological 
Criteria 2 0,5 0,333 1

Since the CR of the comparison matrix is below 0.10, the resulting 
decision matrix is deemed consistent. The percentage importance 
distributions for each main and sub-criterion are presented in Table 5

Table 5. Percentage Importance Distributions for Main and Sub-Criteria

Criteria

Percentage 
Importance 

Distributions 
of the 

Criteria

Sub-criteria

Percentage 
Importance 

Distributions 
of the Sub-

Criteria

Arnavutköy Çatalca Silivri

Environmental 
Criteria 0.097

Availability of adequate water 
resources 0.235 0.548 0.241 0.211

Water quality and purity 0.188 0.698 0.277 0.154

Wastewater treatment 
capabilities 0.087 0.232 0.662 0.779

Possession of fertile soils 0.053 0.765 0.344 0.131

Proximity to natural parks. 
reserves. or protected areas 0.041 0.236 0.844 0.597

Potential risk of ecosystem 
damage 0.085 0.715 0.262 0.169

Air quality 0.122 0.765 0.277 0.145

Provision of clean air 0.058 0.332 0.332 0.332

Wind direction and velocity 0.132 0.236 0.844 0.597
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Criteria

Percentage 
Importance 

Distributions 
of the 

Criteria

Sub-criteria

Percentage 
Importance 

Distributions 
of the Sub-

Criteria

Arnavutköy Çatalca Silivri

Economic 
Criteria 0.399

Accessibility to road. rail. 
maritime. and air transport 

networks
0.064 0.537 0.268 0.195

Availability of a skilled 
workforce 0.089 0.240 0.753 0.467

Energy infrastructure 0.113 0.340 0.820 0.182

Access to electricity. gas. 
heating. and other energy 

sources
0.112 0.463 0.232 0.232

Land acquisition costs 0.206 0.530 0.232 0.201

Construction costs 0.162 0.463 0.232 0.232

Operational costs 0.255 0.323 0.323 0.323

Social and 
Cultural Criteria 0.339

Support and engagement of 
local communities 0.122 0.187 0.234 0.579

Compatibility with 
historically and culturally 

significant sites
0.122 0.202 0.234 0.524

Preservation of heritage areas 0.203 0.329 0.329 0.329

Access to healthcare and 
educational institutions 0.310 0.413 0.302 0.329

Services supporting human 
health and well-being 0.243 0.603 0.302 0.302

Technological 
Criteria 0.165

Proximity to research and 
development centers 0.195 0.539 0.164 0.297

Technological infrastructure 
capabilities 0.267 0.539 0.164 0.297

Innovation supports and 
incentives 0.538 0.539 0.164 0.297

Discussion and Conclusion

Examples of eco-settlements are rapidly increasing worldwide. In these 
settlements, the storage, conservation, and reuse of energy and water, along 
with household-level food production systems in the immediate vicinity, 
constitute a critical component of planning. For urbanization to remain 
livable, social, economic, and demographic developments must advance in 
a balanced manner.

In this study, the weights of various criteria and sub-criteria were 
determined according to their respective degrees of importance in an 
investment evaluation process. The findings serve as a critical guide for 
understanding how environmental, economic, social and cultural, and 
technological criteria affect investment decisions. The significance of each 
main criterion and sub-criterion is discussed below:

Environmental criteria account for 9.7% of the overall weight, with 
“Availability of Adequate Water Resources” (23.5%) being the most 
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significant sub-criterion in this category. This finding highlights the 
critical role of water resources, particularly in terms of sustainability and 
environmental compatibility for investment decisions. “Water Quality and 
Purity” (18.8%) and “Wind Direction and Velocity” (13.2%) also stand out 
as important environmental factors. However, other sub-criteria, such as 
“Proximity to Natural Parks and Protected Areas,” have relatively lower 
importance (4.1%).

Economic criteria, accounting for 39.9% of the overall weight, 
emerge as the most dominant category in investment decisions. Notably, 
“Operational Costs” (25.5%) and “Land Acquisition Costs” (20.6%) are the 
most significant sub-criteria within this category. This finding underscores 
the considerable importance that investors place on minimizing total 
costs. Criteria related to energy, such as “Energy Infrastructure” (11.3%) 
and “Access to Electricity, Gas, Heating, etc.” (11.2%), also stand out in 
economic evaluations. However, transportation infrastructure factors like 
“Accessibility to Road, Rail, Maritime, and Air Transport Networks” (6.4%) 
are assigned relatively lower priority.

Social and cultural criteria, accounting for 33.9% of the overall weight, 
emerge as the second most significant category after economic criteria. 
Among these, “Access to Healthcare and Educational Institutions” holds 
the highest weight at 31.0%, suggesting that access to community well-
being is a critical determinant in investment decisions. Other important 
sub-criteria include “Services Supporting Human Health and Well-being” 
(24.3%) and “Preservation of Heritage Areas” (20.3%). These findings 
emphasize the influence of social sustainability on investment decisions.

Technological criteria comprise 16.5% of the overall weight, thus 
having a lower priority compared to the other criteria. However, the sub-
criterion “Innovation Supports and Incentives,” at 53.8%, holds the highest 
importance in this category by a considerable margin. This finding indicates 
that promoting and incentivizing innovation serves as a significant driving 
force in modern investments. Other sub-criteria, such as “Technological 
Infrastructure Capabilities” (26.7%) and “Proximity to Research and 
Development Centers” (19.5%), carry relatively lower priority.

When each district is evaluated according to the criteria, Arnavutköy 
exhibits notable advantages for EIP site selection, outperforming other 
districts due to the combined strength of its environmental, economic, 
social, and technological factors. The standout features of Arnavutköy, 
based on the criteria established in this study, have been examined in detail.

Arnavutköy has demonstrated a strong performance in terms of 
environmental criteria. Specifically, it achieved high scores on the sub-
criteria “Availability of Adequate Water Resources” and “Water Quality 
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and Purity,” placing it ahead of other districts in terms of environmental 
sustainability. From an economic standpoint, Arnavutköy’s levels of “Land 
Acquisition Costs” and “Construction Costs” are found to be favorable. 
In addition, the district’s high score on the “Accessibility to Road, Rail, 
Maritime, and Air Transport” criterion indicates a strategic position 
regarding transportation infrastructure, offering logistical advantages and 
attractive opportunities for investors.

Upon evaluating the social and cultural dimensions, Arnavutköy 
was observed to perform strongly in areas such as “Services Supporting 
Human Health and Well-being” and “Access to Healthcare and Educational 
Institutions.” These criteria notably contribute to securing local community 
support and fostering social cohesion. From the perspective of technological 
and innovative capacities, Arnavutköy also stands out in the sub-criteria 
“Technological Infrastructure Capabilities” and “Innovation Supports 
and Incentives.” This demonstrates that the district offers a long-term, 
sustainable solution for an industry- and technology-focused EIP.

This study has clearly demonstrated the varying degrees of importance 
among different criteria for investment decisions. The consideration of 
social and environmental sustainability factors is critically significant for 
long-term investment strategies. Although technological criteria receive 
a relatively lower weight, the prominence of innovation incentives as 
the leading factor in this category suggests that future investments may 
grow in this field. These findings can be utilized to guide investors and 
policymakers in allocating resources most effectively. In particular, a more 
balanced assessment of the relative importance of various criteria can lead 
to healthier outcomes, both in terms of short-term gains and long-term 
sustainability.
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