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One of the fundamental objectives of computer vision is the
comprehension of visual scenes. This understanding encompasses various
tasks such as the recognition of existing objects, determination of the 2D and
3D coordinates of objects, detection of object and scene attributes,
characterization of relationships among objects, and providing a semantic
description of the scene. Present-day object classification and detection
datasets play a significant role in pursuing this objective. Image processing
through robot technology and deep learning algorithms constitutes one of the
most crucial applications utilized in industries and various other fields by
scientists and engineers (Lin et al., 2014; Xiao, Hays, Ehinger, Oliva, &
Torralba, 2010).

With the advancements in the field of artificial intelligence, the design of
autonomous and efficient robots equipped with image classification and
processing capabilities has become feasible. The fusion of robot technology
and deep learning algorithms in image processing enables a wide array of
applications across various domains, including but not limited to industrial
applications such as automated product inspection and sorting, quality
control procedures, the high-precision analysis of medical images and disease
diagnosis within the medical field, as well as the analysis of plant images and
the prediction of harvest outcomes in the agricultural sector (Deng et al., 2010;
Everingham, Van Gool, Williams, Winn, & Zisserman, 2010).

The integration of robot technology and deep learning algorithms into
image processing mitigates human errors, enhances accuracy and efficiency,
leads to time and effort savings, and elevates both productivity and quality.
Consequently, the utilization of this technology across diverse domains
represents a pivotal stride towards achieving superior outcomes and
advancing the industrial and service sectors. Object detection and
classification constitute fundamental pillars of Computer Vision (CV). Image
perception, serving as an intelligent attribute in autonomous systems, has the
potential to imbue autonomous vehicles with intelligent capabilities. In a
broad sense, a system capable of identifying any object through CV can be
deemed an intelligent system. Within the scholarly literature, numerous
applications abound within the realms of computer vision and robotics (Chen,
Yang, Liu, Tian, & Zhou, 2023; De-An, Jidong, Wei, Ying, & Yu, 2011;
Everingham et al., 2010; Everingham, Zisserman, Williams, & Van Gool
Leuven, 2006; Schneiderman, 2004).
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One of these studies is conducted by Zhao et al. in 2011. In this research,
an automated robotic system capable of performing apple picking tasks is
developed. This robot device achieves its task with an average picking time of
approximately 15 seconds and high accuracy. The robotic device consists of
components such as a manipulator, end-effector, image-based vision, and a
servo control system. The manipulator, which has a 5 Degrees of Freedom
(DOF) PRRRP structure, is optimized to reduce nonlinear behavior and
simplify control strategy. The spoon-shaped end-effector, designed to meet
apple picking requirements, is utilized in conjunction with a pneumatic
actuated gripper. For the automated detection of apples on trees and
determination of their positions, an image-based module is employed to
develop a fruit recognition algorithm using Support Vector Machines and
Radial Basis Function. The control system, comprising an industrial computer
and AC servo driver, manages the manipulator and end-effector to facilitate
apple picking. The functionality of the prototype robotic device is validated
through laboratory tests as well as field experiments conducted in open terrain
(De-Anetal., 2011).

In his 2017 study, Sachdeva proposes a solution for the robotic sorting of
colored objects in the industry using a robotic arm. The system utilizes the
TCS3200 color sensor to detect the objects' colors and reposition them to
specific locations on a conveyor belt. DC motors are employed to manipulate
the conveyor belt, holder, and lifter. The system is controlled by an Arduino
Nano microcontroller. The L293D motor driver and LCD screen contribute
to enhancing the user-friendliness of the system (Sachdeva, 2017).

In a study conducted by Chen et al. in 2023, a modified method based on
YOLOV5 is employed. This method enables the automatic and rapid
classification of source types, identification of detection signs, and
determination of the Region of Interest (ROI) for the source. Detection
requirements are transformed into a unified target localization task to obtain
three results through a single inference path. Experimental results
demonstrate that the presented method achieves improvements in both
accuracy and computation speed. The provided method for source type
classification, source point recognition, and source ROI determination is
accurate and swift. This method attains precision and recall rates of 100%, a
pixel center deviation of 2.41, and inference times of 18 ms for original-sized
images (Chen et al., 2023).
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The primary objective of the study conducted by Shetty et al. is to design
an efficient system capable of accurately picking colored objects and placing
them in the correct location, aiming to reduce product costs, optimize
efficiency, and minimize human errors. The research presents an application
for separating colored objects using a robotic arm. This robotic arm can select
different colored objects and place them into specific containers.
Communication with the TCS3200 color sensor and control of the arm's
movements are facilitated using various motor modules (Shetty, Tambe,
Zurkale, & Dange, n.d.).

In this study, a method is presented for chromatic filtering and
classification of shapes using a 4-DOF robotic arm, a webcam, an NVIDIA
embedded artificial intelligence computer, and the Jetson Nano developer kit.
The materials employed and the methods applied are detailed in the
subsequent section, while the experimental results are elucidated through
graphs in the results section. The findings indicate that the method and
techniques presented in the study can effectively classify objects based on their
colors. When combined with the Jetson Nano developer kit and YOLOV8 and
YOLOVS5 algorithms, the 4-DOF robotic arm can offer a higher degree of
accuracy in applications where processes are automated, such as food
processing facilities.

2. Materials and Methods

2.1.  Hardware Components of the System

The hardware architecture of the system consists of the Camera System, Jetson
Nano Developer Board, Robotic Arm, and Visualization sections, as
illustrated in the block diagram in Figure 1.
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Figure 1. Block Diagram of the 4-DOF Robotic Arm

2.1.1. Developer Kit (NVIDIA Jetson Nano)

The NVIDIA® Jetson Nano™ Developer Kit is a compact yet powerful
computing platform designed for various applications in parallel execution of
multiple neural networks, such as image classification, object detection,
segmentation, and speech processing. These capabilities are facilitated within
an easily accessible and user-friendly platform, characterized by a power
consumption of less than 5 watts. The specifications of the board are outlined
in Table 1 (Nvidia, 2014).

Tablo 1. Technical Specifications of the NVIDIA® Jetson Nano™ Developer

Kit.

GPU 128-core Maxwell

CPU 4-core ARM A57 @1.43 GHz

Memory 4GB 64 Bit LPDDR4 |25.6 GB/s

Storage microSD

Connectivity Gigabit Ethernet, M.2 Key E

Camera 2x MIPI CSI-2 DPHY lanes

Video Encoding 4K @ 30 | 4x 1080p @ 30 | 9x 720p @ 30
(H.264/H.265)

Video Decoding 4K @ 60 | 2x 4K @ 30 | 8x 1080p @ 30 | 18x 720p @
30 (H.264/H.265)

Screen HDMI 2.0 veeDP 1.4

Max. Operating Frequency | 1.43 GHz

2.1.2. Webcam
The Trax TWC 1080p camera utilized in the study is a type of video camera
system that offers high-definition image quality. This camera is equipped with
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a CCD (Charged-coupled device) sensor capable of recording 1080p
resolution video at 30 frames per second and capturing 12-megapixel
photographs. Featuring an integrated microphone and speaker, this camera
facilitates not only video recording but also real-time audio and visual
communications. Moreover, this camera is suitable for both indoor and
outdoor use, and it is supplied with the requisite image processing software
(‘TRAX 2 Mp 1080 P Web Kamera Fiyati, Yorumlar: - Trendyol’, n.d.).

2.1.3. 4- DOF ARM Robotic-ARM

A robot arm possessing four degrees of freedom is suitable for
uncomplicated applications. This arm incorporates four micro servo motors.
While the base motor allows for a 360-degree rotation, the first joint angle
motor can move within the range of 0 to 90 degrees. Similarly, the second joint
angle motor can also move within the range of 0 to 90 degrees. The head (claw)
motor, on the other hand, exhibits a working range of 60 degrees. With the
capacity to lift weights up to 200 grams, this arm can reach a maximum
distance of 20 centimeters (‘robot arm 4dof - Bing - Shopping’, n.d.).

2.1.4. Driver Kit

The Adafruit PCA9685 16-Channel Servo Driver module is a component
that can be connected to Raspberry Pi, Jetson Nano, and other small
computers. This module employs 16 channels for connecting and precisely
maneuvering servo motors. Utilizing Pulse Width Modulation (PWM)
technology, the module achieves high precision in motor movement and is
utilized to control both speed and angle. The control board is equipped with
I2C interface connectors and is compatible with most programming languages
commonly used in electronic projects. This module finds applicability in a
wide range of use cases, including propelling robots and electronic projects, as
well as facilitating various applications such as small and large-scale
automation projects (By ALLDATASHEETCOM, n.d.).

2.1.5. Servo Motor

The micro servo SG90 is one of the most commonly employed motors in
hobby electronics and robot projects. It stands out for its compact size, low
cost, and commendable performance. Operating through servo technology,
the motor's movement can be precisely controlled with high accuracy. The
motor's motion angle and speed are determined by a Pulse Width Modulation
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(PWM) signal. SG90 is powered by 5 volts of electricity and possesses a
rotational range between 0 and 180 degrees. It finds suitability for applications
demanding precise motion (‘sg90_datasheet’, n.d.).

2.2. Deep Learning-Based Image Processing

Deep learning is a machine learning approach based on artificial neural
networks that focuses on obtaining appropriate data representations to
achieve desired outcomes. The term "deep” implies that hierarchical concepts
are learned directly from raw data (Ketkar & Moolayil, 2017). In this learning
structure, there exist an input layer, hidden layers, and an output layer, with
each layer sequentially functioning as the input to the subsequent layer (Sozen,
Bardak, Aydemir, & Bardak, 2018). The schematic representation of the deep
learning method is provided in Figure 2.

ANYANS
g x» %
9. 4?

N ‘\\v/ 3

O

\/\/\/\/
\/\/\/
NN

\/\/
O

X IX XX
0000

. Hidden layer
Scanning Filter ‘ Output layer

Input layer © Convolution layer

Figure 2. Deep Learning network architecture

Unlike conventional machine learning, predictions here cannot be
manually adjusted; the accuracy of predictions in deep learning is determined
by foundational algorithms (Aalami, 2020).

2.2.1. YOLO Algorithm
YOLO (You Only Look Once) algorithms are robust and innovative
techniques employed for object detection in images and videos. These
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algorithms distinguish themselves through their ability to conduct real-time
object detection at high speeds, positioning them as among the fastest
algorithms employed in the field of computer vision. YOLO exhibits
commendable performance in detecting objects of varying dimensions and in
complex environments. However, it may not achieve the same level of success
in detecting very small objects. Developed in 2016 by researcher Joseph
Redmon and his team at the University of Washington, YOLO employs an
output format termed "Bounding Box" to represent and ascertain the locations
of detected objects.

The algorithm employs an approach that initially partitions the image into
sections and subsequently provides predictions for each section in a single
pass. However, this approach encounters challenges in detecting small objects
and objects with high levels of occlusion (Redmon, Divvala, Girshick, &
Farhadi, 2015). With the development of the second version in 2017, the
detection performance of small objects and overlapping instances was
significantly improved. Additionally, the inclusion of the Darknet-19 network
and the fusion of ImageNet and COCO databases enhanced detection and
classification accuracy. This version utilizes Spatial Pyramid Pooling to handle
objects of varying sizes (Redmon & Farhadi, 2016). In the third iteration
developed in 2018, new layers were introduced for detailed detection, resulting
in a substantial enhancement in both detection speed and accuracy. Multiple
scale predictions were incorporated within the network to enhance broad-
scale detection. The foundational model for object detection and classification
utilized 53 Darknet layers (Redmon & Farhadi, 2018). The fourth version,
released in 2020, amalgamates techniques from previous versions, such as
multi-scale detection and detail layers. Darknet-53 and enhanced
CSPDarknet53 layers were employed for detection and classification.
YOLOv4 encompasses techniques like Mish Activation, CIOU Loss, SAM,
and PANet, resulting in improved performance and a substantial
advancement in detection speed and accuracy compared to previous versions
(Bochkovskiy, Wang, & Liao, 2020).

YOLOV5: The fifth iteration of YOLO, YOLOvV5, was introduced to the
market in 2020 by Glenn Jocher and others. This version stands as an
independent implementation based on PyTorch, rather than an official
continuation of the preceding editions. The algorithm employs a novel
network architecture named YOLOV5s, which is smaller and faster compared
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to YOLOv4. Additionally, new features such as automatic model scaling, label
smoothing, class probability calibration, and model ensembling have been
incorporated. YOLOV5 achieves a mean average precision (mAP) of 88.9% on
the COCO dataset and operates at a speed of 140 frames per second (FPS) on
a GPU (Shenoda, 2023).

YOLOVS, leveraging an advanced architecture that combines high-level
features and contextual information through the C2f unit, enhances detection
accuracy. Its reference-free model structure processes object presence,
classification, and regression tasks independently, contributing to an overall
accuracy boost. Object detection performance, particularly concerning small
objects, has been enhanced using the CloU (Completed Intersection ver
Union)and DFL (Distribution Focal Loss) loss functions. YOLOvVS also
introduces a semantic segmentation model with the CSPDarknet53 feature
extractor through the C2f unit. Operating at a high speed and efficiency, it
achieves 280 FPS on NVIDIA A100 and TensorRT platforms. YOLOVS is an
impressive algorithm, characterized by its advanced architecture, reference-
free model structure, improved loss functions, semantic segmentation
capability, and high speed and efficiency features (Terven & Cordova-Esparza,
2023). YOLOVS is indicated as the latest version of this algorithm (*‘YOLOvV8
Ultralytics: State-of-the-Art YOLO Models’, n.d.).

2.2.2. Dataset

The preparation of training data is a critical aspect for achieving accurate
results in the training and object detection process. For each category, several
images were captured, and these data were grouped based on colors (red,
green, blue) to enable the algorithm to classify shapes accordingly. Each group
consists of 75 images composed of three distinct colors, as depicted in Figure
3. The dataset has been partitioned into training (80%), validation (17%), and
testing (3%) subsets.



10 + ibrahim Shamtya, Batikan Erdem Demir, Funda Demir

Figure 3. Sample Images

2.2.3. Utilized Model in the Study

In this research, the YOLOvV5 and YOLOVS8 algorithms have been
employed and their performances are comparatively presented. Training
parameters for both models have been set with a training step of 16, an
iteration count of 100, and an image size of 460.

2.2.4. Motion Mechanism

The proposed system classifies objects based on their colors and carries out
the task of placing each color into distinct compartments. This procedure
occurs over several stages. In the initial step, the coordinates for capturing the
object and the current coordinates of each compartment (red, blue, and green)
are established. To accomplish this, a user interface has been created, allowing
for direct manipulation of the robot's angles and the ability to save important
coordinates. This interface, shown in Figure 4, includes four interactive sliders
corresponding to each motor. These sliders make it easier to directly control
the motors in real-time, all while simultaneously displaying the angle values.

During the Object Detection phase, the operational field of the camera
connected to Jetson Nano is analyzed to discern the present elements. The
detected object, as per the trained model, undergoes processing to determine
its color in the subsequent stage. Subsequently, the object is approached,
captured, and placed in the relevant compartment. Following this, the system
returns to the center point, and the process continues by iterating through
object detection and classification. Figure 5 illustrates the flowchart depicting
the operational process of the motion mechanism. Subsequently, a return to
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the center point is executed, and the procedure continues by iteratively
repeating the object detection and classification process. Figure 5 provides a
flowchart illustrating the operational workflow of the motion mechanism.

ol Panel GUI

live

Drag slider below to control angles.

current angle (degree):
reading
Filtering and classification shapes chromatically using a 4.DOF robotic ARM

Red
Begin |initialization ... Ms.c lbrahim SHAMTA Advisor Dr. Batikan Erdem DEMIR

Yiiksek Lisans Ensiitiisii Mekatronik Miihendisligi
reset P
Karabiik Universitesi
AEyUUdTULITLET TUPL
(venv) ibrahim@pc:~/Desktop/Jetson$ /home/ibrahim/Desktop/Jetson/venv/bin/python3 /home/ibrahim/Desktop/Jetson/te
st_model.py

image 1/1 /home/ibrahim/Desktop/Jetson/picture.jpg: 640x640 1 red, 669.3ms
Speed: 8.3ms preprocess, 6089.3ms inference, 78.4ms postprocess per image at shape (1, 3, 640, 640)

The detected object is: == Red ==

Figure 4. User interface of the proposed system
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Y * *
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and place it in and place it in the and place it in th Model Inference | y,
)| |the blue box green box_ red box Yes f
Object Detection
oto the center
. If an object is
N f It is stopped

Yes—»  Finish detected

Figure 5. Flowchart depicting the operation of the motion mechanism.
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2.2.5. Analysis of Arm Movement

Figure 6 illustrates a two-dimensional analysis of arm movement. Following
the determination of the radius, the angles 01 and 02 of the arm, which have
lengths L_1 and L_2, need to be determined through inverse analysis.

*

Figure 6. Radial shape of the moving arm.

x% +y? = OB?
Equation 1
0B% = 00** + 0*B2

OB? = (I; + I, cos 8,)? + (I, sin 6,)?

=1 +1%+ 2,1, cos6, =x?+y?
21yl cos B, = x2 + y2—12 — I3
x% +y?—12 — 12
200

cos 8, =

Therefore, the positional angles can be calculated from the equations in
Equation 2:

2 2

x2+y?-128

6, = acos (y—)
128

Equation 2
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9=atan3—]
X
6,=06 — 0,

Once the equations are entered into the processing unit, angles are
generated for transitioning to the desired point. In the scope of this study, the
position of the held object is determined to be fixed along the Z-axis (Lynch
& Park, n.d.; Roshanianfard & Noguchi, 2018).

3.  Experimental Results and Findings

After the training and testing of the model were completed, the results were
presented comparatively as shown in Table 2. The training parameters were
as follows: Pretrained: Yes, Epochs: 100, Image Size: 640, Patience: 100, Cache:
RAM, Device: GPU (NVIDIA Tesla T4), Batch Size: Set to automatic. The
evaluation metrics are as follows:

Table 2. The table of evaluation metrics

Evaluation Metrics

mAP50 | mAP50-95 | Precision | Recall
YOLOV5 | 99.5% 90.5% 99.2% 100%
YOLOVS8 | 99.5% 92.4% 99.4% 100%

The evaluation of the detection system in YOLO involves the use of several
metrics and their corresponding explanations, as outlined below(Bochkovskiy
et al.,, 2020):

1. mAP50: It is the average precision calculated with a union threshold of
50% for bounding boxes (i.e., when an item is detected with an accuracy
of 50% or higher, it is considered positive).

2. mAP50-95: It is the average precision calculated with a union threshold
between 50% and 95% for bounding boxes.

3. Precision: Precision is the ratio of true positive results to all positive
predictions (i.e., correctly detected instances within all instances predicted

as positive) for bounding boxes.
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4. Recall: Recall is the number of true positive results detected within

bounding box B, divided by the total number of actual positive instances.
These metrics collectively provide a comprehensive assessment of the

performance of the detection system, considering different levels of accuracy
and precision in bounding box predictions.

In Figure 7, the confusion matrices of both models are presented
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Figure 1. The confusion matrices

These matrices can be utilized to compute performance metrics such as
accuracy, precision, specificity, and sensitivity of the model. These metrics

illustrate how well the classification model manages the relationship between
actual and predicted classes.

Differences between the YOLOv5 and YOLOVS algorithms can be observed
through the curves provided in Figure 8
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Figure 8. Curves illustrating the differences and disparities in the YOLOV5
and YOLOVS algorithms.

4. Conclusion

In this study, a novel model is proposed for sorting and classifying objects
based on their colors within a four-degree-of-freedom robotic system,
utilizing the NVIDIA Jetson Nano development board and deep learning
methodology. When the color of an object is identified, the robotic arm
captures the object and places it in the appropriate color-coded area. This
method has demonstrated high accuracy results in terms of detection and
classification. Two models were trained using the same dataset and standards,
and the YOLOVS8 model outperformed YOLOV5 by 1.9% in mAP50-95

- 15
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standard and by 0.2% in Precision standard. In a new data experiment, both
models achieved a 100% accuracy in open object detection. Additionally, this
study emphasizes the significance of utilizing deep learning algorithms for
object or shape detection. Future developments will involve designing a
comprehensive application that offers significant advantages for this purpose
and facilitating the industrial utilization of this robot. The system's operation
can be observed through the following link:
https://youtube.com/shorts/POEIN7e bi0.
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1. Introduction

The increase in global energy demand can be attributed to the effects of
population, industrialization, and urbanization. Fossil fuels play a dominant
role in the transportation and power generation sectors, which contributes to
the rapid depletion of fossil fuel reserves. Moreover, the emissions resulting
from the operation of an internal combustion engine adversely affect the
natural environment [1]. To address these challenges, renewable biofuels
and oxygenated additives (ethers, alcohols, etc.) have emerged as potential
alternatives.

Dibutyl ether (DBE) is mainly derived from lignocellulosic biomass
and is considered a favorable substitute for diesel engines. DBE is a colorless
liquid immiscible with water. It is flammable and can form oxides during
storage. In terms of human health, it is considered toxic and irritant. DBE is
commonly derived from butanol, although it can also be synthesized from
ethanol, making it a renewable oxygenated additive. DBE is a diesel cetane
enhancer (~100). DBE has high volatility and low viscosity (~0.824 mm?/s).
DBE exhibits a high oxygen content (~12% mass), resulting in notably reduced
soot emissions during combustion. DBE has a somewhat lower calorific
value (~42.8 MJ/kg) than diesel fuel (~43 MJ/kg). The production of DBE
from butanol is widely recognized and typically involves the dehydration
of butanol using sulfuric acid or catalytic dehydration using ferric chloride,
copper sulfate, silica, or silica-alumina at high temperatures. Based on the
superior fuel properties of DBE, in recent years, experimental and numerical
studies have been performed to investigate the effects of DBE blends on the
combustion, auto-ignition, and exhaust emission characteristics of diesel
engines [2-7].

Over the past decade, butanol derived from lignocellulosic feedstocks
has emerged as a promising and sustainable source of green energy for
diesel engines. This is attributed to its superior fuel properties compared to
other alcohols. For example, butanol has a higher heating value (~33 M]J/kg)
than ethanol (~27 MJ/kg) and methanol (20 MJ/kg). Butanol exhibits good
solubility with diesel fuel, and has a higher cetane number (~25), flash point
temperature (~ 35°C), and kinematic viscosity (2.22 mm?*/s at 40°C), which
makes it a better choice for diesel engines than ethanol and methanol. The
oxygen molecule present in butanol (~21 wt.%) facilitates improved diffusion
during the combustion [8-13]. Owing to its superior fuel properties, many
researchers have tested diesel engines using mixtures of butanol [14-16].

Theanalysis of the changesin the fuel properties under different conditions
plays a crucial role in comprehending the spray, combustion, and emission
characteristics in internal combustion engines. Some of these fuel properties
serve as essential input data for multi-dimensional engine simulations. That is
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why, an accurate knowledge of the fuel properties under different conditions
is required for the proper development of engine simulations. Moreover, it is
essential to determine whether the fuels and their blends meet the standard
specifications. However, experimental measurements of the fuel properties can
be time-consuming and expensive under all conditions of interest. Therefore,
the ability to calculate these properties using prediction methods is highly
beneficial. Such an approach enables a priori estimation of the properties
[17-19]. Among the properties, isentropic compressibility is an important
property in the studies of internal combustion engines.

The isentropic compressibility, the inverse of the isentropic bulk modulus,
is a crucial indicator of the space between molecules within a substance or its
compressibility potential. It informs us about a substance’s ability to undergo
compression [20]. The isentropic bulk modulus can be calculated using the
density and speed of sound in the sample. The isentropic compressibility
along with density and viscosity play a significant role in the injection process
in diesel engines. The compressibility affects not only the wave amplitude
but also its velocity, thereby influencing the fuel injection timing and NO,
emissions [21, 22]. For example, Tat et al. reported that the isentropic bulk
modulus and speed of sound are higher for soybean oil biodiesels than diesel
fuel, which increases NO, emissions [22]. A number of studies have presented
measured data and predictive models (empirical or thermodynamic) for
the isentropic compressibilities of biodiesel blends [23-26]. Most isentropic
compressibility measurements and their predictions are either for a specific
blend or within a narrow composition range. Few studies have focused on the
use of machine learning algorithms to correlate the isentropic compressibility
over a wider composition range of oxygenated additives. To overcome this
limitation and to increase prediction accuracy, machine learning algorithms,
namely Artificial Neural Networks (ANN) and Linear Regression (LR), are
employed in this research to model isentropic compressibility data of binary
blends (including oxygenated additives (DBE and butanol) and hydrocarbons
(toluene and cyclohexane)) depending on the mole fraction of oxygenated
additives.

2. Materials and Methods

2.1. Artificial Neural Networks (ANN) and Linear Regression (LR)
Algorithms

Machine learning algorithms driven by data have been widely adopted
to solve various engineering problems, including classification, analysis,
prediction, and optimization. Among these algorithms, artificial neural
networks (ANN) and linear regression (LR) have emerged as robust and
efficient options. These algorithms have attracted considerable attention,
especially in the areas of renewable and sustainable energy [27]. Hence, this
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study focuses on the use of machine learning algorithms (ANN and LR) in
predicting isentropic compressibility. Although both algorithms are utilized
for predicting continuous dependent variable values, they exhibit unique
characteristics and employ distinct methodologies. For a short comparison of

ANN and LR, Table 1 provides an overview of their features and distinctions.

Table 1. Some properties of ANN and LR algorithms [28-30]

interpret the learned relationships.

Property Artificial Neural Networks (ANN) Linear Regression (LR)
Model Type Non-linear Linear
. ANN can apprommate highly LR assumes a linear relationship
Function complex functions and capture .
L - . . between the independent and
approximation non-linear relationships between .
. dependent variables.
variables.
ANN can handle a wide range LR is more suitable for
s of input features and is flexible problems where the relationship
Flexibility . . . . -
in adapting to different problem between variables is linear and
domains. assumptions of linearity hold.
ANN requires iterative LR can be solved analytically
. training using techniques like using closed-form equations or
Training ; . . . . o
backpropagation and gradient iteratively using optimization
descent. algorithms.
ANN can have multiple layers and LR hasa s1mp.l eand 1nte.3rp retable
. S model with coefficients
Complexity numerous neurons, resulting in . .
. representing the impact of
complex architectures. ;
variables.
ANN is often considered black LR allows fo? casy 1nt.erpretat1on
s S . as coefficients indicate the
Interpretability boxes, making it challenging to

magnitude and direction of
variable impacts.

Handling outliers

ANN can be more robust to outliers
as it captures non-linear patterns
and is less influenced by extreme

values.

LR is sensitive to outliers and can
be heavily influenced by their
presence.

ANN can provide high accuracy

LR performs well when
assumptions of linearity are met

data.

Performance and predictive power, particularl . .
¢ precictive power, particuiarly and the relationship between
in complex and non-linear tasks. . o
variables is simple.
ANN typically requires more
. computational resources (memory, LR is computationally less
Computational . . .
k processing power) for training demanding and can be solved
requirements . . . .
and inference compared to linear efficiently.
regression.
ANN can handle large datasets LR is less affected by data size
Data size effectively and can benefit from big | and can handle small to moderate

datasets efficiently.
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2.2. Details of the Datasets and Machine Learning Algorithms

In this study, machine learning algorithms are used to predict the
isentropic compressibility values of binary blends containing oxygenated
additives (DBE and butanol) and hydrocarbons (toluene and cyclohexane)
depending on the mole fraction of the first (1) component. The isentropic
compressibility data measured by Abala et al. [31] are used to establish a
predictive model in ANN and LR algorithms. The input and output variables
used in these algorithms are listed in Table 2. The input and output data are
randomly divided into three separate sets: training (70%), validation (15%),
and test (15%) to provide the reliability and robustness of these algorithms.
The root mean square error (RMSE) and regression parameters are calculated
to evaluate the predictive capabilities of the machine learning algorithms.
Table 3 shows the hyperparameters of the machine learning algorithms in
this study.

Table 2. Input and output variables used in ANN and LR [31]

Input Parameters Output Parameter
Temperature, T/K (Kelvin) 298.15
Pressure, P/MPa 0.1
Dibutyl ether (DBE) (1) + Butanol (2) 1 Isentropic
Dibutyl ether (DBE) (1) + Toluene (2) 2 compressibility (k)
Butanol (1) + Toluene (2) 3 (10" x Pa™)
Dibutyl ether (DBE) (1) + Cyclohexane (2) 4
Mole fraction of the first component (x,) 0-1
Table 3. Hyperparameters of ANN and LR
ANN LR
Preset: Trilayered neural network Preset: Interactions linear
Number of fully connected layers: 3 Terms: Interactions
First layer size: 10 Robust option: Off
Second layer size: 10 PCA disabled

Third layer size: 10
Activation: ReLU
Iteration limit: 1000
Regularization strength (Lambda): 0
Standardize data: Yes

3. Results and Discussion

Table 4 shows the performance indicators of the ANN and LR algorithms
for predicting the isentropic compressibility of the binary blends. Figure
1 depicts the validation and testing outcomes of these machine learning
algorithms, respectively. For the ANN, the RMSE values indicate that the
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predicted values deviate from the measured data by 1.8343 and 2.5156 for
the validation and test sets, respectively. Moreover, R* is calculated as 1.00 for
both the validation and test sets. In contrast, the LR exhibits higher RMSE
values (31.12 for the validation set and 32.886 for the test set), compared to
the ANN. R? scores for the LR are 0.93 for the validation set and 0.85 for
the test set. For DBE+Butanol, DBE+Toluene, Butanol+Toluene, and DBE+
Cyclohexane binary blends, the relative errors coming from ANN and LR vary
in the following range: 0.0003%-0.2434% and 0.0750%-3.0071%; 0.0009%-
0.8653% and 0.3145%-9.7351%; 0.0002%-0.2412% and 2.5794%-6.5749%;
and 0.0002%-0.2565% and 1.6474%-3.6375%, respectively. According to the
regression results, because the ANN achieves lower RMSE values and a perfect
fit (R? = 1.00) for both the validation and test sets, it demonstrates excellent
quantitative agreement between the measured data and calculated values,
compared to the LR. On the other hand, LR shows higher RMSE values and
lower R? scores, suggesting that it does not capture the complexities of the
data as effectively as ANN.

Table 4. Training results of ANN and LR

2

Algorithm | RMSE Validation |R?Validation | RMSE Test TI:s "
ANN 1.8343 1.00 2.5156 1.00
LR 31.12 0.93 32.886 0.85

Figure 2 illustrates the measured isentropic compressibility data at
different mole fractions along with the predicted isentropic compressibility
values from the ANN and LR for different binary blends. These findings
indicate that an increase in the mole fraction corresponds to an increase in
the isentropic compressibility. Moreover, the isentropic compressibility values
differ for distinct binary blends. In other words, the ANN and LR models
exhibit different performance characteristics in the prediction of the isentropic
compressibility across different mole fractions. As depicted in Figure 2, the
ANN model is qualitatively more consistent with the experimental data than
the LR model.

After a thorough analysis of the results presented in both tabular and
graphical forms, it can be noted that the ANN model outperforms the
LR model in terms of prediction performance. These findings may have
significant implications across various fields, including fuel and combustion
science as well as in renewable energy research. By harnessing the capabilities
of machine learning algorithms, researchers can enhance their understanding
of the intricate interplay between input and output parameters.
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Figure 1. Validation and test results of ANN and LR
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Figure 2. Comparison of the measured isentropic compressibility data with the
predicted isentropic compressibility values from ANN and LR for different binary blends

4. Conclusion

The objective of this study is to predict the isentropic compressibility
of binary blends containing oxygenated additives (DBE and butanol) and
hydrocarbons (toluene and cyclohexane). Traditional methods for estimating
isentropic compressibility rely on empirical correlations or thermodynamic
models. However, these approaches can suffer from limited accuracy,
particularly over a wider composition range. To overcome this limitation,
advanced machine learning algorithms, namely ANN and LR, are employed
in this study to predict the isentropic compressibility of the binary blends. The
prediction performance of the machine learning algorithms is evaluated by
comparing the root mean square error and R? values.
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The results obtained from the ANN and LR models show that the
ANN model qualitatively and quantitatively outperforms the LR model in
predicting the isentropic compressibility of binary blends under different
mole fractions. The ANN model demonstrates superior accuracy owing to
its lower RMSE values (1.8343 for the validation dataset and 2.5156 for the
test dataset) and a perfect fit (R* = 1.00) for both the validation and test
datasets. This underlines the capability of the ANN model to reflect the
complex relationships in isentropic compressibility data. These outcomes
may benefit fuel and combustion science, renewable energy research, and
other related fields, offering researchers a useful tool for understanding the
fuel components and their isentropic compressibilities. Machine learning
algorithms can enable improved predictions and enhance knowledge of the
interactions between variables, thereby contributing to fuel science progress
and sustainable energy solution development.
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1. HYDROXYAPATITE

Metal biomaterials are generally coated with bioceramics to improve
their biocompatibility and chemical stability (Yilmaz et al., 2014). Some of the
ceramic biomaterials, such as alumina and zirconia, are bioinert. In other words,
they do not interact with the tissue in which they are implanted. However,
some bioceramics such as hydroxyapatite (HAp) are classified as bioactive.
These ceramic biomaterials accelerate the recovery process by increasing the
formation of cells of the transplanted tissue (Korkusuz & Korkusuz, 1997).

Many solutions have been sought throughout history for the regeneration
and fracture healing of bone, which is inorganic and composed of calcium and
phosphate. As a result of many years of research, which accelerated in the 20th
century, HAp, which is bioactive and osteoconductive, has shown to be the
best artificial bone material. (Korkusuz & Korkusuz, 1997). HAp composed of
calcium and phosphate apatites is represented by the formula Ca, (PO,) (OH),
(Bogdanoviciene et al., 2006; Hung et al., 2012; Kong et al., 2002; Nayak, n.d.;
Posti¢, 2014). The physicochemical, mechanical and some biological properties
of HAp are also shown in Table 1.

Table 1. Physicochemical, Mechanical and Biological Properties of HAp (Caglayan E,

2016).
Properties
Molecular Formula Ca,(PO,),(OH),
Ca/P Ratio 1.67
Crystal Structure Hexagonal
Modulus of Elasticity (GPa) 4.0-117
Compressive Strength (MPa) 400 - 900
Flexural Strength (MPa) 147
Tensile Strength (MPa) 115 - 200
Density (g/m?) 3.16
Fracture Toughness (MPa m'?) 0.7-1.2
Sertlik (Vickers, GPa) 343
Poisson Ratio 0.27
Decomposition Temperature (°C) >1000
Melting Temperature (°C) 1614
Dielectric Constant 7.40
Thermal Conductivity (W/cmK) 0.013
Bioactivity High
Biocompatibility High
Biodegradation Low
Cellular Compatibility High
Bone Conductivity High
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Figure 1 shows the similarity between bone and HAp in SEM images. As
can be seen, both HAp and bone have a porous structure. This porous structure
of HAp provides two advantages. The first one is that it allows the passage
of blood and other body fluids that the bone needs during the healing and
development process. Secondly, it allows these new developing cells to grow
into the pores of HAp, allowing the formation of a bond between the implant
and the tissue. (ENGIN F, 2017). Bone development in porous structure is
shown in Figure 2.

(b)
Figure 1. SEM image of bone and HAp: (a) Bone(Tsuchiya et al., 2008), (b) HAp
(Swain, n.d.).
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Figure 2. New Bone Tissue Formation in Porous HAp (Tsuchiya et al., 2008).

In addition, HAp is intensively studied and researched in different
branches due to the fact that different cations such as Mg2+, Zn2+, La3+, Y3+,
In3+, Al3+ and Bi3+ can be added instead of calcium (Piattelli et al., n.d.).

2. HYDROXYAPATITE SYNTHESIS AND COATING

METHODS

Despite HAp’s high biological and chemical biocompatibility, they cannot
be used alone in implant areas where strength is required due to their low me-
chanical properties. Instead, metallic biomaterials are coated with HAp.

HAp powders can be synthesized by wet chemical method, hydrothermal
method, sol-gel method, continuous and thermal precipitation methods and
solid state reactions. Some example reactions are given below (Evcin A et al.,

2009):

Solid state reaction;

3Ca,(PO,), + CaO>HAp (1)
Hydrolysis reaction;

a-Ca,(PO,), + H O>HAp + H,PO, (2)

Precipitation process;

Ca(NO,), + (NH,),HPO, + NH, + H O>HAp + NH,NO, (3)
Hydrothermal synthesis;

Ca(OH), + (NH,),HPO, >HAp + H,O + NH, (4)
Sol-gel process;

Ca(NO,), « 4H,0 + (CH,0),PO->HAp (5)
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Mechanochemical process;

CaHPO, « 2H,0 + CaCO,>HAp (6)

2.1. Plasma Spray Coating Method

Plasma spray coating is one of the methods of coating metals with diffe-
rent metal and ceramic powders to increase their corrosion, wear and fatigue
resistance and to make them heat resistant. Due to its ease of application and
low cost, plasma spray coating is the most common application for HAp and
Calcium phosphate (Ca-P) coatings (Evcin A et al., 2009). The application has
two disadvantages. The first one is that the coating is not homogeneous in ter-
ms of thickness and density. The other disadvantage is the stresses and cracks
caused by the coefficient of thermal expansion between the substrate and the
coating material (Caglayan E, 2016).

2.2. Thermal Spray Coating Method

Thermal spray coating method, which is widely used to protect the coated
material from wear, corrosion and temperature, is also used in biomedical
applications. In thermal spray coating, the coating powder is melted by electric
arc, plasma or flame or sprayed onto the workpiece in semi-melted form with
inert gas. The schematic image of the coating is given in Figure 3 (Yang et
al., 2005). Thermal spray method has lower cost compared to plasma spray
method (Chean& & Khors, 1996; Yang et al., 2005). In the literature, it has
been reported that in HA coating with thermal spray, coating thicknesses up
to 200 um can be achieved, but non-uniform crystallization may occur in the
HAp coating and the bond between the HAp coating and the implant is weak
(Hamdi et al., 2000; Hanyaloglu et al., n.d.).

Substrate

Powder Feed

Plasma Gas

Cooling Water
——
DC Supply

Figure 3. Schematic View of Thermal Spray Coating (L.-H. Chen et al., 2017).
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2.3 Coating by Hot Isostatic Pressing

Porous HAp implant coatings are made by powder metal sintering under
high pressure and temperature or by hot isostatic pressing method used as
coating method (Hanyaloglu et al., n.d.). A schematic image of the hot isostatic
pressing method is shown in Figure 4.

Al,0; Powder DCPD&Ca(OH),
(3 um)

== Pressure

- ===+ Water Flow

Capsule I : FEP Tube

CapsuleIl: PVC Film

Figure 4. Schematic Image of Hot Isostatic Pressing Method (Onoki & Hashida, 2006).

2.4. Sol-Gel Coating Method

Sol-gel is a method of coating on glass or metal, usually ceramics, in the
form of one or several very thin films. In this process, starting chemicals are
converted into nano-sized particles to generate a colloidal suspension (sol).
These colloidal nanoparticles are then bonded together in a three-dimensional
liquid-filled net (gel) (ENGIN F 2017). Sol-gel coating is an easy, economical,
effective and low sintering temperature method, but the abrasion resistance of
the final sample is low and porosity control is very difficult (Olding et al., 2001).

2.5. Biomimetic Coating Method

The systems that people design by taking the systems found in nature
as an example, inspiration and imitation are called biomimetics. The aim of
HAp coating with biomimetic method is to develop biomaterials compatible
with human tissues and cells. For this purpose, artificial body fluids (ABFs)
that are fully compatible with the human body are produced in a laboratory
environment. In this ABE HAp is deposited on the activated surface of the
substrate material and the surface is coated. This process is also carried out in
a biomimetic environment (37 °C ve 7,4 pH).
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HA coating with the biomimetic method is carried out in three stages:

1. The surface of the substrate is cleaned and activated with the help of
chemicals.

2. Heat treatment is applied to the substrate material for apatite nucleation
to take place.

3. The substrate is kept in ABF and coated.

The chemical reactions of apatite formation on the titanium substrate
surface are as follow

1. Titanium oxide (TiO,) on the surface of titanium is reacted in an
alkaline aqueous solution:

TiO,+OH = HTiO, (7)
2. Tiunder TiO, reacts as follows:
Ti+30H = Ti(OH)," +4e" (8)
Ti(OH),"+ e = TiO, .H,O +1/2H, 9)
Ti(OH),* + OH" = Ti(OH), (10)
TiO, .nH,0 + OH = HTiO, .nH,0 (11)

3. After the negatively charged HTiO*.nH,O absorbs sodium ions into its
structure, heat treatment is applied in the chemical environment necessary for
the initiation of apatite nuclea (Caglayan E, 2016; ENGIN E 2017).

2.6. Comparison of HA Coating Methods

Table 2 shows a comparison of different coating methods in terms of
coating thickness, advantages and disadvantages. In most of the methods,
cracks can be seen due to the high temperature input and the coefficient of
thermal expansion during cooling. In the electrochemical method, although
the coating thickness was high, it was noted that there was not a good bond
strength between the coating and the substrate. The biomimetic method stands
out with a coating thickness of up to 30 um and helps bone healing.
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Table 2. Comparison of Different Hydroxyapatite Coating Methods (Asri et al., 2016;
Mobhseni et al., 2014).

Coating

Method Thickness Advantage Disadvantage
Acceleration of
bone healing Wlth Difficulty in creating ABF
L low production L .
Biomimetics <30 um . liquid, time consuming
temperature, formation
N process.
of apatite similar to
bone structure
Thermal expansion
Economical, extremely coeflicient mismatch,
Sol-Gel <1um-2 pm thin, high purity film low wear resistance and
coatings. difficult pore control in
high temperature sintering
. Production in desired High temperature, high
Hot Isostatic . . .
Pressin 0.2-2 mm dimensions and surface  pressure and high cost
& properties requirement
Poor bonding and residual
Plasma Spray <20 um Fast and cheap stress generation between
HA and implant
Low porosity HA coating
Thermal Spray 30-200 pm Achieving fast, cheap ~ formation, crack formation
and thick coating due to rapid cooling
Fast, inexpensive and
Electrochemical 0.05-0.5 mm uniform thickness Weak bonds between Fhe
. substrate and HA coating
coating
3. LITERATURE REVIEW

In recent years, there have been many studies in which magnesium alloys
(AZ31, AZ91D, Mg-9Li-7Al-1Si, Mg-9Li-5Al1-3Sn-1Zn etc.), CoCrMo alloys,
titanium alloys (Ti6Al4V, Ti-13Nb-13Zr, Ti-6Al-7Nb etc.), stainless steels
and zirconium have been coated with HAp using different coating methods.
(Aktug et al., 2017; Al-Rashidy et al., 2017; Ayu et al., 2017; Blanda et al., 2016;
Coskun et al., 2015; Ibrahim Coskun et al., 2016; Jia et al., 2016; Jugowiec et
al., 2017; Kulpetchdara et al., 2016; Maurya et al., 2017; Tang et al., 2017; Tang
& Gao, 2016; Yu et al., 2017).

In their study, Kokubo et al. coated different biomaterials with HAp in
ABF for the first time using a Tris-HCl buffer system. However, it was observed
that the ABF fluid used was not fully compatible with human blood plasma
(Kokubo et al., n.d.).

In his study, Tas used artificial body fluid that is closer to blood plasma
in terms of ion values than Kokubo et al. In the study, nano-sized HAp
(n-HAp) was synthesized by biomimetic method using Ca(NO,),.4H,0 and
(NH,),HPO, salts (Tas A C, 2000).
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Hamadouche et al. reported in their study that the surface roughness of
the substrate, the chemical composition of the biomaterial and the coating
thickness are important for a suitable biocoating (McEntire et al., 2015).

In their study, Wang et al. fabricated composites with polyamide (PA)
matrix and needle-shaped n-HAp reinforcement. Homogeneous dispersion
and interfacial bonding were observed in the PA/n-HAp composite, which
enhanced bioactivity and mechanical properties (Wang et al., 2002).

Chen ve ark., caligmalarinda sulu c¢oOzeltilerden HA iretimini
gerceklestirmiglerdir. AktiflesThe treatment was carried out in Ca(NO,), and
NH,H, PO, solution at a pH above 10 and a Ca/P ratio of 1.67. The pH was
then reduced to 7 and drying was carried out at 80 °C. In this study, n-HAp
with dimensions of 20-30 nm in width and 50-60 nm in length were produced.
(F. Chen et al., n.d.).

Serbetci et al. applied in-vivo tests to bone cement prepared by adding
HAp in their study. As a result of the tests, it was observed that HAp addition
increased the biocompatibility of bone cement and it was stated that it could
be used in medical applications (Serbetci K et al., 2002).

Kim et al. produced amorphous n-HAp powders in the size range of 50-
150 nm in Ca(NO,),.4H,0 and P,O, solution using sol-gel metho (Kim &
Kumta, 2004).

Cao et al. produced n-HAp with a size of 20 nm by ultrasonic heating
using Ca(NO,), and Na HPO,. They used carbamide (NH,CONH,) for the
precipitation process (Cao et al., 2005).

Feng et al. produced single phase, 10-15 nm sized n-HAp in P,O, and
Ca(NO,),.4H,O solution using sol-gel method and 600-700 °C sintering
temperature (Feng et al., 2005).

Guo et al. produced n-HAp using microemulsion method in their study.
The analysis showed that the n-HA powders produced were 20-100 nm in size
(Guo et al., 2005).

In their study, Han et al. realized n-HAp production by microwave-
hydrothermal method. The production was carried out by holding H,PO, and
Ca(OH), under 600 bar at a temperature of 300 °C for 30 min. It was reported
that when 550 W was used in the microwave, two different types of n-HAp
were formed: needle-like with a width of 4-15 nm and a length of 10-50 nm
and spherical with a diameter of 10-30 nm. (Han et al., 2006).

In their study, Wei et al. performed HAp coating process by keeping
Ti6Al4V alloy samples in ABF at 37 °C for 24 hours. It was reported that the
strength of the coating with the substrate was strong and allowed new bone
cells to grow (Hu et al., 2017).
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In their study, Leena et al. synthesized nano HAp by biomimetic method
in ABFE. In the study, it was reported that biomimetic nano HAp synthesis took
3-24 hours shorter than classical synthesis (Leena et al., 2016).

Aval et al. coated Ti6Al4V titanium alloy with HA using biomimetic
method in their study. Titanium alloy samples were kept in 5 M NaOH solution
at 600 °C for 24 hours in order to activate their surfaces. NaCl, NaHCO,,
KCl, K,HPO,-3H,0, MgCL-6H,0O, CaCl, and Na SO, were used as ABE. Two
separate solutions were prepared by adding 0.15 and 1 mM Sr+2. The samples
coated with 0.15 mM ABF showed better cell growth (Avci et al., 2017).

Bayrak et al. synthesized HA using microwave heating in ABF 10 times
more concentrated than human plasma. The method was reported to be faster
(Kaynak Bayrak et al., 2017).

In their study, Ruiz et al. coated Ti alloy samples with ABF solution using
biomimetic method. Collagens were added to the ABF and their effects were
analyzed (Ruiz et al., 2017).

Gabriela and Octavian Ciobanu prepared ABF from CaCl-2H,O,
NaH,PO,-H,0 and NaHCO, solution and coated Ti samples with HAp.
Vitamins A and D3 were added to the prepared ABF solution in order to
examine the effect of vitamins. It was determined that the added vitamins
accelerated the formation of apatite and the apatites formed were in smaller
crystalline structures. (Ciobanu & Ciobanu, 2013).

In their study, Ou et al. coated Ti6Al4V alloy with HAp by biomimetic
method. In the study, collagens were used to examine their effects on mechanical
properties. As a result, it was observed that the modulus of elasticity of the
samples to which collagen was added increased from 3.6 GPa to 7.5 GPa. It was
stated that the method can be used in severe injuries (Ou et al., 2011).

In their study, Faure et al. coated Ti6Al4V alloy with bone-like apatites
using a biomimetic method. Amino acids and vitamins were added to the
artificial body fluid used to help cell formation. The coating was reported to be
successful (Faure et al., 2009).

In order to prevent infections that may occur after the implantation
process, Stigter et al. coated Ti6Al4V alloy samples with HAp by biomimetic
method by adding Tobramycin antibiotic active substance into the ABF
they prepared. As a result, the coating was found to be very effective against
Staphylococcus aureus bacteria (Stigter et al., 2002).

4. RESULTS

Hydroxyapatite can be obtained by different synthesis methods and
coated on biometals, especially those used as orthoses/prostheses, to improve
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their biocompatibility. Studies have focused on synthesizing and coating
hydroxyapatite coatings more easily, in a short time and at lower cost. In
addition, mechanical, microstructural, chemical and tribological properties of
the coatings are investigated. In addition to these, the antibacterial activity of
hydroxyapatite coatings is also tried to be improved. With the studies carried
out and various properties developed, hydroxyapatite coating applications are
increasing.
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1. Introduction

The Standard Model (SM) is a mathematical theory describing the iden-
tification of the fundamental particles and the carriers of their interactions as
shown in the following figure (Shupe, 1979).

mass—
charge—
spin—

name:

Bosons (Forces)

Figure 1. The Standard Model particles

According to the SM, all particles in the universe are either bosons or
fermions. While fermions are matter particles, bosons are the force carriers
like the Z° boson which is an intermediate vector boson of electroweak inter-
action introduced by Salam who received the Nobel prize (Salam, 1968). It
was observed at the large electron-positron (LEP) collider (Brooks & Preuss,
2021) and has a mass of about 91.18 GeV (Tanabashi, 2018). Actually, it is
not directly detected at the detector since its lifetime is extremely short(10°
Psec) (Tanabashi, 2018) and therefore, it immediately decays into a particle
and its antiparticle as shown in the following Fig.2. (Fontes & Roma&o, 2020).
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Figure 2. The decay channels of the Z boson

Experimentally, the probability of hadronic decay is three times greater
than leptonic decay because of the possible decay channels of the color-
charged particles (Taga and Peak, 1996). Here, the visible leptonic decay
channels are selected apart from the tau particle for producing the Z° events.

With Deep Learning applications found in every field in recent years,
the strengths of their methods have emerged, and their success has surpassed
other Machine Learning methods. While in a traditional CNN, it is assumed
that all inputs and outputs are independent of each other, the RNN (Mullaina-
than and Spiess, 2017; Zacharaki et al., 2009) architecture performs the same
work for each element of a sequence based on previous outputs. RNN
strengthens algorithms that work in the temporal field, where transitions about
data order are at a significant level. RNNs have the ability to provide likeli-
hood probability estimation to represent many multi-body dynamics and to
optimize variable parameters by maintaining a strong stochastic approxima-
tion (Hibat-Allah et al., 2020). The RNN consists of a network of neurons for
modeling sequential data. The types of RNNs in the literature are visualized
in the following Fig.3.(Luo, 2017).

+ 51
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According to Figure 3., input vectors are represented with red color,
output vectors are associated with blue color and green vectors hold the
RNN’s state. Here, a form of the RNN architecture is chosen with a many-to-
one mode that is used when an input sequence is mapped onto a single output.
Hochreiter & Schmidhuber introduce the architecture of Long Short-Term
Memory (LSTM) to overcome the weakness of the traditional RNN arising
from long-term dependencies (Tilaver et al, 2021). The architecture of LSTM
is shown in the following Fig.4.

Dropout

zd‘)

Figure 4. Schematic representation of LSTM.

Mathematically, the relationship between the hidden state and output in
the LSTM mechanism is represented by Zaremba and Sutskever, 2015.

h<t> = Qf(Wthh<t_1> + th®Z<t> + bh) (11)

H<t = 0, (W, Oh<t + by) (1.2)
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Here, h<*> and h<t~1> determines the hidden layer value and the pre-
vious one, H<*> indicates the output layer and O is an activation function.
Wy, Wynand Wy are weights that regulate the connection between the input
layer and the hidden layer. Also, <>and O denote the symbol of a vector and
a matrix product, respectively. Then, ¢ corresponds to time and b indicates the
corresponding bias.

With the ability of Long Short-Term Memory (LSTM) networks to
have sequence processing and gated repetitive units (GRU), the behavior of
the Z Boson containing temporal dependencies can be modeled. The LSTM
method is used for modeling of voltage time series of the Large Hadron Col-
lider (LHC) superconducting magnets (Wielgosz et al., 2017), and also in an-
other study, the background rejection reaches 100 for 50 signal efficiency of
the LSTM network (Egan, 2017). The hybrid use of LSTM-CNN networks is
configured to learn comparative local and global emotion-related properties
from the log-mel spectrogram and speech, respectively, achieving a satisfac-
tory recognition accuracy of 95.33 (Zhao et al., 2019). Another study uses a
sequence of classification problems, RNN, to obtain the nonlinear relationship
between short-term price returns and the space-time representation of order-
quota-constrained data (Dixon, 2018). LSTM network is used to mine tem-
poral dependencies and removes important eigenvectors from damaged iner-
tial sensor traces (Wang et al., 2020). Another example of the Sequence ap-
plication is the development of Particle Flow Networks (Komiske et al., 2019).
These networks feature per-particle secret representation, and the sum of all
particles provides an overall event-level hidden representation. This integra-
tion processes and combines these events by handling active data from detec-
tor images and radiation moments.

This work has been completed in the following stages. In the first sec-
tion, by adjusting some Monte Carlo parameters in the MadGraph, the Z boson
events were simulated by decaying into two electrons or two muons. In the
second section, the architecture of LSTM with many-to-one mode was de-
signed and then the Z boson mass was calculated with the help of the LSTM.

2. Materials and Methods

2.1. The Production Process of Events

MadGraph is a Monte Carlo event generator used to simulate events at
the Large Hadron Collider (LHC). Given a model, it generates all Feynman
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diagrams to compute the corresponding helicity amplitudes for any physical
process with the help of a rule specified by the model. However, before run-
ning, there is a need to configure some input files in the MadGraph (Alwall et
al., 2021) according to the model. After all the necessary steps are performed
automatically, it produces a file whose format is a Les Houches Event (hence-
forth, LHE) file in which the data such as the total production cross section
and the center-of-mass energy should be listed. In this study, to simulate the
associated production of visible leptonic decays, the default Standard Model
existing in the MadGraph is used. The structure of the MadGraph package is
illustrated by the following Figure 5.

: Model :
particles.dat m
—— interactions.dat i
5 couplings.f —
""""""" L 28 Banner
proc_card  param_card  run_card pythia_card pgs_card

Feyn.diags. Parton-level Hadron-level Reconstructed
HELAS amplitudes events events i events

Figure 5. Event generation progress

From Fig.5, there are four steps for event production in Madgraph and
it is considered in the first two steps to evaluate the parton level analysis. The
first step is to directly define the physical interaction requested by the user to
the process card. The second step is to fill the numerical values of parameters
into both the parameter and run cards. Once the filling process of cards are
done, the event generation process can be automatically started, and the ob-
tained results will be directly printed into the LHE file as the unweighted
events. Phenomenologically, a fermion-antifermion decay of the Z boson is
given in Fig.6.
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Figure 6. Feynman diagram of leptonic decay of Z bosons

In this study, 10000 events at a center-of-mass energy of 13 TeV were
obtained from proton-proton collisions and each event generally includes two

opposite-sign isolated electrons or two opposite-sign isolated muons which
satisfy both transverse momentum PT >10GeV and pseudo rapidity n| < 2.5

requirement. Here, the mass values of the Z bosons were calculated with the
following mathematical equation (Bora and Scholar, 2019).

Mo = 2P} PZ[cosh(ny — 1) — cos(@; — ¢;)] 2.1)

Where the symbols 1 and 2 indicate the fermion and anti-fermion states, re-
spectively. The obtained mass value was sequentially stored with a csv exten-

sion and then, by reading the saved csv file with the help of panda’s library

80

Z Mass

105

one gets the following Fig.7.

Figure 7. The mass distribu-
tion of Z boson

As seen in Fig. 7, the
mean value of the mass
distribution  is  around
90.18GeV as expected from
the theoretical point view.
Moreover, if a box plot of
the kinematic distribution of
electrons is made and muons

obtained from the parton level production, the following Fig.8. is obtained.
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Figure 8. The kinematic distribution of electron and muon

2.2. Designing LSTM model

The network architecture is designed as having two dropouts and two
hidden layers with 64 neurons and 32 neurons respectively with RELU acti-
vation. Dropout layers follow the hidden layers. The structure of the network
is given in Figure 9.

Output Layer

g

Input layer (11 x 1)

LSTM/ReLU Layer

LSTM/ReLU Layer
Dopout

Figure 9. The structure of network architecture

In this model, the time step known as a sliding window is a hyperpa-
rameter that shows how many prior events are considered when predicting the
next event.
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3. Evaluation results

The primary objective of this study is to evaluate the predictions of Z Mass
values of a many-to-one type of LSTM network at certain time steps. For
example, if the time step is adapted to 5 for the generated Z events located in
the saved csv file, the following figure is obtained.

TIMESTEP

»
>

Output
Ex.90.569745

Qutput

LSTM 2

LSTM 1

Input

Input 1 Input 2 Input 3 Input 3 Input 4
Ex.90.598692 Ex.91.575095 Ex.91.827395 Ex.114.313177 Ex.94.637581

Figure 10. Timestep representation.

Here, the time step is setto 3,5, 7,9, 11, 13, and 15 steps when batch
size is chosen as 10, 12, 14, and 16 to see if they affect the performance of the
LSTM. Besides, the dropout probability is chosen as 0.2. Afterward, the mo-
del is trained 100 times with the same dropout for each time step and each
batch size, and this leads us to create a file with 100 columns. The column
with the highest mean value is selected from the file and the following Fi-
gure.11 is obtained.
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As shown in Fig 11,  s7.00
according to predicted Z  s6.75-
mass values the optimal  sesol— ; : ; : ; .
values of time step and ’ ’ ’ ﬂmegsteps " b .
batch size are equal to 11 and 16, respectively. In this case the mass distribu-
tion of the Z boson is obtained as seen in Figure.12. Upper part of the figure
corresponds to the predicted mass distribution of the Z boson while the bottom
one represents the mass distribution of a real Z boson.

87.0 87.1 87.2 87.3 87.4 87.5 87.6
Estimated Z Mass

80 85 90 95 100 105
Z Mass

Figure 12. Upper figure corresponds to the predicted mass distribution of the
Z boson while the bottom one represents the mass distribution of a real Z bo-
son.
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The mean value of the mass distribution of Z bosons is approximately aro-
und 88.18 GeV from Fig 12. While this value is compared with real Z mass,
the error percentage is calculated between the Z mass and the predicted Z
mass. This percentage is an acceptable ( Tanabashi, 2018) level that equals
approximately 3.1.

4. Conclusions

According to the Standard Model (SM), all particles in the universe are
either bosons or fermions. While fermions are matter particles, bosons are the
force carriers like the Z0 boson. The reason that the Z Boson behavior model-
ing involves temporal dependencies is that long Short-Term Memory (LSTM)
networks are capable of array processing and gated repetitive units (GRU).
The LSTM method is used for modeling of voltage time series of the Large
Hadron Collider (LHC). This work has been completed in two stages. In the
first stage, by adjusting some Monte Carlo parameters in the MadGraph, the
Z boson events were simulated by decaying into two electrons or two muons.
The parton-level events having standard LHC identification criteria are gen-
erated with MadGraph and automatically written in the LHE file. Then, the
events with two opposite charged muons or electrons from this file are col-
lected, and the invariant mass of the Z boson is with the help of Eq. 3. After
that, it is saved into a CSV file and a histogram with respect to it is generated.
In the second stage, the architecture of LSTM with many-to-one mode was
designed and then the Z boson mass was calculated with the help of the LSTM.
The Z boson mass with a three percent error by using the LSTM technique on
the csv file is predicted.

Finally, some ideas related to the comparison were given. Approxi-
mately 10000 events at a center-of-mass energy of 13 TeV were obtained from
proton-proton collisions and each event generally includes two opposite-sign
isolated electrons or two opposite-sign isolated muons that satisfy both trans-
verse momentum PT >10GeV and pseudo rapidity || < 2.5 requirement.
While the error percentage is calculated between the Z mass and the estimated
7 mass an acceptable level that equals approximately 3.1 is found. Therefore,
it can be concluded that many-to-one mode LSTM technique can be success-
fully applied for this kind of analysis in complex problems.
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1. Introduction

Machine learning, which has a great impact on artificial intelligence and
data analytics, has become an important field of study today (Sengiil et al.,
2022). Machine learning, which emerged with the aim of developing computer
systems with human intelligence capabilities, focuses on algorithms and
methods that enable computers to analyze data and make decisions. Machine
learning, which offers a different approach from traditional programming,
allows the computer to learn automatically and extract information from the
data (Akay, 2018).

Although machine learning is at the forefront of its success today, its
foundation is based on a very long history. Machine learning, whose first steps
were taken with the formation of basic concepts in computer science, gained
momentum with Turing's studies and artificial intelligence research in the
1950s. Turing asked, "Can computers think?" This question formed the basis
of machine learning research (Dore, 2012). In the 1960s, Arthur Samuel
introduced the concept of machine learning and developed a checkers
program that allows computers to compete against humans in games. This
program has created an artificial intelligence model that learns by improving
itself in the game of checkers (Nacar and Erdebilli, 2021). In parallel with these
developments, great advances were not made in machine learning applications
in the 1980s and 1990s. In these years, due to the limited processing power and
data collection methods of computers, machine learning models could not

have an effect on large data sets. (Kizrak and Bolat, 2018).

Since the beginning of the 2000s, with the increase in the processing
power of computers and the spread of the internet, it has become easy to
obtain and store large amounts of data (Sekerli, 2019). With these
developments, there has been a revival and rapid progress in the field of
machine learning. However, innovative approaches such as artificial neural
networks, big data analytics and deep learning have expanded the boundaries

of machine learning and increased its application areas in recent years. Today,
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machine learning methods are widely used in many fields such as automotive,
health, finance, retail, media, and industry (Bozyigit and Tarhan, 2020;
Veranyurt et al., 2020; Calayir and Kabak, 2021; Ustal: et al., 2021; Koruyan
and Ekeryilmaz, 2022; Yiirek et al., 2022, Akgiil, 2023).

2. Related Works

In this section, recent studies in the field of machine learning methods

and time complexity are examined in detail.

Rolnick et al. investigated how to combat climate change using machine
learning. In the research, the opinions of experts in many different fields were
taken to examine in which areas it would be more beneficial to use machine
learning methods. As a result of the research, the interpretation of climate
models using machine learning methods in the fight against climate change,
solar forecasting for energy companies, ways to optimize supply chains to
reduce waste, techniques to automatically evaluate the energy consumption of
buildings in cities, tools to improve disaster management, accelerate fusion
science, tool Many priority areas have been identified, such as increasing
productivity, and it has been suggested that researchers focus on such areas
(Rolnick et al., 2022).

Gambhir et al, in their study in India, discussed machine learning
methods to examine the spread of the COVID-19 epidemic. As the data set,
154-day COVID-19 case numbers given by the Ministry of Health of India
were used. The available data includes the results between January 22, 2020,
and June 24, 2020, and it is aimed to estimate the number of cases to be seen
in July and August. In this study, the case increase to be experienced by using
Support Vector Machine and Polynomial Regression models, which are
machine learning methods, was estimated with a success rate of approximately
93% (Gambhir et al., 2020). Yao et al., in their study, examined the importance
of machine learning and renewable energy sources. In this study, they
examined the machine learning methods used for the collection, storage,

conversion, and management of renewable energy and explained the
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difficulties that may be encountered in the future or how the existing systems
can be improved with machine learning (Yao et al., 2023). Machhale et al. In
their study, they used machine learning methods to detect brain tumors. In
this study, SVM, KNN, and SVM-KNN hybrid models from machine learning
methods were used by using 112 brain MRI images. By using these methods,
success rates of 92.86%, 69.57%, and 93.75% were obtained, respectively
(Machhale et al., 2015). Aphiwongsophon and Chongstitvatana used machine
learning methods to detect fake news in their study. In the study, 9725 real
news and 12249 fake news were used as datasets. After these data were trained
using machine learning methods, they achieved 99.90% fake news detection
success as a result of the test. (Aphiwongsophon and Chongstitvatana, 2018).
Erdi et al. In their work, they used machine learning methods to detect fake
accounts. In their study, they worked on 100 Twitter user accounts they
prepared 238.925 tweet messages and 2102 features obtained from other user
information. With the machine learning methods used, they obtained results
up to 93.93%. (Erdi et al., 2021).

Aylak et al., in their study, examine machine learning methods used in
many areas such as order picking, warehousing, demand forecasting, and
supply chain quality control in the logistics industry. They state that
development and competition in the logistics sector depend on construction-
artificial intelligence cooperation (Aylak et al., 2021). Sani et al., in their study,
made an examination on the time complexes of C4.5 and CART, which is one
of the machine learning methods and one of the sub-branches of decision
trees. In their studies, they aimed to increase the efficiency of learning
algorithms on large datasets. In the study, the running times of C4.5 and
CART decision tree algorithms in the Python programming language library
were examined theoretically and experimentally. In addition, the time
complexity of the algorithm was examined by examining different results
using different problem settings and positive results were obtained (Sani et al.,
2018). Ali et al. used a genetic algorithm, ant bee colony algorithm, particle
swarm optimization, and whale optimization techniques for hyperparameter

detection in order to reduce the time complexity of support vector machines,
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which is one of the machine learning methods. These optimization techniques
were analyzed to determine which strategies were most effective in
determining hyperparameters, and then the genetic algorithm was found to be

the most effective optimization technique (Ali et al., 2023).

In this study, information is given on the point of machine learning
methods, future potential, and time complexity. The remainder of the study is
structured as follows. In Section 2, current studies on machine learning are
examined. In Section 3, detailed information about machine learning methods
is given. Section 4 provides information about the time complexity of machine
learning methods. In Section 5, the results and suggestions about machine

learning are given.
3. Machine Learning Methods

Machine learning is algorithms and techniques developed to bring data
analysis and pattern recognition capabilities to computer systems. These
methods create models by learning from data-based examples and help solve
problems such as prediction, classification, grouping, and pattern recognition.
Machine learning is constantly evolving with the emergence of new algorithms
and techniques, and solutions can be produced using different methods
depending on the problem and the dataset. In this section, some commonly

used machine learning methods are given.
3.1. Linear Regression

The linear regression method aims to create a mathematical model that
can make an estimation or estimation of the value of the dependent Y variable
to be determined by these variables by using the independent X variables
(Kilig, 2013; Roopa and Asha, 2019). Linear regression uses the linear equation
structure to express the relationship between the independent variable and the
dependent variables. This equation calculates the predicted value of the
dependent variable using the weights of the independent variables and a

constant term. If there is only one dependent variable for the estimation of the
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independent variable in the situation to be examined, it is called “simple linear
regression”, and if a dependent variable estimation model is to be created using
two or more independent variables, this model is called "multiple linear
regression” (Maulud and Abdulazeez, 2020).

3.1.1 Simple Linear Regression

In this model, a dependent variable is dependent on an independent
variable. The general mathematical expression of the simple linear regression

model is given in equation 1.
Y = Bo+ B1Xi + & i=123,..n (1)

In this equation, Y is the dependent variable, X is the independent
variable, and ¢; is the predicted error term, and Y; is the difference between
the actual value of the dependent variable and its predicted value. [,
represents the cutoff point and f; represents the slope value (Toka et al.,
2011). If the B, value to be obtained as a result of the calculations is positive,
the relationship is evaluated as directly proportional, if it is negative, it is

evaluated as inversely proportional.
3.1.2 Multiple Linear Regression

Thanks to the multiple linear regression analysis, the effect of each
dependent variable on the value of the independent variable is determined. In
the multiple linear regression model, the number of independent variables is

J»> and the mathematical expression of the model is given in equation 2.
Y,: =,80+,81X11+,82XL2++,BJXU+ &; i = 1,2,3,...7’1 ] = 1,2,3,...1’1. (2)

In this equation, Y is the dependent variable, X is the independent
variable, ¢; is the predicted error term, and Y; is the difference between the
actual value of the dependent variable and its predicted value. 5, represents
the cutoff point and f; represents the slope value. If each f value to be

obtained as a result of the calculations is positive, the variable with a coefficient
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is directly proportional to the dependent variable, and if it is negative, the
variable with a negative coefficient is evaluated as inversely proportional to
the dependent variable (Ar1 and Onder, 2013).

3.2. Logistic Regression

This method is a method that makes the relationship between
independent and dependent variables that do not have a linear relationship
between them logarithmically linear. The logistic regression method works
on the assumption that there is a logit (representing the probabilities or
logarithmic ratios of the dependent variable) relationship between the
independent and dependent variables. Due to this assumption, nonlinear
models are obtained if the relationship is not logit (Baydemir, 2014). This
method is classified in three different ways "Binary Logistic Regression
Model", "Multi-Category Logistic Regression Model" and "Ranked Logistic
Regression Model" according to the status of the dependent variable (Senel
and Alatli, 2014).

3.2.1. Binary Logistic Regression Model

In this model, the independent variable can take two different values
categorically. In this model, the occurrence of the investigated event is
considered to be 1, and the non-occurrence of the investigated event is
considered to be 0 (Oztiirk, 2012). This allows us to model the relationship
between multiple independent variables and a binomial dependent variable
(Harrell, 2001).

3.2.2. Multinomial Logistic Regression Model

In this model, dependent variables containing three or more categorical
values are used. In addition, the classification of values is obtained with scales.
This model is a generalized version of the binary logistic regression model. Its
distinguishing aspect from other model structures is that it examines the

differences between different choices of individuals (Zortuk et al., 2014).
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The assumptions of this model can be listed as follows (Yamantasg, 2019):

o Values of the dependent variable are independent
between them.

o Independent variables do not contain linear
connections between them.

o A basic group can be determined and comparisons

can be made between other groups.
3.2.3. Ordinal Logistic Regression Model

In simple and multi-category regression models, the variable takes
numerical values, in this model the variable takes categorical and ordinal
values (Yavuz and Cilengiroglu, 2020). In this method, the ranking is
controlled by taking the average of the independent variable for each level of
the dependent variable. If there is no consistent ordering between the levels of
the independent variable, some levels need to be combined (Harrell, 2001). In
order to apply an ordinal logistic regression model to a structure, that
structure must comply with the parallel curves assumption. The assumption
of parallel curves means that the coefficients determined in the regression are
equal in all categories of the ordinal categorical variable (Altas and Yilmazer,
2021).

3.3. Decision Trees

Decision trees are a machine learning method used in pattern recognition
and classification. This method performs decision-making by dividing
complex classification problems into sub-stages (Kavzoglu and Colkesen,
2010). Decision trees are composed of roots, leaves, and branches. In this
structure, each node represents a different attribute. The first node of the tree
contains all the data and is called the root node. As the sub-nodes of the tree
are descended, the existing data is divided into sub-data groups.. The
structures between the nodes obtained are called branches, and the structure

formed at the ends of the branches as a result of similar steps is called a leaf.
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Each leaf represents a class. The data reaches the new node through one of the
sub-branches, depending on the condition of the node it reaches. Thus, if the
node it reaches fulfills the condition specified, it will reach the class in which
it will be placed by ending the branching in that section (Demirel and Yakut,
2019). Decision tree models are frequently used in different variations and

applications. Figure 1 shows the general model structure of the decision tree.

Branch

Branch

Internal
node

Branch

Figure 1. General model structure of the decision tree
3.3.1. Binary Decision Tree

This decision tree method has a structure with at most two children.
When this method is applied, a test line is drawn between the starting point
and the target point to search for the nearest threat area, and the right and left
children are determined. The steps are repeated until all these roads are
completed, and at the end, the minimum turning point or the shortest distance

on the appropriate roads is selected (Shi et al., 2019).
3.3.2.ID3

ID3 (Iterative Dichotomiser 3) uses information gain and entropy
calculations for root property and subsequent partitioning decisions in the
tree structure. Entropy is known as the complexity measurement of data, and

high entropy refers to complex data with low patterns. Information gain is a
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value based on entropy. This ID3 algorithm calculates the information gain
value of each feature and selects the feature with the highest information gain
as the root. In the construction process of the tree, the next steps are processed
according to the same information gain values. Therefore, the ID3 algorithm

is called an entropy-based decision tree algorithm (Giildal, 2018).
3.3.3.C4.5

C4.5 is a popular decision tree algorithm that is a more advanced version
of the ID3 algorithm (Quinlan, 2014). C4.5 selects the best attribute using the
information gain ratio and avoids ID3's bias towards attributes with a large
number of values. In addition, C4.5 proposes different tests for each attribute
value type to handle continuous attributes (Cherfi et al., 2018). This C4.5
decision tree method uses a "divide and conquer" approach in the training
phase (Liu and Gegov, 2016). C4.5 uses the knowledge acquisition rate to map
the training set and select splitting attributes. In this method, the tree structure
is formed by starting from the root node and progressing towards the leaf
nodes. Each instance path provides a decision rule to determine the new
instance class to be created (Dai and Ji, 2014). The root node contains the
entire training set, taking into account the unknown attribute values (Quinlan,
2014). In this case, if all the training data in the current wedding are in the
same class, the algorithm terminates. If the training data belongs to more than
one class, the knowledge acquisition rate is calculated for each feature. For
dividing the node, the attribute with the highest information gain rate is
selected (Ibarguren et al., 2015). The information gain rate for discrete features
is calculated by dividing the training data in the node by each value.
Continuous features are divided by a threshold value (Pandya and Pandya,
2015).

3.3.4. CART

CART (Classification and Regression Trees) algorithm is a decision tree
algorithm used in both classification and regression problems.CART creates

the tree by splitting the dataset using Gini impurity or other metrics. It makes
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numerical predictions in regression problems while predicting classes in
classification problems. The root structure of the algorithm, which starts as
the main node, is split into two groups and binary splits continue until the tree
structure reaches the maximum level. When cleavage is complete, terminal
nodes are formed and are named according to the group that is more
concentrated in them. The heterogeneity value of each node is called a

measure of impurity (Aksehirli et al., 2014).

CART analysis consists of four basic steps and the first step is the creation
of the tree structure. At this stage, a tree is created by recursively dividing the
nodes. Each acquired node is assigned a class that is estimated based on the
distribution of classes in the learning dataset and the decision cost matrix in
that node. The predicted class is assigned regardless of whether the node is
subsequently split into child nodes. In the second step, the tree structure
creation process is stopped. At this point, a "maximal” tree has been produced,
but with possibly overfitting the learning will capture the information in the
dataset. The third step is tree "pruning”, where more and more important
nodes are cut and simple trees are created. The fourth step is the selection of
the most suitable tree for optimal tree selection. In this step, the pruned tree is
selected from among the tree sequences created during the pruning phase,
which fits the information in the learning dataset and does not capture the

information with excessive fit (Lewis, 2000).
3.4. K-Nearest Neighbors

K-Nearest Neighbors (KNN) is the most widely used method among
machine learning algorithms (Kiling et al., 2016). In this method, the class of
the data is determined by looking at the distance between the new data and
the data used for the training data. The data used in the KNN model are
specified with n-dimensional numerical quantities and are kept as points in
the n-dimensional space. The data to be examined is classified in this n-
dimensional space by looking at the distance between the previously trained
data (Tasc1 and Onan, 2016).
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In order to determine the class to which the data examined in the
classification phase belongs, the data class with the highest frequency among
the k nearest training data is used (Sun and Chen, 2021). The number of k
(neighbor) to be used is usually expressed in odd numbers such as 3 or 5. The
classification process consists of two stages in the KNN model. In the first
stage, the nearest neighbors as much as the specified number of k are
determined, and in the second stage, the class to which the analyzed data
belongs is determined by majority voting among these neighbors
(Cunningham and Delany, 2021). Figure 2 shows the general structure of the
KNN model.
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Figure 2. KNN model structure (Github, 2021)

3.5. Support Vector Machine

The support vector machine (SVM), first used in 1992, is still a widely
used machine learning method today (Boser et al., 1992; Bottou and Lin,
2007). SVM aims to draw a hyperplane that separates the data points of the
classes after placing the data belonging to different data classes in a two or
higher-dimensional feature space (Luts et al., 2010). Figure 3 shows the
general structure of the SVM model.
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input space feature space

Figure 3. General structure of the SVM model (Luts et al., 2010)

Although support vector machine was originally developed for binary
classification (Binary SVM), it is also used to solve classification problems
involving more than one class. Multi-Class SVM (Multi-Class SVM) is
obtained by combining dual classification SVMs for multi-class classification
operations (Ekici et al., 2009).

3.6. Random Forests

Random forests are a combination of tree estimators in which each tree
depends on the values of a random vector with the same distribution as all
other trees. The increase in the number of trees in the forest converges the
generalization error of the forest to a certain limit. The generalization error
depends on the correlation and strength of individual trees in the forest
(Breiman, 2001). In the random forests method, each tree works
independently while making its own estimation in order to obtain a common
estimation by combining the estimations of all trees. Each tree is usually
trained on random sampling subsets of the dataset. This allows different
samples to affect each tree differently, increasing the diversity and

generalizability of random forests.

+73
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Random forests are a method that gives effective results in classification
and regression problems (Gislason et al., 2004; Palimkar et al., 2022). It can
also be used in information extraction tasks such as feature selection and
feature importance ranking (Sahin, 2017; Eyiipoglu, 2020). Therefore, random
forests are considered a popular machine-learning method and are widely

used in various application areas.
4. Time Complexities of Machine Learning Methods

The amount of resources an algorithm uses while running is called
computational complexity. Computational complexity is examined under two
subheadings time and area complexity. This section analyzes the time

complexity of machine learning methods in both training and testing phases.

Time complexity is defined as the determination of the running time of
an algorithm. In the time complexity analysis, only the working time is
examined, ignoring the resources of the computer used (operating system,

processor speed, memory, programming language used, etc.).
There are 3 different approaches to complexity analysis:

1- Big Omega or Q(n): This is the notation used in best-case
analysis. This notation determines the lower limit of the algorithm's
running time.

2- Big Theta or ®(n): It is the notation used in the analysis of the
mean situation. This notation determines the average running time of
the algorithm.

3- Big O or O(n): It is the notation used in worst-case analysis.
This notation determines the upper limit of the algorithm's running

time.

Big-O notation is used in time complexity analysis with a focus on the
worst case. For this reason, Big-O notation was used to calculate the time

complexity of the machine learning methods discussed in the study.
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4.1. Linear Regression Time Complexity

This method method aims to create a linear function that explains the
relationship between independent (X;) and dependent (Y;) variables in the
model (Quinlan, 1987).

Yi = ﬁo + ﬁlXil + BZXL'Z + -+ ﬁ]XU + & i= 1,2,3, W n ] = 1,2,3, . (3)

In the given linear regression model (equation 3), ¥; denotes the target
variable, X;;, X5, ..., X;; independent variables, By, f1, B2, ..., f; coefficients,

and ¢_i the error term.

The time complexity of this model can be determined by estimating the
coefficients using the least squares method (Yan and Su, 2009). First, the data
needs to be arranged as n-dimensional (n number of data) and j-dimensional
(m number of independent variables) matrices. The resulting data matrix is
arranged so that the dimension of X is n x j and the size of the target variable

Yisnx1.

The least squares method uses the sum of squared Errors (SSE) as the
target function. SSE expresses the sum of the squares of the differences

between the observed values (V;) and the predicted values (Y;) (equation 4).
SSE = i1 (¥; — ¥ = EiL1 (% — (Bo + )1 BjXij))* (4)

In order to estimate the coefficients for the time complexity analysis,
values that will minimize the SSE must be found. For this, coefficients can be
estimated with matrix calculations. A column is added to the data matrix X to
estimate the coefficients with matrix calculations. This column is arranged to
have a fixed value (usually 1) for each data point. Equation 5 is used to

calculate the § matrix representing the coefficients.

=& +X)T X" xY )
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In Equation 5, XTdenotes matrix X transpose, * denotes matrix

multiplication, (-1) prime denotes inverse matrix (Yan and Su, 2009).

The matrix products X7 * X and X” *Y in Equation 5 have a time
complexity of O(m? =n). Finding the inverse matrix in the expression
(XT * X)~1 has a time complexity of O(m?). Considering these situations, the

time complexity of the model in the training phase is O(m? * n + m3).

In the test phase, the estimation of the dependent variable is realized by
applying new data to the model. The coefficients in the model are multiplied
for each independent variable, and the time complexity depends on the
number of independent variables. As a result, the test phase time complexity

of the model is found as O(m).
4.2. Logistic Regression Time Complexity

The logistic regression model basically works with the logit
transformation process. This operation allows to convert the probability
values of the dependent variable into a limited range. In this model, the
probability values of the dependent variable must be between 0 and 1.
However, directly used dependent variables sometimes do not meet this
criterion. Logit transform is used to correct this situation. The logit transform
expresses the probability values as log ratios. That is, the logit transform for

probability p(x) is given in equation 6 (Hilbe, 2009):

Yi = ﬁo + ﬂ1Xi1 + ﬂinz + -+ ﬁ]XU + &; i= 1,2,3, . n ] = 1,2,3, . n (6)

1
(1+e7Yi)

logit(p(x)) = (7)

Equation 7 is used during the training phase of the logistic regression
model. The training phase of the logistic regression model is time complexity
O(m * n), the number of data to be used in the training phase is M and the
number of features is N. The estimation phase of this model is used to calculate

the probability value of a given input sample. Since this process will be
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repeated as many times as the number of data used, the time complexity of the

estimation phase is obtained as O (m).
4.3. Decision Trees Time Complexity

The decision tree method seeks the division that provides the highest
information gained during the training phaseInformation gain is a measure of
the effect of a feature in decision trees to split a dataset (Kaneda, 1995). The
decision tree algorithm uses information gain to determine the best-split point
or decision node using the features in the dataset. Information gain is
expressed in a term called entropy (Quinlan, 1987) and is calculated as the
ratio of the entropy drop obtained when a feature is used to the overall entropy
before the feature. The calculation of the information gain is made according

to equation 8.

. . Sy
Information Gain(S,A) = Entropy(S) — ZveDegerler(A)% x Entropy(S,) (8)

Here:

e [nformation Gain(S, A), S represents the information gain
of attribute A in the dataset.

o Entropy(S), represents the entropy value of the dataset S.

e Values(A), it represents the set of values that attribute A can
take.

e |S,|, the value of attribute A represents the number of
instances that have v.

e |S|, represents the total number of samples in the S dataset.

e Entropy(S,), the value of property A expresses the entropy

value of the subset of samples with v.

Entropy in this equation is a term that measures the amount of
uncertainty in a dataset. A lower entropy value indicates less uncertainty and

a more homogeneous dataset. Entropy is calculated as stated in equation 9.
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Entropy(S) = — X1, p;log, p; )
Here:

e Entropy(S), S represents the entropy value in the dataset.
e nrepresents the number of classes in the dataset.
e p;, i. represents the ratio of the class to the samples in the

dataset.

Considering the mathematical equations in the entropy and information
gain equations, O(nlogn) time complexity occurs for each feature, n being
the number of training data. When the number of data is m, the time

complexity of the training phase is generally found as O(m * nlogn).

Classifying or estimating a data point in the test phase in decision trees
means routing the tree to the appropriate decision nodes starting from the
root node. This process is directly proportional to the depth of the tree and
tree depth refers to the longest path from the deepest node to the root node,
depending on the properties of the data set, the size and structure of the tree.
Since trees generally have a balanced structure, they have a logarithmic
processing time. The time complexity in the test phase is expressed as
O(logn), with the depth of the tree being d.

4.4. K-Nearest Neighbors Time Complexity

During the training phase in the KNN method, the entire dataset is kept
in memory. Since the process of keeping the data in memory is done only once
for each data, no further action is required. In this case, the number of
transactions will be directly proportional to the number of data. Therefore, the

time complexity of the training phase is 0(1). (Yong et al., 2009).

It includes the steps of finding the nearest neighbors and performing
classification/regression for each test sample during the testing phase in the

KNN method. To determine the nearest neighbors, the distances between the
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test data and all the training data need to be calculated. Calculation of

distances is usually done using Euclidean distance or Manhattan distance.

Euclidean distance is calculated as the square root of the sum of the
squares of the difference of the coordinates of the two points by measuring the
linear distance between the two points. The Euclidean distance between
d(x,y),x,and y is expressed as in equation 10. Here, x4, X5, ..., X,, expressions
denote the coordinates of the x point, and y;, y,, ..., y, expressions denote the

coordinates of the y point.(Kuang and Zhao, 2009).

d(x,y) =/t —y1)2 + (2 — y2)2 + -+ + (X — ¥n)? (10)

Manhattan distance is a metric calculated by adding up the vertical and
horizontal distances between two points. This metric got its name considering
the distance a person moving through city blocks would have to travel. It is
used to calculate the "block" distance between two points and is calculated as
the sum of the absolute values of the difference between the coordinates of the
two points. Manhattan distance can be expressed as in equation 11, d(x,y),
Manhattan distance between x and y, xq, x5, ..., x, expressions being the
coordinates of x point and y,, y,, ..., ¥, expressions being the coordinates of
y point (Kuang and Zhao, 2009).

d(x,y) = |x; —yil + [x2 = yo| + -+ |xy — il (11)

Considering the above metrics used in the testing phase, when the
number of data is n and the data size is m, the time complexity becomes O(m *
n). If the number of neighbors is k > 1, since these calculations will be
repeated for each neighbor data, the time complexity of the test phase of the
KNN method is generally O(k * m * n).

4.5. Support Vector Machine Time Complexity

In the training phase, the time complexity of SVM mostly relies on

calculations to determine support vectors. SVM performs various inner
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product and optimization operations between data points. During the
training phase of the SVM, it is important to calculate the inner products
between the data points. This inner product is the sum of the product of two

vectors and is used in decision function and optimization processes in SVM.

When using linear kernel in SVM, the inner product is directly the

product of feature vectors (equation 12).
K(Xi,Xj)zxi*xj (12)

In the training phase of the SVM, an optimization process is performed
to determine the decision boundary and support vectors. This optimization
process is usually performed using Lagrangian multipliers and solution
equations. Lagrangian multipliers are the values of support vectors multiplied
by their class labels. Lagrange multipliers are calculated as in equation 13, with
n the number of data points, Lagrange multiplier a; of data point i., and class

label y; of data point i. (Mangasarian and Musicant, 2001).
Z?:lai* yi=0,0<a; <C (13)

In this equation, C is the cost parameter, a hyperparameter used in the
training phase of the SVM, and is used to control the balance between

tolerating marginal errors and flexibility of the decision boundary.

SVM aims to separate classes from each other in the best way to find
decision boundaries. This decision limit is expressed as a hyperplane and is
optimized using support vectors and Lagrangian multipliers. The decision

limit is usually expressed in equation 14.
wxx+b=0 (14)

In this equation, Lagrangian multipliers are used to optimize the decision
boundary. In this case, the vector form of the decision boundary is expressed
as in equation 15 with Lagrangian multiplier a;, class label y; and support
vectors x; (Bottou and Lin, 2007).
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w=Yla* y;xx; =0 (15)

While doing the optimization, the processes of finding Lagrangian
multipliers and determining the decision limits are performed. These
operations are performed using matrix calculations and nested loops.
Therefore, the time complexity of the training phase of the SVM is expressed
as 0(n3).

In the testing phase, the classification of new data takes place using the
trained SVM model. This classification process requires the calculation of the
decision function for each data in the test dataset. While calculating the
decision function, it is necessary to do the inner product with support vectors
and other calculations. Thus, there is a linear relationship between the number
of transactions and the number of data. Because of this situation, the time

complexity in the testing phase of SVM can be expressed as O(n).
4.6. Random Forests Time Complexity

The random forests method is an ensemble method in which multiple
decision trees are brought together (Liaw and Wiener, 2002). In the training
phase, each decision tree is created separately. Therefore, the time complexity
is the sum of the time complexity of the creation process of each tree. Each
decision tree is created with a subset of the training dataset during the training
phase. The subset is selected from the original dataset by random sampling
method. Feature selection is usually done randomly or by selecting a certain
number of features from the subset. Therefore, a separate decision tree is

created for each tree.

After the decision trees are created, the predictions of each tree are
obtained at the end of the training phase. In classification problems, tree
estimates are combined by consensus or mean method. In regression
problems, the trees combine the estimations with the mean method (Liaw and
Wiener, 2002). The time complexity of decision trees is O(m * nlogn). The

random forests method consists of bringing together k decision trees.
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Therefore, the time complexity of the training phase of random forests is the
sum of the time complexity of constructing the decision tree k. In this case,
the time complexity of the training phase of random forests is usually
expressed as O(k * m * nlogn). In the testing phase of the random forests
method, the class or predictive value is calculated by passing the data points
through all trees and combining the obtained predictions. This operation has
a time complexity of O(logn) for each tree. Since more than one tree is
generally used in the random forests method, the process of traversing all
trees, including k, has a time complexity of O(k * log n). In addition, since the
operations performed on each data point are independent, the test phase time
complexity of the random forests method in the final case is O(k * m * logn),

with the number of features being m.

According to the findings, in Table 1, the time complexity of both the
training and testing stages of the linear regression, logistic regression, decision
trees, KNN, SVM, and random forests machine learning methods discussed

in the study are given comparatively.

Table 1. Time complexity of machine learning methods

Time Complexit

Machine Learning e Lompiextty

Method . . .

Training Stage Testing Stage

Linear Regression o(m? xn+m?) o(m)
Logistic Regression O(m *n) o(m)

Decision Trees O(m *nlogn) O(logn)

K-Nearest Neighbors 0(1) O(k *m=*n)
Support Vector o’ o
Machines ) )

Random Forests O(k *m * nlogn) O(k * m * logn)
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When the results given in Table 1 are examined in detail, it is seen that
the time complexity of the machine learning methods in the training and

testing stages is different.

The first part of the expression for the training time complexity of the
linear regression method corresponds to the term m? * n. This expression
grows with the square of the data size and the product of the number of data.
Therefore, the increase in data size and number of data means that the training
time will increase. The second part has the term m?* and grows in proportion
to the cube of the data size. This shows that the training time increases even
more with larger data sizes. The test shows that in time complexity, the data
size grows in direct proportion to m. In this case, the test time increases

linearly with increasing data size.

The m * n expression is included in the time complexity of the training
phase of the logistic regression method. This expression indicates that the
training phase time complexity is linearly dependent on the product of the
data size and the number of data. Therefore, as the data size and number of
data increases, the training time will increase linearly That is, an increase in
data size or an increase in the number of data will increase the training time
at the same rate. The testing phase shows that the data size grows in direct
proportion to m in time complexity. In this case, the test time increases

linearly as the data size increases.

The time complexity of the training phase of the decision tree method
includes the expression m * nlogn. This expression shows that the data size
multiplied by the number of data grows linearly with the logarithm. Therefore,
as the data size and number of data increases, the training time will increase
but will be limited by a logarithmic factor. The logarithm of the number of
data slows down the training time and reduces the ramping rate on larger
datasets. The time complexity of the testing phase is expressed as log n. This

expression indicates that the number of data will increase depending on the
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logarithm. As the number of data increases, the test time also increases

logarithmically.

The training phase time complexity of the K-nearest neighbors method
is found to be O(1), that is, it has a constant time complexity. The KNN
algorithm does not create a model by saving the data directly to the memory
during the training phase. Therefore, the training time does not change in
relation to the data size, the number of data, or the number of neighbors. In
the time complexity of the test phase, the expression k * m * n takes place.
This expression shows that there is a linear relationship between the product
of the number of neighbors and the size of the data and the number of data.
Testing time increases linearly as the number of neighbors increases and the

data size and number of data increases.

The time complexity of the training phase of the SVM method includes
the expression n3. This expression shows that complexity grows linearly with
the cube of the number of data. Therefore, as a result of the increase in the
number of data, the training period increases rapidly. This shows that the
training time will be high in large datasets. In the time complexity of the test
phase, the expression n takes place. Since this expression shows that it is
linearly dependent on the number of data, the test time will increase linearly
as the number of data increases. Test duration is independent of data size and

depends only on the number of data.

The time complexity of the training phase of the random forests method
includes the expression k * m * nlogn. This expression shows that the
number of decision trees increases linearly with the data size and the logarithm
of the data number. Therefore, as the number of decision trees, data size and
number of data increases, the training time increases linearly. However,
thanks to the logarithmic factor, as the number of data increases, the rate of
increase in the training time is reduced. In the time complexity of the test
phase, the expression k * m * logn is included. According to this expression,

the number of decision trees increases linearly with the data size and the
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logarithm of the data number. Increasing the data size and number of data
during the test also increases the number of decision trees linearly. However,
the logarithmic factor decreases the rate of increase of the test time with the

increase in the number of data.
5. Conclusions

In this study, the time complexity of linear regression, logistic regression,
decision trees, k-nearest neighbors, support vector machines and random
forests methods, which are among the machine learning methods and
frequently used in the literature, were examined in detail. The training and
testing time complexity of each method was analyzed separately. The results
show that the time complexity of different machine learning methods is
different. In some methods, such as decision trees and KNN, the training time
complexity increases linearly with data size and number of data, while in other
methods, such as logistic regression and SVM, the training time has a lower
complexity. Test time complexity generally has a linear relationship with data

size.

This study provides a basis for analyzing and comparing the time
complexity of machine learning methods. This information can be helpful in
decision-making when selecting machine learning algorithms and working on
large datasets. In particular, it is important to consider time complexity for
scalability when working with large datasets. In studies to be conducted in this
area, the time complexity of more machine learning methods can be analyzed

and the performance of these methods can be evaluated on larger datasets.

In conclusion, time complexity analysis is an important tool for
evaluating the effectiveness and scalability of machine learning methods. This
study aims to help researchers who want to work in the field of machine
learning to understand which machine learning method has better time

complexity.
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Transportation has had an important position in all periods of history
in the context of the social, economical and cultural relationships of societies
each other. Atindustrial revolution and access to modern period, the improve-
ment of technical possibilities have had a high importance and transportation
as one of these possibilities has became driving power. Transportation has an
effective position both passenger and good transports on the scale of intraur-
ban, inter urban, local, regional and national. Tranportation abilities have en-
hanced on the parallel of technological improvements that has emerged new
opportunities and threats. The development of transportation has been affect-
ing to economy positively in all historical periods. The usage of transportation
system effective and efficient on todays world is related to the minimization of
existing problems and adaptation of innovations to the system.

Altough railway transportation mode has become favourite mode since
the earlies of 20th century, highway transportation mode has gained a big
significancy by the parallel of wide currency of automobile. But since 1980s,
it has understood that the existing consumption-environmental balance is
not sustainable by international parts notably westerner countries. And on
this context, the sustainability notion which has been confessed is contained
three main issue which are social, economical and environmental. Railway
transportation mode has been emerging a sustainable transportation with the
properties of less fuel consumption, occupying less road section and the us-
age with high passenger capacity. High speed railways (HSR) transportation
mode provides the level of service parameters as operation speed, comfort,
safety and punctuality on the highest levels beside the mentioned proper-
ties. Providing of intermodal integration and balanced modal distribution in
transportation system is either a necessity or the result of development.

Evaluation Of The Transportation System InTurkey and Europe

The developments in 21st century and last quarter of 20th century have
revived different modal searchs and environmental approaches. Railways of
Turkey has remained incapable to meet the potential freight and passenger
demands in terms of current cost, service quality and safety. Inadeauate in-
frastructure is one of the reasons of blocking the railways to reach the ex-
pacted point level of service and the low level of demand. Also the issues like
the lack of academy-sector integration and financing source can be stated in
the unphysical reasons of railway transportation mode stability. The way of
directing the increasing transportation demand to railways truely contains
doing investments that improve current network and enhance railway infra-
structure, realizing the academical and constitutive reforms which aim re-
structuring of railway investment and financement system, forming railway
infrastructure and operation in seperately establishments.
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Providing the balanced modal distribution is one of the key issues of sus-
tainable transportation. One of the main reasons of usage of private cars in
European wide is ensuring the possibility of transporting door to door al-
tough traffic congesiton and parking problems. On the other hand, the us-
age of private car enhances the traffic incident rates and results problems as
energy dependence, travel time loses and environmental changes. One of the
effective way to decrease these affects is providing intermodal integration and
intemodal access which are based to origin-destination variety. Because of
these, planning of balanced modal distribution gives significant contributions
to coordinated usage of different energy sources and transforming the trans-
portation system totally more sustainable. Today in Europe, the main axis
is high speed railway transportation mode at the intermodal network. High
speed railway constitutes the most important part of intermodal integration

planning altough physical and environmental limits as slope and railway traf-
fic.

Liberalization and investments of railways that has been faced since
1990s and 2000s are part of privatization on global scales. As in other in-
frastructure sectors, it is aimed to enhance the competitiveness resistance of
all modes by exceeding the one mode transportation system problem at the
reforms of railway sector too. Because of can not reach the competetiveness
on railway sector has forced the companies which have the ability of intrerop-
erability to the single train operations. This case bring the issue of necessity of
accepting infrastructure and operation as different management topics into
the forefront at constituting a more competitive railway system. The trans-
formation that has been realizing on railway system states that the plans can
vary according to different environmental and economical conditions of each
country. By year of 2000, when the total freight transport capacity of Euro-
pean Union (EU) is 3.068.000 million tonnesXkm, only the railway freight
transport capacity of United States Of America (USA) is 2.468.206 million
tonnesXkm that is a 38% share on freight transport modal distribution. This
value corresponds to 58,82% share in total land transport in USA which this
rate is only 15,11% for EU. As it has seen from this table too, EU has realized
total freight transport only less than half of the total freight transport USA
that are the share of marineway is 41,40% and the total share of other modes
(inland waterways, pipelines and airway) is 48,24% for EU freight transport.
Railway has a vital role for the industrial and economical developments of
countries which the railway freight transport of EU has faced a decrease at the
alarming rate especially at carriage in last periods. Approximately 21% of car-
riage has been realized by railways in European countries in 1970s. This share
has decreased to 8,1% in 2000s. At the same period, this ratio has increased
from 30,8% to 43,8% for highway freight transport for EU. While only rail-
way freight transportation modal share has faced a decrease, all other freight
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transport modes have realized an increase in the period of 1970-2000 years.
Also a considerable decrease has been recorded for railway passenger trans-
port modal share from 10,2% to 6,3% at same years. The most important rea-
son of this case is not being as competitive as highway transportation mode of
railway transportation mode. Beside all of these, railway transportation mode
has some specifical advantages too. Railways is an environmentalist and safe
transportation sector, a train can transport 60 trucks freight and railway in-
frastructure is suitable for improving.

European Community Comission has agreed on the issue that consti-
tuting common policy about foreign trade, agriculture and transportation by
Rome Alliance. The 74th-84th articles of Rome Alliance are about transpor-
tation.

Principles and objective related transportation in memorandum which
was prepared by European Community Comission in 1961 are:

Constituting free competition environment
Providing infrastructure organization
Establishing of payment system

TINA Report and European Union Transport Policies

TINA Report is an opening work for providing free movement of persons,
goods and services and giving possibility to sustainable mobility of extension
period of multi modal transportation network of European Union (TEN-T,
Trans European Network for Transport) on the paralel of candidacy of Turkey
to the union. This report contains all over the Turkey and its all transporta-
tion modes (highway, railway, marineway and airway etc.), investments that
are on planning, constructing and bidding phases. One of the special objec-
tive of TINA Report is specifying the necessities of transportation infrastruc-
ture invetments for next 15 years that will integrate Turkey to the union. For
reducing the transportation sourced negative effects as hazardous chemical
emissions, a policy that increase the railway freight transport demand and
making railway preferable to another modes which has to be pursued.

Various implementations exist for transferring traffic from other modes
to railway transportation mode. Cost reduce is an important method for pro-
viding traffic access between different modes. The factors that affect to pop-
ulation increase in a corridor are work and cultural relations on high levels
between different cities and high population density. Travel cost and punc-
tuality have to be on a feasible level beside reliability, safety and security for
competitiveness of railway with other transportation modes. Especially in
critical corridors that have high loaded traffic between intercity travels in ex-
isting transportation modes, high speed railways attract the customers more
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than others. The potential of network affects is an important factor for acces
level of traffic to railways. When railway line is established on locations that
contain many origin and transfer points, more passenger will be transeferred
to railways. It has been estimated to transport of future traffic volumes from
highway and railway by Marmaray as a new alternative.

Because of all of these reasons, prevention of external affects on unac-
ceptable levels as a necessity of increasing safety and smart policies beside an
expensive transportation which is the main objective of European Union is
establishing a transportation system that is sustainable and well balanced and
has a robust financial structure.

European Union Transportation Policies that have constituted on direci-
ton of these objectives can be summarized as follows:

Integration of transportation markets and supporting to cancel of
monopolies

Easing of boarder crossings, producing effective logistics and work
possibilities, supporting the transport of persons, goods and services and so
enhancing the transportation effectiveness on European wide.

Usage of all transportation systems in an integration, giving priority
to railway, inner waterway, short distanced marineway and combined trans-
port in freight transport and giving priority to mass transport in passenger
transport

Providing a transportation environment that is safety and acceptable
in terms of society and environment, enhancing the transportation safety and
security, stating targets for this objective, reducing the differences on current
regulations in Europe

Enhancing construction and operation of transportation system (in-
frastrucutre, vehicle, equipment and process)

The necessary precautions for reaching these objectives are:
Adaptation of the regulation
Liberalization
Developing of multi modal transportation
Improvement of mass transport in passenger transport
Enhancing of infrastructure
Development of intelligent transportation systems
Cooperation at research and development

Implementations of interiorising of external costs
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Easing of transit accesses by bettering of the process in border cross-
ings

Reducing of crime and fraud on international transports

In this sense, European Union policies meet new challenges on the par-
allel of inclining of social life to more mobility. Current highway and airway
traffic have a share of approximately 1% in GNP (Gross National Product)
while European Union citizens has been expacting higher level of service pa-
rameters day by day. On the parallel of all of these, 40% increase has been
estimated till 2030 and 80% increase has been estimated from 2005 to 2050 on
high speed railway freight transport. The ratios for the same year periods are
for 34% and 51% respectively for high speed railway passenger transport. At
this point, it is aimed to break the fuel oil dependency while 96% of transpor-
tation energy needs have been met stil by fuel oil that is a decreasing energy
source on worldwide which is estimated to increase of the cost of fuel oil to
dobule of today in 2050. Also for limiting the global warming, USA has to cut
the national fuel oil consumtion on 60% levels until 2050s.

The most leading of the disadvantages of European Union railway pol-
icies is seen that giving too more significancy to passenger transport than
freight transport which is the share of railways in interurban passenger trans-
port is 6,25% in European Union while this share is only 0,32% in United
States Of America.

Railway routes are limited that improving these for passenger transport
has many possibilities and studies which is the case for freight transport is dif-
ferent. For improving European Union railway freight transport, there are the
technical possibilities of multi disciplinary operation and cooperation of lo-
comotive driver trainings. Two important topics at this point are financement
sources and coordination. Another critical phase is demand balance between
freight and passenger transports that has been provided which is existing sig-
nificant limitations for providing this issue especially on intraurban freight
transport in European Union. The possibilities of directly increasing the rail-
way freight transport modal share are enhancing the line capacity, improving
the signalization, bettering the infrastructure quality.

Any other important issues are promoting the railway freight transport
and increasing the sectoral competitiveness. Shorter freight transport dis-
tances and longer coastal strips are the structural characteristics of Europe-
an Union as compared with Unied States Of America that the production
variety in mentioned two geographies are another indicative. At this point,
the main factor is developing policies of European Union on the concept of
railway freight transport which is seen the most important advantage of the
union. Mid term reflections of these policies are on the direction of the ability
of an increase acceleration of 65s% on railway freight transportation. One of
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the main of objective of White Paper that is constituted in 2001 by European
Comission. But, inside of all of these changings and projections, it is not seen
possible to reach of European Union’s railway freight transport modal share
to United States of America’s related modal share that is 38%.

The Development Trends In Urbanization and Transportation In Turkey

Turkey is a country that has urbanized on high levels which is the 72%
of the population lives on the urban areas. This rate has increased 10% on
last decade and approximated to European Union values. The increase on ur-
banization results high traffic volumes because of the plenty of origin and
destination points in urbans. The number of car ownership has doubled in ten
years that the current rates are stil under the related values on the union but
tghe increase acceleration in Turkey is continuing. Problems have emerged in
terms of the sustainability of urban transportation system because of the hihg
increase on traffic congestion values. Mainly, the traffic congesiton on city
centers is related to the increase on car ownership, population density and
business acitivities. Unbalanced share of highway on freight and passenger
transports results permenant congesitons, bottlenecks and high road loads.
When the increasing trend on car ownership continues, existing case will be
worse.

The conclusive objective of national strategy of Turkey on transportation
sector is establishing a efficient, effective, safe, environment friendly, smart,
sustainable, intermodal integrated and accessible transportation system that
is planned to have a strong network with Europe and the rest of the world. For
reaching to these objectives, Turkey 2023 vision involves transportation and
communication strategy, higher mobility, less traffic congestion, less emis-
sion, estabilishing a more suitable transportation system which is more safe
with reducing the traffic incidents and mortalities, more cost effective with
improving mass transport, smart city planning, smart charging implementa-
tion. Mass transport is very important on the solution of the problems which
are based on energy, economy and environment and supports to enhance of
life quality. The incline of usage mass transport increases on the parallel of
population increase. The benefits of mass transport has given as below:

Increases the personal alternatives
Provides fuel saving
Reduces the traffic congestion

Presents economical opportunities, provides social development and
recovery

Provides cost saving

Reduces fuel oil consumption
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Decreases carbon footprint

Population of Istanbul has increased geometrically since 1970s and qua-
druplicated. On the same period the increase on car ownership is more than
the increase on the population and carownership has enhanced approximately
30 times from 1970s to 2000s. The increase difference between car ownership
and population can be expressed with the increase on GDP (Gross Domes-
tic Product), the radical change on consumption culture and the high mod-
al share of highway transportation mode on both transportation system and
mass transport. Vehicle number per person is 0,017 in 1970s, 0,042 in 1980s
and 0,140 in 2000s. This means approximately 10 times increase in last 30
years that has reached on higher levels in todays. Istanbul has been only sin-
gle centered around the istorical peninsula before the rebublic period which
has developed on Besiktas-Ortakdy-Taksim line in European side and Uskii-
dar-Kadikdy line in Asian side subsequently. Multi centered development has
accelerated since 1990s that the centroid of the city which is arised by the high
populated and employment areas of the city has started to move from coast
lines and bosphorus. Developing the new urbanization areas far away from
the bosphorus has become easier by starting to operate of bosphorus bridges
and completing the access roads. In general, the high share of highway trans-
portation mode in all periods in Istanbul has attracted the attention.

It has ben understood that operating of bosphorus bridges supports the
increase on private car usage than the increase on highway modal share. Be-
cause of this, it can not be said that constructing of new bosphorus bridge will
occur negative effect to the balanced modal distribution in Istanbul categori-
cally. On this context, existing of railway lines (probably high speed railway)
on 3rd bosphorus bridge has to be considered additionally. But it is a clear
point that the necessity of raight directing of private car usage. Carownership
ratio is 19,30% in start to operation year of 1st bosphorus bridge and this ratio
has become 19,20% in start to operation year of 2nd bosphorus bridge that has
become 26,34% in 2006.

At the same period, the share of taxi-dolmush in modal distribution has
decreased clearly that the service vehicle share which is used for work and
school trips has recorded a serious increase from 10,40% to 21,48%. After 1996
period has an important effect at this increase. On this constext, the increase
of private car usage can be evaluated paralel to the increase on service vehi-
cle usage. But it can be said too that the possibilities of integration of service
vehicles to the seways are more than the possibilities of integration of private
cars to the seaway.

Here another significant point is that can be said that the mass transport
fleets have been realized the necessary and sufficient increase on the paralel
of the increase on population and Gross National Product (GNP) since 1987.
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From this point it can be seen that the urgent necessity of mass transport is
integration more than the fleet enhance. For the same period, the share of
minibus has been 19,00% in 1987 to 16,71% in 2006. The rational based partial
decrease on minibuses can be read by the increase in GNP and the enhance on
mass transport service infrastructure. But it can be understood that the exist-
ing of an amountly based increase on minibus lines because of urbanization
and increase of transportation networks. It is a necessity too that is the stan-
dardization of minibus lines in terms of level of services parameters especially
as comfort, safety, security, travel time etc. of vehicle, line and operation. The
modal share of city buses (IETT + private city buses) has decreased by 35,20%
in 1987 to 24,12% in 2006 that after 1996 period is a milestone in this decrease.
This decrease has been sourced especially in private city buses that the main
reason of this is intra urban railway system investments.

When the accesses from Asia to Europa is investigated, it is seen that
the 81% of accesses is realized by the bosphorus bridges and 19% of accesses
is realized by marinelines. Also it has seen that the 82% of bosphorus bridge
accesses is realized by private cars. In spite of that, only 24% of bosphorus
bridges passenger transport is realized by private cars. As it has been men-
tioned before, as a rsult of increase of carownership rates and existing only
1-2 passenger in each private car, private cars which are the most important
factor of traffic congestion on bosphorus bridges meet only the 24% part of
the passenger transport on bosphorus bridges. From this point, it is concluded
that is provided the vehicle accesses than the passenger accesses by bosphorus
bridges.

Intraurban railway notably subway invesments have increased rapidly in
last decade but it is not only sufficient for providing balanced modal distribu-
tion and reducing of carownership ratios. This case states a wide area that is
from management of consumption culture to urbanization and transporta-
tion master plan and integration of all of these.

Results

Tending to mass transport in all transportation modes and presenting a
service with more integrated, comfortable, safe and punctual provide consid-
erable fedbacks on short terms. A punctual, comfortable, safe and cost effec-
tive continuous mass transport service possibility along South axis of Istanbul
is going to emerge with starting to operate of full line of Marmaray. On this
context, Gebze-Halkali travel time will be 105 minutes, Bostanci-Bakirkoy
travel time will be 37 minutes.

Below on Table 1 is illustrated the urban railway system investments that are
planned starting to operate till 2019. Marmaray is on a key point because of affect-
ing on the traffic congestion problem of Istanbul, position on interurban freight
transport and its functions on regional and international scale freight transport.
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Marmaray is going to enable a very significant function on the South axis of the
city also that has a considerable affect area on the coastal lane of bosphorus and
Marmara Sea with completing the related sectios and extentions, start to operate
with full capacity and providing relevant integrations of Marmaray.

2004 Oncesi | 2004 - 2013 | 2014 - 2019 | 2019 Sonrasi
45 km 141 km 400 km 176 km

4 A e

Figure 1. Urban Railway Lines Plans Of Istanbul For The Year Of 2019

The basic mentality of service is the ability of improvement an approach
which is human focused. As a result of the periods related to economical, cul-
tural, political and technical aspects, state investments or private sector initia-
tives can come to the fore cyclicly. But at this point, only statist or only liberalist
approaches are not functional. Collimator to the approaches and a system im-
provement ability is the human focused mentality. On the parallel of this under-
standing, public private partnership approaches can be developed.

The objectives that have been specified for urban railway systems line km
in 2023 can be realized by sufficient coordination and distribution of work
between local authority (Istanbul Grand Municipaity) and government (Min-
istry Of Transportation, Maritime Affairs and Communications).

At this point, the right understanding of satisfaction and expectations
of Istanbulites from mass transport is very important. Istanbulites use BRT
(metrobiis) too often but are not satisfied from the level of service parameters
as comfort and safety. But on the other hand, the route of BRT is one of the
main axis of Istanbul. Istanbulites are satisfied from the subway investments
and demand continuing as increasingly of this. But it must not hope that de-
crease on the usage of private car of Istanbulites without additional precau-
tions and sufficient integration. Istanbulites use minibus lines as only an ob-
ligation that is not satisfied the level of service parameters. Because of these,
the rapid entrance to the period of urban railway investments can present the
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possibility of re evaluation about the connection between main axis and para-
transit (feeder) lines. In modal distribution of Istanbul, it has seen that the
modal share of railways can reach to 30% by subway line investments and the
necessity modal share of the seaways is 20% in urban transportation of Istan-
bul. It is considered that the negative effects of formations and decisions which
support consumption culture to balanced modal distribution of Istanbul and
the modal distribution plans has to be done in this context. In this regard, ca-
bleway investments have been prioritized that is attracted the attention which
the lines have been planned with the consideration of urban developments of
the specific regions that are Camlica-Altunizade-Zincirlikuyu-Mecidiyekoy
cableway and short-long distanced cableways that are paralel to Bosphorus
coast. Aslo, the transfer centers that connect many different transportation
modes will affect the development of the related region radically.

The railed system and especially the metro investments have a vital pros-
pect when the traffic congestion in Istanbul is drawn to the affordable levels.
And also; As in Istanbul, in the middle of the sea and in the type distribution
of a city that surrounds the sea, the sea route is well below the expected lev-
el and is around 1-2%. Whereas; In Istanbul this rate can be 20-25%. More
ahead; In the Bosphorus, parallel to the shore line application, transportation
practices between the settlements on the same side have been tried but the
desired efficiency has not been obtained. Here; Among the nearby distances,
the existing city line ferry is big enough and prevents the right direction of
the demand line. Because of the frequent lines parallel to such a shore, more
frequent flights have to be made by approaching the quays with shorter ferry
lines and ensuring filling and separation. In Istanbul, the City Lines operate
with a 10% capacity and the use of the capacitor even at 40-50% will reduce
the blockage of the throat bridge significantly.

A rapidly and effective establishment period has been realized on high
speed railway (HSR) transportation modes, intraurban-inter urban and in-
terregional projects railway system prjects particularly Marmaray have been
realized, the load on the highway transportation mode has been transferred to
railway and airway transportation modes comparatively by existing transpor-
tation investments. On this context, human focused approach, considering
the environmental factors and improving a sustainable understanding will be
very signicifant on the investment period.

According to 2023 Strategy Action Plan, the target of being one of the
biggest ten economy of the world which was specified by Turkish Republic
Government can be realized by establishing a transportation system that
functional, efficient, powered by smart investment perspective, focused to
supporting of social justice, canalized the consumption culture and habits on
the right way, accessed on highly level of safety, education, health and basic
socio-economic instruments.
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1. Introduction

Clay is a material with a layered structure that is naturally formed from
fine-grained (approximately < 0.002 mm.) minerals containing aluminum
(AL,O,) and silica (SiO,), which are very common in nature (Bergaya & Lagaly,
2006; Borden, Ping, McCarthy, & Naidu, 2010). The SiO, and A1203 crystal
structures (tetragons and octahedrons) combine in various ways to build
layers and thus form clay minerals with different properties(Brown, 1982;
Yahaya, Jikan, Badarulzaman, & Adamu, 2017).

Silicon Tetrahedron Aluminum Octahedron

C: Oxygen @ : Silicon @ : Auminum

Figure 1. Basic units of clay minerals.

As canbe seen from Figure 1, the Si-Tetrahedron unit comprises a central silicon
Ion (Si**) surrounded by four Oxygen atoms positioned at the corners of a regular
tetrahedron. When these units come together, Si-Tetrahedral layer is formed. The
Al-Octahedron unit is formed in such a way that +3 valence Aluminum atom is
located in the center of 6 Oxygen atoms. These units come together to form the Al-
Octahedral layer(Alemayehu & Teshome, 2021; F. Uddin, 2018).

All clays consist of layered silica tetrahedral (T) and alumina octahedral
(O) layers. The ratio between T and O layers changes for each clayCommon
cations coordinating with octahedral sheets are Al, Mg, Fe*" and Fe**, with
occasional substitution in considerable amounts by Li, V, Cr, Mn, Ni, Cu, and
Zn. (Kumari & Mohan, 2021).

An important characteristic of clay minerals is how they bond to each
other. The tetrahedra and octahedra are strongly bonded to each other within
the layers, but the layers are only weakly bonded to each other. The layers that
make up a clay mineral grain have a tendency to slide in relation to each other
and, as a result, clay mineral masses tend to be soft and plastic and not very
strong (Weaver & Pollard, 2011).

The major grouping of clay minerals is principally based on the
configuration of their layers and their chemical affinities (de Farias, Spaolonzi,
da Silva, da Silva, & Vieira, 2022). The main classes of clay minerals are
summarized in Figure 2, together with examples of their species.
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Clay Minerals
Layertype . 1:1 2:1 2:1:1
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Trioctahedral ) Chrysotile llite Nimite

Pennantite

Figure 2. The main classes of clay minerals with examples of their species.

In nature, clay contains mostly limestone, silica, mica, iron oxide minerals
(Carroll & Hathaway, 1953; Torrent & Cabedo, 1986). Clay minerals have usually
found in white, reddish, green, yellowish colors and various shades of brown
(Carroll, 1958; Kosarova, Hradil, Némec, Bezdicka, & Kanicky, 2013). The color
of the clay gives an idea about the substances contained in it. For example, if
limonite is present in the clay, the color is brown, if iron peroxide is present, the
color is red, if manganese dioxide is present, the color is black and if organic
substances are present, the color is violet (He, Yang, Hu, Zhang, & Li, 2023)

Clay minerals are typically characterized by several specific properties,
including;

1. The thickness of a 1:1 (TO) layer is approximately 0.7 nm, and a 2:1
(TOT) layer is approximately 1 nm.

2. There is anisotropy evident in the layers or particles.

3. The presence of different surface types is evident, including external
basal (planar) and edge surfaces, as well as internal (interlayer) surfaces.

4. The versatility of modifying the exterior and frequently the interior
surfaces through techniques such as adsorption, grafting, and ion Exchange.

5. Plasticity properties

6. Presence of hardening during drying or firing. This condition is
common to most (but not all) clay minerals.

(Bergaya & Lagaly, 2006).

<111
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2. The Significance of Clay Minerals in Nanotechnology

Clay minerals have attracted great interest in nanotechnology due to
their unique properties and potential applications.

The main important properties of clay minerals in nanotechnology are
listed below:

The largeness of the surface area: Clay minerals have a large surface
area due to their layered structure. Thanks to their unique properties, they
provide a large surface area-to-volume ratio that allows for greater interaction
with other nanoparticles or molecules (Kumari & Mohan, 2021). Thus, clay
minerals can act as excellent nanocarriers or nanoscaffolds and enhance the
performance of various nanomaterials in different disciplines (Singh, Dubey,
Pradhan, & Singh, 2013).

Adsorption and absorption characteristics: The adsorption properties
of clay minerals are often associated with their structural features. The first is
the large specific surface area and the permanent negative layer charge, which
provide large cation exchange capacities; the second is the presence of reactive
hydroxyl groups on their edge surfaces, which can specifically bind a number
of chemical species (Orucoglu et al., 2022; M. K. Uddin, 2017). This property
is used in a number of applications, including water treatment, cosmetics,
drug delivery systems, mineral processing, and environmental cleanup
(Budash, Plavan, Tarasenko, Ishchenko, & Koliada, 2023; Nguyen et al., 2023;
H. Zhang et al., 2023). The reason for this preference is that clay minerals are
good adsorbents for pollutants and impurities due to their high surface area
and strong electrostatic interactions. In addition to their many advantages, its
low prices and availability allow it to be preferred in many different areas (B.
Ghosh & Chakraborty, 2023).

Compatibility assessment with other nanomaterials: Clay minerals can
be modified and functionalized to increase their compatibility with many
other nanomaterials, such as polymers, metals, and organic materials (Barakan
& Aghazadeh, 2021). Thanks to the synergistic effect of clay minerals, when
added to nanocomposites, they enable the different materials to develop new
functional materials with improved performance (Ordonez, Valencia, Chang,
& Wanielista, 2020).

Controlled release systems: Clay minerals are widely used due to their
high adsorption capacity. This has generated interest in their biological
application to stabilize drugs and pharmaceutical products. They are capable
of regulating the release of encapsulated compounds, including drugs,
herbicides, or pesticides (Silva et al., 2019). Their laminated structure allows
active chemicals to permeate between the layers, enabling controlled release.
This makes clay nanoparticles ideal for use in drug delivery systems, where
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controlled release of therapeutic agents is necessary (Edussuriya, Keerthanan,
Rajapaksha, & Vithanage, 2023; Rezanejad Gatabi, Heshmati, Mirhoseini, &
Dabbaghianamiri, 2023; Rodriguez-Mejias et al., 2023).

Mechanical reinforcement: Nano-sized clay minerals are used as fillers
and reinforcements in composites to enhance the thermal and mechanical
stability of nanomaterials (Tan & Thomas, 2017). Moreover, Nano-clay doped
plastics have nanokil uygulayan miihendislik alanlarindan bazilarihigher
tensile strength, improved barrier and abrasion properties, reduced
flammability, low thermal expansion, superior surface qualities (Fu & Yang,
2017; Kumar, Singh, & Thakur, 2020; Rangavar, Taghiyari, Oromiehie,
Gholipour, & Safarpour, 2017).

Catalytic properties: Certain clay minerals, including montmorillonite
and kaolinite, exhibit natural catalytic properties and can be used as catalysts
or catalyst supports for various chemical reactions such as hydrogenation,
oxidation and acid-base reactions (She, Qiu, Li, Liu, & Zhou, 2023; X. Zhang
et al., 2023). The adaptable surface properties and abundance of active sites of
clay minerals suggest their potential as catalysts for environmentally friendly
and sustainable chemical processes (Fidchenko, Alekhina, Beznosyuk,
Varnavskaya, & Mishchenko, 2023).

Biocompatibility: Clay minerals, particularly natural ones, are widely
viewed as biocompatible and non-toxic, therefore they are suitable for varied
biomedical applications. These minerals can be employed in several areas such
as drug delivery systems (Saadat, Rawtani, & Parikh, 2022), tissue engineering
(Garcfa-Villén et al., 2021), wound healing (Ghadiri, Chrzanowski, &
Rohanizadeh, 2014), and biosensors (An, Zhou, Zhuang, Tong, & Yu, 2015).
Modification of the clay mineral surface facilitates interaction with biological
molecules, leading to efficient and targeted delivery of therapeutic agents.

Porosity: Clay minerals have a nanoporous structure with interlayer
spaces and channels that allow molecules to be trapped within their
structure (Aringhieri, 2004). This feature makes them appropriate for various
applications such as gas separation (Ismail et al., 2019), water filtration(Mota,
Silva, Queiroz, Laborde, & Rodrigues, 2011), and controlled drug release(de
Sousa Rodrigues et al., 2013).

Ion exchange capacity: Clay minerals have a high ion exchange capacity,
enabling them to exchange ions with others in their surrounding medium (Patzko
& Dékany, 1993). This makes them valuable for environmental remediation
(Otunola & Ololade, 2020), wastewater treatment(Chang, Li, Jiang, & Sarkar,
2019), and soil conditioning purposes(Ye, Wang, Yang, Sheng, & Xiao, 2017).

Self-assembly: Clay minerals can self-assemble into ordered structures
thanks to their layered structure and electrostatic interactions. This property
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has allowed the development of techniques for producing nanoscale devices,
sensors and controlled release systems (Dadwal, Prasher, Sengupta, & Kumar,
2023; Feng et al., 2023).

Optical Properties: Certaintypesofclaymineralsdemonstrate fascinating
optical properties, including luminescence and photoluminescence, which
could prove advantageous in optoelectronics, imaging, and sensor applications
(Ambid, Teyssedre, Mary, Laurent, & Montanari, 2006; D. Ghosh et al., 2021;
Tetsuka, Ebina, & Mizukami, 2008).

Swelling capacity: The ability of clay minerals to adsorb water causes
swelling or expansion of interlayer spaces. This expansion is due to hydration
energy forces. Swollen clays exhibit significant volume changes with changes
in their water content. The swelling capacity of clay minerals depends on their
layer charge density, the type of interlayer cations (monovalent or divalent),
the concentration of ions in solution, the amount of water in the interlayer
space, and the composition of the clay mineral (Kumari & Mohan, 2021).

2. Engineering applications of Nano-clays

Nano-clay is a form of clay found within the category of nanomaterials,
and is regarded as a sub-sector of nanotechnology. It performs a crucial
function across multiple domains within the engineering sciences presented
in Figure 3.

U Nanotechnology Engineering
O Mechanical Engineering

U Electrical Engineering

U Civil Engineering

O Architectural Engineering
O Chemical Engineering

O Industrial Engineering

O Aerospace Engineering

0 Biomedical Engineering

O Automobile Engineering

O Environmental Engineering
O Mining Engineering

O Biotechnology Engineering
O Geology Engineering

0 Food Engineering

Nano-clay

Because of its distinctive
characteristics, nano-clay
is a versatile material
utilized in a variety of
engineering applications.

Figure 3. List of some engineering fields using Nano-clay.

Nano-clays have very important application areas in different sectors.
Some of the important ones among these are mentioned below:

The application of nano-clay in food packaging effectively inhibits the
growth of microorganisms, consequently enhancing food safety while also
mitigating the risk of contamination on food surfaces (Maisanaba, Ortufio,
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Jorda-Beneyto, Aucejo, & Jos, 2017).

In water treatment systems, the use of nano-clay serves as an effective
neutralizer of hazardous bacteria and viruses, resulting in safer water usage
(Lazaratou, Vayenas, & Papoulis, 2020).

The use of nano-clay in textile products prevents the growth of
microorganisms, resulting in the production of hygienic and odour-free
textiles (de Oliveira, Batistella, Lourenco, Ulson, & de Souza, 2021).

Also, nano-clay can be utilized to provide antibacterial properties in
surface coatings. This strategy prevents the transmission of microorganisms
on surfaces in hospitals, public transportation, and other public places
(Zhuang & Yu, 2002).

Nano-clay can be used to prevent the growth of microorganisms on the
surface of biomaterials. It can be used in hospital equipment, implants and
other medical devices. Nano-clay reinforced biomaterials offer a promising
new avenue in advanced healthcare materials, with potential to revolutionize
the treatment of musculoskeletal defects. (Yu, Lv, Wu, & Chen, 2023).
Natural tissues display various significant chemical, mechanical, biological,
and physical properties that manufactured biomaterials must imitate to
attain maximum tissue integration and regeneration. The ease of chemical
functionalization of nano-clays significantly strengthens mechanical
performance and can provide bioactive properties (Nazari, Naeimi, Rafienia,
& Monajjemi, 2023). Therefore, nano-clays have the potential to become a key
component of future orthopedic biomaterials.

Concerning agriculture and its products, nano-clay can control diseases
and pests while enhancing the nutrient uptake and yields of plants (Manjaiah
etal., 2019).

Additionally, nano-clay can be applied in energy storage (Lan et al., 2021).
It has been found effective in increasing energy storage device efficiency.
Specifically, it can serve as a cathode material in lithium-ion batteries
(Balkanloo, Marjani, Zanbili, & Mahmoudian, 2022).

Nano-clay is a technology used in many different application areas. Here
are some of them presented in Figure 4.
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Figure 4. Schematic representation of Nano-clay applications.

3. Conclusion

In conclusion, the significance of clay minerals in nanotechnology rests
upon their distinctive properties and adaptable applications in engineering.
Their layer structure, coupled with the ease of modification, allows the
development of nanostructured materials with enhanced performance. Clay
minerals possess extensive applications in a range of engineering fields, and
as such have the potential to be a game-changer for the engineering industry,
contributing to the development of nanotechnology.
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INTRODUCTION

Studies on the search for alternative fuels in internal combustion engines
date back to ancient times. One of the most important reasons for the search
for alternative fuels is due to supply crises related to petroleum-based fuels,
countries’ desire to reduce foreign dependency, efforts to reduce emission
rates, or limited oil reserves. Today, vehicles using internal combustion
engines have high thermal efficiency, high torque values, etc. Diesel engines
are preferred for reasons such as. These engines also have disadvantages
due to their emission values. Today, the fact that electric vehicles are trying
to replace internal combustion engines in passenger vehicles also creates a
disadvantage. Although electric vehicles have become more common in
vehicles instead of internal combustion engines, there are various concerns
about electric vehicles. While the most important of these concerns is the
range distance, other factors can be summarized as stranded as a result of the
battery running out while the vehicle is traveling, how long the battery life
will be, how these batteries will be disposed of when the battery life is over,
waiting time at charging stations and creating the necessary energy lines for
charging stations. In addition to these questions, using electric motors instead
of internal combustion engines in a short time is impossible because turning
millions of vehicles into scrap may cause undesirable consequences for the
country’s economy.

Although the use of diesel engines has decreased in various European
countries, diesel fuels must continue to be used to meet the high torque
requirement in machines and vehicles such as generators, tanks, and ships,
which are used extensively in areas where there are no power lines or in
cases of power outages. It is essential that biodiesel fuel is used in high torque
internal combustion engines without any modifications to the engine, and also
contributes to the reduction of exhaust emissions (Erdogan, Balki, Aydin, &
Say1n, 2020; Serag, Aydin, & Sayin, 2020). In our age, energy is essential for the
continuation of life. Due to the increase in population, the need and demand
for energy is increasing daily. The inadequacy of existing energy resources to
meet the demand has led to the emergence of alternative energy resources. In
this regard, various incentives were created in the first place for the efficient
use of energy and then for the search for alternative energy sources. Biomass
and waste are used as energy sources in various fields. Research is being
conducted on using biodiesel as an alternative fuel in internal combustion
engines running on diesel fuel (Soyler, Balki, & Sayin, 2023). Traditionally,
fossil fuels have been used mainly in the transportation and energy sectors.
Biodiesel fuels, which can be an alternative to fossil fuels due to their reserve
life, are on the agenda. With the increase in population and the resulting
industrialization, alternative energy sources will have a significant potential.
The key benefits of biodiesel, an alternative fuel, include its ability to be
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utilized in internal combustion engines without requiring much modification
and being renewable, sustainable, ecologically benign, and biodegradable.
Biodiesel also provides advantages in reducing exhaust emissions compared
to diesel fuel (HasimoKlu et. al., 2008; Tosun, Ozcanli, & Akar, 2022). The
widespread use of electric vehicles will also lead to increased electricity
consumption. Indirectly, this effect increases fossil fuel consumption rates
and environmental pollution. For these reasons, researchers are focusing on
alternative fuels to petroleum (Uysal, Uslu, & Aydin, 2022).

Diesel internal combustion engines are used not only in light vehicles
but also in cargo vehicles, agricultural vehicles, generators, etc., fixed devices
such as minimum tanks etc. It is widely preferred and used in vehicles and
maritime transportation. For all these reasons, the search for alternative fuels
instead of diesel fuel in internal combustion engines has continued until
today. An essential issue in the search for alternative fuels is that the desired
power, torque, and specific fuel consumption values from diesel engines must
be satisfactory in addition to having low emission values. In studies conducted
by scientists on alternative fuels, fuels defined as biodiesel obtained from many
different vegetable and animal oils by esterification or transesterification
method, which is another name, have attracted much attention. This new fuel
type can be used in internal combustion engines by mixing it with 100% or
different proportions of diesel fuel without requiring additional by-products
such as systems, units, or parts. Governments may provide incentives for
alternative energy sources instead of petroleum-based fuels or obligations to
use them in a particular proportion of diesel fuel.

Within the scope of this study, the use of some biodiesel fuels, which are
alternative fuel options used in internal combustion engines running on diesel
fuel in recent years, and their performance and emission values are discussed.

BIODIESEL FUEL PRODUCTION METHODS

Using biodiesel fuels directly in internal combustion engines may cause
various problems in the fuel system and storage. For this reason, instead of
using various oils directly in internal combustion engines, chemical processes
are carried out in these oils, and the fuels are made ready for use.

The fuel known as biodiesel is created by reacting goods with alcohol
in the presence of a catalyst, such as soybean oil, animal fat, or waste oil.
This fuel obtained in internal combustion engines can be used 100%, or it
can be used by mixing it with diesel fuel in different proportions to solve the
solidification problem in cold operating conditions. As a production method,
the methods listed in the diagram below can be used in biodiesel production
(Sayin, Erdogan, & Baki, 2019).
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Figure 1. Methods of obtaining biodiesel from oils (Sayn et. al., 2019)

DETERMINATION OF BIODIESEL FUEL PROPERTIES

Chemical and physical properties of biodiesel fuels, combustion
parameters, etc. Scientists seek various features to determine it. These features
are required not only to comment on the combustion process of fuel in internal
combustion engines but also in processes such as mathematical combustion
modeling. Table 1 (Can et. al., 2016) shows the properties of fuels, which are
generally given as a result of experiments and tests carried out in studies.

Table 1. Physical and chemical properties determined for biodiesel fuels

Property Unit
Density @ 15°C g/cm’
Lower heating value M]/kg
Cetane number -
Kinematic viscosity @ 40 mm?/s
Flash point °C
Cold filter plugging point °C
Distillation °C

Initial boiling point (IBP) -
Final boiling point (FBP) -
Sulfur content ppm

PERFORMANCE EVALUATIONS of INTERNAL COMBUSTION
ENGINES USING BIODIESEL

Internal combustion engines’ most advantageous operating states are
maximum power, maximum torque, and minimum specific fuel consumption.
The power produced by the engine is consumed in unstable situations such as
vehicle speed, road condition, load, and acceleration. Operating conditions
may only sometimes be stable due to variable loads on the engine. Engine
torque is increased by sending more fuel to the engine. For all these reasons,
the analysis of operation in internal combustion engines should include a
few operating situations and different operating situations. The power and
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economy of internal combustion engines during operation are evaluated with
engine characteristic performance curves. According to the engine speed, the
torque, power, and specific fuel consumption values in these characteristics
demonstrate the changes in diesel internal combustion engines when the fuel
pump lever is in a particular position, and the temperatures of the lubricating
oil and cooling water are stable (Cetinkaya, 2015).

Using sustainable and environmentally friendly fuels in internal
combustion engines instead of petroleum-based fuels attracts much attention
today. These fuels, called biodiesel, have emerged as a biodegradable fuel that
is non-toxic and reduces harmful emissions when used in diesel internal
combustion engines (Kumar et. al., 2023). For these reasons, in addition to
evaluating engine performance, it is essential to determine emission rates
in internal combustion engines. In studies on biodiesel, carbon monoxide,
carbon dioxide, azotoxide, and soot emission values are generally determined
(Karabektas, Ergen, Hasimoglu, & Murcak, 2016; Uyumaz et. al., 2020). Figure
2 provides a schematic illustration of the biodiesel fuel testing procedures for
internal combustion engines.
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Figure 2. Schematic picture of biodiesel fuel internal combustion engine testing
equipment
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CURRENT STUDIES ON BIODIESEL USE

Studies on green, sustainable, bio-based alternative fuels in internal
combustion engines have been conducted intensively for decades. Today,
studies are being carried out to improve fuel properties by using different
production methods, working in different atmospheric conditions, using oils
withdifferentcharacteristics specificto theregion,and using differentadditives.
As previously described, various vegetable or animal oils manufacture fuels.
After the chemical and physical characteristics of the fuel are established,
engine performance testing and emission tests are conducted in test rigs
known as dynamometers. Biodiesel fuels can be used 100% or mixed with
diesel fuel in different proportions and used in internal combustion engines.
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Some of the current studies carried out by researchers in this section are given
below.

#Resitoglu & Keskin;, They carried out a study to use biodiesel, which
they produced from waste oil, as an alternative fuel in an internal combustion
engine running on diesel fuel. They used the biodiesel they produced by mixing
it with diesel fuel in different volumetric proportions. As a result, blended
tuels gave similar performance values to diesel fuel. Nitrogen oxide emissions
increased while there was a decrease in hydrocarbon, smoke opacity, and
carbon monoxide rates in the biodiesel blend compared to diesel fuel. It has
been stated that using biodiesel produced by esterification with waste oil taken
from a cafeteria increases the specific fuel ratio and reduces engine power and
torque compared to some diesel fuel. They stated that biodiesel fuel blends
improve emission rates, can be used in diesel internal combustion engines,
and positively contribute to ecology and economy (Resitoglu & Keskin, 2018).

#Ulusoy et.al,; Stating that biodiesel is a popular fuel, they performed
technical operations on improving the viscosity and calorific value of waste
frying oil methyl ester. They conducted the experiments by mixing biodiesel
with diesel fuel in different proportions in an internal combustion engine
running on four-stroke direct injection diesel fuel. While we observed
decreased carbon monoxide and hydrocarbon rates, slightly more smoke
and nitrogen oxide emissions were obtained. They stated that although waste
frying oil has a different structure and lower quality than other biodiesel fuels,
it gives a good performance value. It is stated that the best mixing ratio is 10%
(Ulusoy et. al., 2018).

£ Aksoy et al; In the study, waste olive oil was converted into biodiesel
using transesterification. Internal combustion engine experiments were
conducted using diesel fuel and the obtained biodiesel (30%). According to the
study, biodiesel has a thermal efficiency between 1% and 5% lower than diesel
fuel. Compared to diesel fuel, it emits fewer carbon monoxide, more carbon
dioxide, more nitrogen oxide, and fewer soot particles. It was consequently
claimed that biodiesel made from wasted olive oil might be utilized by
blending it with diesel fuel (Aksoy et. al., 2019).

4 Erdogan et. al.; In his research, he looked at how two distinct kinds of
biodiesel and blends of these biodiesels affected a diesel-powered generator’s
performance, exhaust emissions, and combustion. Animal fat biodiesel from
bovine bone marrow, vegetable oil biodiesel from a safflower/canola oil blend,
and ultra-low sulfur diesel were all used in the experiments. Additionally, the
blend of animal fat biodiesel with ultra-low sulfur diesel and vegetable fat
biodiesel with ultra-low sulfur diesel were examined. They concluded that the
cylinder gas pressure and net heat release rate rose when animal fat biodiesel
and its blends were employed in a diesel generator. The average gas temperature
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and exhaust gas temperature values increased using animal fat biodiesel,
whereas thermal efficiency, carbon monoxide, and overall hydrocarbon
emissions dropped. Carbon dioxide emissions were higher than low-sulfur
diesel but lower than vegetable oil biodiesel. Nitrogen oxide emissions showed
a similar change in all fuel types. In this study, the usability of alternative
fuel biodiesel was investigated to improve diesel generators’ performance and
emissions (Erdogan et. al., 2020).

#Serag et. al.; They stated that the importance of biofuels and renewable
energy sources has increased due to increased environmental pollution and the
rise in the prices of petroleum-derived fuels. It is stated that the production of
soybean oil-based biodiesel can significantly contribute to the economy and
employment of countries. In this context, research was conducted to test the
usability of soy fuel in a generator set running on internal combustion diesel
fuel. The study examined how various fuel blends affected a diesel engine’s
efficiency, emissions, and combustion style. The results showed that biodiesel
blends exhibited similar combustion behaviors to diesel fuel. However, it has
been stated that carbondiokside emissions increase as engine load increases.
It has also been stated that biodiesel blends reduce volatile hydrocarbon
emissions and reduce smoke opacity. It has been stated that the energy density
of these biofuels is lower. They can be utilized in diesel engine generating sets
without issues because of their low specific fuel consumption values. Finally,
the researchers suggested that future studies address issues such as increasing
the amount of air and testing additives that would improve biodiesel fuel
properties (Serag et. al., 2020).

#Aydin & Caliskan; By transesterifying tea seed oil, they created tea oil
methyl ester. To create test fuels, this biodiesel was combined in various ratios
with diesel fuel, and its varied qualities were assessed. These characteristics
include tests for copper rod corrosion, density, kinematic viscosity, cetane
number, pH amount, turbidity, pour and freezing points, calorific value, and
color determination. The results showed that methyl ester blends can serve
as a diesel fuel alternative and be used in diesel engines without altering
the engine. However, it has been stated that using entirely biodiesel fuel is
unsuitable for cold flow properties. Considering all the evaluations, it has
been stated that the fuel mixture using 20% biodiesel gives the best results,
and tea oil methyl ester can be used as fuel (Aydin & Caligskan, 2021a).

# Aydin; In his study, he emphasized the importance of energy production
from waste and focused on how biodiesel is produced using waste sunflower
oil and the benefits of this biodiesel. The research draws attention to the
future importance of energy production from waste and states that countries’
ability to produce their energy will provide an advantage over other countries.
Biodiesel was produced by converting waste sunflower oil into methyl ester
by transesterification. By blending ternary biodiesel, ethanol, and euro diesel
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fuel, this was put to the test. The experiments revealed that adopting the
most suitable ternary mixture as an environmentally friendly fuel mixture
would result in energy conversion from waste. As an advantage of the triple
fuel mixture, it has been stated that biodiesel eliminates the deficiency of low-
sulfur euro diesel fuel, reduces viscosity, reduces ethanol emissions, increases
energy efficiency, and increases combustion efficiency since it is an oxygenated
fuel (Aydin, 2021).

#Aydin & Caliskan; They studied biodiesel fuel to increase engine
performance, reduce environmental pollution, and use alternative fuels. This
study also tested biodiesel fuel internal combustion engines in a laboratory
environment. Biodiesel was produced using Camelina sativa oil. Experiments
were carried out on the chassis dynamometer by mixing biodiesel fuel with
Eurodiesel in different proportions. These tests measured vehicle performance
and exhaust emissions at different speeds. The findings showed that particular
tuel usage rose as the biodiesel ratio rose. It has been stated that the biodiesel
mixture has an effect on exhaust emissions, and it has been stated that it
reduces carbon monoxide, carbon dioxide, and hydrocarbon values but
increases nitrogen oxide values (Aydin & Caliskan, 2021b).

#Ardebelli et al; Statistical techniques were used to analyze the impact
of fuel mixes by combining JP-8 military aviation fuel with sunflower oil as
biodiesel in various ratios on the internal combustion engine’s performance
and ideal operating conditions. The tests used conventional JP-8 fuel, pure
biodiesel fuel, and a combination of these fuels. As a result, they discovered
that fuel usage decreases as engine load increases. Increases in exhaust
temperature, nitrogen oxide emissions, and carbon monoxide emissions
occur as the biodiesel ratio rises (Ardebili, Kocakulak, Aytav, & Calam, 2022).

+£0giit et. al; He tested the outcomes of converting horse fat into
biodiesel using the transesterification process and this biodiesel in an
experimental mixture with diesel fuel. The created biodiesel and diesel fuel
mixture yielded two distinct mixtures, D100 and D95B5. Engine performance,
energy analysis, and noise emissions were evaluated concerning these fuels’
characteristics. Gasoline D95 B5 generated 4.06% more power and 0.68%
more torque than gasoline D100. According to the minimal particular fuel
consumption criterion, D100 fuel used 4.70% less than D95 B5 fuel. The
maximum torque speed, lowest specific fuel consumption rate, and highest
power rate for experimental fuels were established using the energy analysis
results. As engine speed increased, fuel energy flow increased. When D95 B5
fuel was used in the engine, there was 0.56% less noise than D100 fuel. It has
been stated that D95 B5 fuel produces less noise due to its higher cetane value.
It has been reported that blending biodiesel made from horse fat with diesel
fuel improves engine efficiency and reduces noise pollution. It has been said
that using this fuel type in diesel engines does not require any adjustments.
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New biodiesel raw materials such as horse oil are a potential way to popularize
biodiesel and make it competitive. Studies can be carried out on increasing
the blending ratios in the future (Ogiit, Oguz, & Aydin, 2022).

#Oztiirk & Can;, They looked at the utilization of biodiesel fuels from
canola oil in diesel engines. The study concentrated on nitrogen oxide
emissions from biodiesel fuels, which are higher than those from diesel fuels,
and various management strategies were examined to address this issue. The
study looked at three control strategies: ethanol addition, injection delay, and
exhaust gas recirculation. Comparative experiments on a %10 biodiesel blend
have shown that exhaust gas recirculation is an effective method to improve
combustion parameters, and the best performance and emission results are
achieved with a 2° delayed injection timing. Research has shown that adding
2% ethanol to the B10 biodiesel blend does not positively affect performance
and negatively affects the emissions of this blend. However, it was concluded
that all methods examined in the study have the potential to reduce nitrogen
oxide emissions. It was stated that the composition of the canola oil used
in this study, which produced canola oil biodiesel, consisted of oleic and
linoleic acid. The necessary conditions for conversion to methyl esters are
also specified. This study has demonstrated that optimal performance and
emission outcomes can be achieved by slightly delaying fuel injection timing.
It has been stated that using EGR (exhaust gas recirculation) can help achieve
similar combustion parameters with diesel fuel but may negatively affect
performance parameters. It was concluded that the addition of ethanol only
had a positive effect on emissions (Oztiirk & Can, 2022).

4 Uyaroglu et. al.; Crambe Orientalis conducted an experimental study
to see how organic manganese addition in biodiesel affected emissions,
performance, and combustion in diesel engines. The performance and
emissions of diesel engines were studied concerning Crambe orientalis
biodiesel with organic manganese addition. The MATLAB/Simulink
environment was used to process data related to in-cylinder pressure. These
facts allowed for calculating the fuel combustion process, heat release rate,
ignition delay, average adequate pressure, thermal efficiency, and maximum
pressure increase rate. It was determined that biodiesel fuel mixtures caused
a 1.96% and 1.82% increase in the specified thermal efficiency compared to
pure diesel fuel. However, it has been noted that these mixes increase the use
of a particular fuel. It has been reported that using biodiesel mixes reduces
emissions of hydrocarbons, smoke, and carbon monoxide. The average in-
cylinder pressure, maximum in-cylinder pressure increase, combustion onset,
combustion duration, brake-specific fuel consumption, and carbon monoxide
and hydrocarbon emissions are all reportedly affected by organic manganese.
Although it has been underlined that increasing biodiesel density impacts
particular fuel consumption values and combustion start, diesel engines
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can still use it without any modifications. This study showed that Crambe
orientalis oil is an excellent complementary fuel for diesel fuel and that organic
manganese additive can improve the performance of biodiesel by affecting
the combustion process. The results also show that organic manganese is a
suitable additive that can overcome the weak properties of biodiesel to reduce
exhaust emissions (Uyaroglu, Giirii, Uyumaz, & Kocakulak, 2022).

4Soyler et. al.; He examined biodiesel production from oil containing
high-free fatty acids from waste olives. The study concentrated on an
optimization method for acid esterification that uses the least amount of
alcohol and catalysts. The manufacturing of biodiesel using ultrasound
assistance resulted in time and energy savings. The study’s originality lies
in converting oil containing high-free fatty acids from waste olive fruit into
an alternative fuel. In addition, essential findings such as determining the
optimum parameters of sulfuric acid use have been achieved. The results show
that waste olives can be transformed into an economically valuable product
and that efficient biodiesel production is possible from oils containing high
free fatty acids. Using the ultrasound-assisted transesterification method for
this purpose can potentially reduce costs and improve biofuel production.
This study adopted a unique approach in which the amount of catalyst was
calculated according to the weight of free fatty acids in the oil. It has been
stated that this situation can help prevent reaction disruptions and increases
in sulfur content, that biodiesel complies with EN 14.214 standards, and that
the esterification process is carried out effectively (Soyler et. al., 2023).

#Calik et.al; They claimed in their analysis that internal combustion
engine use of alternative fuels was the main focus of attempts to lessen
reliance on fossil fuels. The research addresses a compression ignition
engine’s performance and emission characteristics by examining the
combined effects of nanoparticle additives and hydrogen fuel. Combinations
of biodiesel, titanium dioxide nanoparticles, and hydrogen have been used.
Nanoparticles compensated for the decrease in engine performance caused
by biodiesel and further improvements were observed by adding hydrogen.
According to the emission results, carbon dioxide emissions decreased using
biodiesel, nanoparticle additives, and hydrogen. Because these increased
the combustion quality and prevented incomplete combustion. However,
due to increased cylinder temperature, nitrogen oxide emissions increased
with the use of biodiesel, nanoparticles, and hydrogen. In terms of torque
and power, biodiesel decreased compared to diesel fuel, but the addition of
nanoparticles compensated for this decrease. The use of hydrogen further
increased performance with the use of biodiesel, carbon monoxide decreased,
nanoparticles reduced carbon monoxide, and hydrogen minimized carbon
monoxide emissions. The use of biodiesel, nanoparticles, and hydrogen has
caused an increase in nitrogen oxide emissions compared to diesel fuel. These
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increases were explained by the biodiesel’s oxygen content, the nanoparticles’
catalytic effect, and the hydrogen’s faster combustion (Calik, Tosun, Akar, &
Ozcanly, 2023).

#Pawar et. al.; It has been stated that the decrease in fossil fuel resources,
the increase in prices, and the disruption of natural balances by harmful
environmental emissions increase the need for alternative fuels. They claimed
that biodiesel could be a crucial alternative fuel for diesel engines. This study
compared the effects of Karanja oil biodiesel with Cocklebur seed oil biodiesel
on emissions and thermal performance. In the research, experiments were
conducted with mixtures of Cocklebur seed oil biodiesel (20%) and Karanja
oil biodiesel (80%) by adjusting different engine variables to determine the
optimum conditions in the diesel engine. These experiments were carried
out using an orthogonal array (Taguchi Design L9) with maximum thermal
efficiency, minimum fuel consumption, and minimum levels of pollutants
such as nitrogen oxide, carbon monoxide, hydrocarbons, and smoke. The
results show that when 20% Cocklebur biodiesel is mixed with Karanja
biodiesel, the maximum thermal efficiency increases by 0.98%. It has been
stated that using a mixture of Cocklebur biodiesel and Karanja oil biodiesel as
fuel increases thermal performance and affects some emissions (Pawar, Hole,
Bankar, Channapattana, & Srinidhi, 2023).

iiiiAshfaque et. al; In their study, they emphasized that the
need for alternative fuels has increased due to the increase in fossil fuel
prices, environmental impacts, and the need for sustainable development,
and therefore the research and development of alternative fuels has gained
importance. It has been stated that alternative fuels based on renewable energy
sources offer solutions to the problems of fuel depletion, unavailability, and
environmental pollution. It has been stated that biofuels have the potential to
develop green energy in particular and are produced from biomass such as
agricultural waste. It has been explained that the commonly used method for
biodiesel production is Transesterification and that this process is three-stage
and cost-effective. Additionally, it has been stated that biodiesel properties may
differ depending on the geographical location of the raw material. Therefore,
it is stated that these features should be taken into account before biodiesel
production, and the rise of a science and engineering approach focusing on
sustainable energy solutions is explained by emphasizing the importance of
alternative fuels and the properties of biofuels (Ashfaque et. al., 2023).

#Bhonsle et. al.; The potential of inedible plants such as Cannabis Sativa
and Sapium sebiferum for industrial biodiesel production has been examined.
Using a new solvent, fatty acid methyl ester obtained from these plants was
synthesized, and 98.7% and 97.8% fatty acid methyl ester yield was obtained.
Three possible mechanisms and technical innovations of the new solvent are
also described. The produced biodiesel and its blends met the physicochemical



134 - Hicri Yavuz

properties following ASTM/BIS specifications. The study also compared
biodiesel production from Sapium sebiferum and Cannabis sativa plants.
Biodiesel obtained from both plants was produced with a shorter reaction
time at ambient temperature. The ASTM/BIS procedures were used to analyze
the fuel qualities of the created biodiesel and biodiesel-diesel mixes, and it
was discovered that the flash point and pour point of the generated B-20
mixtures complied with the specifications by favorably altering the mixture
concentration. According to this study, non-edible plants might be a source of
biodiesel (Bhonsle et. al., 2023).

#Liu et.al; They examined the use of ultrasound-assisted methods in
biodiesel production and optimized the processes of producing biodiesel by
extracting oil from field pennycres seeds. They stated that the biodiesel obtained
by ultrasound-assisted transesterification has a quality under biodiesel
standards. It has been stated that the production methods studied significantly
reduce energy consumption compared to traditional methods. The effects
of different extraction methods are demonstrated through microstructure
observations. It has been stated that it contributes to developing new, efficient,
and environmentally friendly processes in producing biodiesel from field
pennycres seeds. Future research should focus on the design and application
stages for industrial production, such as optimizing ultrasonic reactors and
pilot-scale tests. A new pathway for biodiesel production has been opened,
highlighting its commercial production potential (Liu et. al., 2023).

#Krishnamoorthi et. al.; They carried out a study on the significance
and impacts of using biodiesel made from Delonix regia seed. Delonix Regia
seed biodiesel has the potential to displace conventional fuels due to its ability
to lower the emission of toxic exhaust fumes, according to specific reports.
They coated the pistons and cylinder liners with their mixtures, claiming
that the engine efficiency was not the same as that of standard diesel fuels.
According to reports, these coatings will act as a thermal barrier. The study
concentrated on using a compression-ignition engine using a blend of 80%
Delonix Regia biodiesel. Delonix Regia biodiesel has reportedly undergone
little scientific research because of its characteristics, such as high viscosity
and low calorific value. However, it has been claimed that using it in thermal
barrier-coated internal combustion engines improves engine performance
and lowers emissions. During testing, it was discovered that 80% biodiesel
increased specific fuel consumption, improved brake thermal efficiency,
and decreased carbon monoxide and unburned hydrocarbon emissions.
According to a study, nitrogen oxide emissions are increasing while smoke
opacity is decreasing. The benefits of cetane number and oxygen concentration
in Delonix regia seed biodiesel helped lower carbon monoxide emissions and
unburned hydrocarbons (Krishnamoorthi, Sudalaimuthu, Dillikannan, &
Jayabal, 2023).
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#Anwar et. al.; This research examined biodiesel production using
karanja (Pongamia pinnata) seed oil. Karanja seed oil has been used for
biodiesel synthesis by base-catalyzed transesterification reaction. With the
help of sulphuric acid and the esterification reaction, the oil’s free fatty acid
content was decreased. To create methyl esters of karanja oil, the esterified oil
was transesterified with methanol and a potassium hydroxide catalyst. The
usability of biodiesel was supported by the discovery that its fuel qualities are
by ASTM requirements. The study highlights the potential of Karanja seed oil
for quality biodiesel production as a non-food oil source. It has been stated
that in countries experiencing an energy crisis, such as Pakistan, using locally
available and underutilized resources in biodiesel production can offer a
solution to reduce energy dependency. With this study, researchers stated that
Karanja seed oil is a suitable alternative for biodiesel production and has the
potential to meet the demand for renewable energy resources and that they
aim to contribute to the more effective use of agricultural waste in countries
such as Pakistan (Anwar, Tariq, Nisar, Ali, & Kanwal, 2023).

#£Meng et. al; According to researchers, using biodiesel made from
used cooking oil as diesel fuel is one of the crucial steps to ensuring global
energy transformation and sustainable growth. They investigated how a diesel
engine with a common-rail fuel injection system would respond to a fuel
combination made of biodiesel and used cooking oil. Under various operating
situations, they experimentally investigated the impact of four different fuel
mixture ratios (0%, 10%, 20%, and 30%) on engine combustion and emission
characteristics. According to study findings, adding biodiesel from used
cooking oil lengthened the combustion time. For combustion under medium
and high load conditions (50% and 75%), favorable results were attained. The
emission concentration decreased when the load was low as the mixture ratio
increased. Nitrogen oxide and Acetaldehyde emissions increased, and soot
emissions did not change with mixture ratio changes. Emission concentration
decreased as the mixing ratio increased under medium and high load
conditions. However, nitrogen oxide emissions have increased slightly.
According to the study, adding biodiesel from used cooking oil enhanced the
common-rail diesel engine’s combustion and emission characteristics at 50%
and 70% load levels (Meng et. al., 2023).

%El yaakouby et. al; They emphasized the significance of looking into
alternative energy sources as energy demand rises due to the depletion of
fossil fuels and their adverse impacts on the environment. They created a
new catalyst to improve biodiesel synthesis generated from palm oil. A high-
temperature thermal shock and sulfonation process synthesized this catalyst.
Under optimal conditions, with this catalyst, they could convert up to 96.75%,
which is a high rate for conversion from palm oil to biodiesel. Additionally, in
tests on the reusability of the catalyst, they determined that it maintained its
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effectiveness throughout three consecutive reaction cycles. They determined
that the produced biodiesel has properties that comply with international
standards. This study indicates that a catalyst derived from sardine scales is
an effective alternative for biodiesel production and can reduce dependence
on fossil fuels (El yaakouby, Rhrissi, Abouliatim, Hlaibi, & Kamil, 2023).

#Jit Sarma et. al.; As a result of the increasing need for alternative fuel
sources, a study was conducted to examine the use of nano-based biodiesel
blends to improve the performance of biodiesel. It has been stated that the
demand for alternative fuel sources increases as air quality decreases and
fossil fuel reserves begin to be depleted. It has been stated that biodiesel is
seen as an alternative fuel obtained from plant or animal sources. However, it
has certain drawbacks, including poor atomization, low calorific value, high
molecular mass, and low thermal efficiency. Researchers used titanium oxide
nanoparticles as additions to biodiesel made from mahua oil to enhance its
performance. Experiments were carried out using various test fuels, and the
results were compared. It has shown that nano-based biodiesel blends reduce
carbon monoxide emissions by 37.42% to 46.54%, hidrocarbon emissions by
22.54% to 28.4%, and nitrogen oxide emissions by 2.3% to 4%. As a result of
these results, researchers stated that nano-based biodiesel blends give hope
that they can replace fossil fuels and reduce environmental impacts. They
stated that further optimization studies and performance enhancement are
required and that this study represents a promising step towards developing
alternative fuel sources using the combination of biodiesel and nanotechnology
(Jit Sarma et. al., 2023).

iMalyadri et. al.; It has been stated that economic and environmental
factors related to biodiesel production should be addressed, focusing on the
importance of alternative fuels and the potential of biodiesel to reduce fossil
fuel consumption. It has been accepted that alternative fuels are fuels that
can be used in various applications, from automobiles to aircraft, maritime to
energy production, and that it is essential to improve the properties of these
fuels so that they can be used in the future. For this reason, researchers have
emphasized that alternative fuel sources such as biodiesel are essential in
reducingfossil fuel consumptionand greenhouse gas emissions. They examined
alternative fuel sources’ long-term sustainability, economic advantages, and
environmental impacts. The properties of the mixture obtained by mixing
Madhuca longifolia biodiesel and diesel fuel were examined. The properties
of the mixture were compared with pure diesel and pure Madhuca longifolia
biodiesel. The results show the usability of Madhuca longifolia biodiesel and
diesel mixture as engine fuel. In particular, it was determined that the MLB10
mixture developed by the researchers had a better flash and combustion point
and less density than diesel fuel. The calorific value and viscosity of the MLB10
mixture are closer to diesel. This study focused on increasing the usability of
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Madhuca longifolia biodiesel blends in internal combustion engines. Using
the 10% mixture as an alternate fuel for diesel engines has been proposed
(Malyadri et. al., 2023).

#Rex et. al.; Researchers have figured out how waste cooking oil impacts
engine performance and pollutants when put in various volumes in the engine.
However, the use of biofuel generated from frying oil has led to an increase in
nitrogen oxide emissions. Additionally, it was noted that, while using biodiesel
made from used cooking oil, specific fuel consumption increased somewhat
but tolerably, considering the drop in exhaust pollutants. More nitrogen
oxide emissions are seen during combustion engines powered by biodiesel,
while carbon monoxide, hydrocarbon, and particulate matter emissions
can be reduced. According to what has been said, it is generally accepted
that biodiesel’s higher oxygen content causes more complete combustion
and less emissions. Higher oxygen content also causes a fall in calorific
values, increasing fuel use and power losses. Due to higher density, viscosity,
inadequate filtration, and decreased volatility, it is physically impossible to
directly use purified biodiesel or methyl ester as a diesel fuel substitute in
traditional diesel engines. Using used cooking oil is an appealing method for
making biofuel at a reasonable price. The high free fatty acid content is the
only drawback, however. Utilizing biodiesel in the industry is difficult due to
its high cost. It has been claimed that employing a less expensive feedstock,
like used cooking oil, will raise the price of biofuel to parity with that of
crude oil. This study had a 4-12% reduction in carbon monoxide emissions.
Emissions of nitrogen oxide increased by 15%. There was a 6% to 9% loss of
electricity. The study claimed that leftover cooking oil can be converted into
renewable fuel (Rex, Rex, Shiny, & Annrose, 2023).

#Rajpoot et. al; The study examined the energy-exergy emissions of a
single-cylinder, water-cooled, 4-stroke diesel engine and the sustainability
analysis of spirulina microalgae biodiesel. The following four fuel samples
were used: 100% diesel, 0% spirulina biodiesel, 20% spirulina biodiesel, 80%
spirulina biodiesel, and 100% spirulina biodiesel. They looked at engine
performance at various loads and compression ratios. According to the
study, about one-third of the energy is employed for actual work, while the
other two-thirds is lost as energy. By using Spirulina biodiesel, emissions are
reduced by 28.09%. It has been stated that Spirulina biodiesel has potential
in terms of sustainability and can replace traditional fuels. However,
researchers stated that engine modifications and operating conditions should
be optimized to reduce energy losses. It has been stated that the disadvantages
of using Spirulina biodiesel include raw material supply, energy inputs,
and technological limitations (Rajpoot, Choudhary, Chelladurai, Nath, &
Pugazhendhi, 2023).

#Leo et. al; This study evaluates the performance, combustion, and
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emissions of biodiesel blends generated from cerium dioxide nanoparticles,
acetylene injection, and cashew nut shell oil in diesel engines used for
agricultural purposes. The thermal efficiency of engine brakes fell by 1.38%
when biodiesel was used. However, the yield was significantly boosted by
adding acetylene and cerium dioxide nanoparticles. Because of acetylene
injection’s higher combustion efficiency, peak pressure increased by 10.42% and
engine brake thermal efficiency by 3.18%. Acetylene injection fuel exhibited
lower nitrogen oxide emissions than the other test fuels. Using cerium dioxide
nanoparticles reduced the hydrocarbon and carbon monoxide emissions of
biodiesel generated from cashew nut shell oil by 5.92% and 3.3%, respectively.
The improved results showed that the engine performance was highest
when cerium dioxide and cashew shell nut oil were combined. The potential
of cerium dioxide nanoparticles and acetylene injection was evaluated to
enhance the usability and performance of cashew nut oil biodiesel blends,
which support the resolution of energy and environmental concerns in using
energy resources in agricultural diesel engines (Leo et. al., 2023).

#]Jain et. al; A study was done to examine if biodiesel made from Mesua
Ferrea seed oil may enhance the performance of a diesel engine. This research
was carried out using energy, exergy, and emission analysis. Experiments
were carried out with different injection timings and load settings. The results
showed that 20° injection timing increased fuel conversion efficiency. With
the use of Mesua Ferrea seed oil biodiesel, energy consumption has decreased,
and emissions have also decreased. It has also been stated that using tire
pyrolysis oil increases energy and exergy efficiency in the fuel mixture. In
addition, peanut oil biodiesel and carbon nanotube nanoparticles were used
in a diesel engine, and the results were stated to be similar to diesel fuel in
terms of energy and exergy analysis. The first study examined the effect of
diesel engines running on Mesua Ferrea seed oil biodiesel on injection timing
and load adjustment. It is aimed to increase the performance of diesel engines
with this type of biodiesel that can be used for energy production in rural
areas. The key finding was that 20° injection timing improves fuel conversion
efficiency while lowering carbon monoxide, carbon dioxide, hydrocarbons,
and nitrogen oxide emissions (Jain et. al., 2023).

#Rajpoot et. al.; This investigation focused on fuel mixtures and added
100 ppm graphene nanoparticles to the second-generation Jatropha biodiesel
to assess the performance of a single-cylinder internal combustion engine.
Pure Jatropha biodiesel (JB100), a blend of 20% biodiesel and 80% diesel (JB20),
pure Jatropha biodiesel plus fuel with 100 ppm graphene nanoparticles added
(JB100Gn100), and a combination of 20% biodiesel and 80% diesel plus fuel
with 100 ppm graphene nanoparticles (JB20Gn100) The following gasoline
blends were identified: (JB20Gn100). The study analyzed engine behavior
parameters such as heat produced in the cylinder, engine efficiency, fuel
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consumption, smoke opacity, and PM emissions. Different fuel mixtures were
compared. The results show that adding graphene nanoparticles increases
the engine’s thermal efficiency by 0.57% to 1.54%, reduces fuel consumption
by 0.36% to 1.33%, reduces smoke opacity by 0.45% to 4.12%, and reduces
PM emissions. It showed that it decreased between 1.68% and 9.62%. This
research has shown that biodiesel blends containing graphene nanoparticles
can improve engine performance. It was concluded that by adding graphene
nanoparticles to Jatropha biodiesel, its physicochemical properties were
improved, and thus, better combustion was achieved. The addition of graphene
nanoparticles to JB20 and JB100 fuels increased engine performance. With
graphene oxide nanoparticles, fuel consumption decreased, and smoke
opacity and PM emissions decreased. As a result, it has been determined that
biodiesel fuels containing graphene nanoparticles can increase the efficiency
of engines and reduce emissions. Future research should focus on the stability
and sustainability of such blended biodiesel blends (Rajpoot, Choudhary,
Chelladurai, & Patel, 2023).

#Ch et. al.; The usage of Kusum biodiesel blends as an alternative fuel
for diesel engines was looked into. A single-cylinder diesel engine was used
to test mixes with various biofuel percentages. Kusum biofuel was used to
make fuel blends of 10% Kusum and 90% diesel (K-10 D-90), 20% Kusum
and 80% diesel (K-20 D-80), 30% Kusum and 70% diesel (K-30 D-70), and
40% Sesame biofuel and 60% diesel (K-40 D-60). Performance and emission
parameters of internal combustion engines were evaluated. According to the
researchers, the 20% biofuel and 80% diesel blend (K-20 D-80) performed the
best. This combination uses the most minor gasoline specifically for brakes
while providing the best thermal efficiency. It has been reported that kusum
biodiesel blends perform effectively as an alternative fuel for diesel engines.
Although the thermal efficiency of the brakes is reduced and the amount
of fuel precisely needed for the brakes is increased when the kusum biofuel
ratio is raised. Hydrocarbon and carbon monoxide emissions have decreased,
but nitrogen oxide emissions have grown. According to research, the K-20
D-80 is the best combination for increasing engine performance and lowering
emissions (Ch, S, Mahesh, & Boni, 2023).

iOpuz et. al.; The transesterification method created biodiesel from
canola oil biodiesel, and 20% pure diesel fuel (B20) was added to this biodiesel.
Later, many studies were conducted using B20 fuel and carbon nanoparticles
(carbon quantum dots) at 50, 100, and 150 ppm concentrations. The study’s
findings show that as engine load grew, the difference in cylinder pressure
between diesel and blended fuels decreased. The addition of metallic fuel
shortens ignition delay. It was determined that specific fuel consumption
decreased with the addition of carbon nanoparticles, and thermal efficiency
increased. Higher in-cylinder pressure values were obtained at low engine
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loads compared to pure diesel fuels. However, this difference decreased with
increasing engine load. In addition, since the addition of carbon nanoparticles
improves the cetane number and calorific value of the fuel, improvements
in fuel economy have been observed. However, adding carbon nanoparticles
extended the flame duration and increased the burning time. It was determined
that carbon monoxide and nitrogen oxide emissions increased with the
addition of carbon nanoparticles, while hydrocarbon emissions decreased.
As a result, it has been stated that adding carbon nanoparticles to biodiesel
blended fuels improves the properties of the fuel and reduces emissions (Opuz
et. al., 2023).

RESULTS

Vegetable oils were used to invent internal combustion engines running
on diesel fuel. Afterward, oil-derived fuels gained importance due to the
search for oil, finding suitable reserves and species, and the reserve life of these
species being satisfactory in those years. In the last 30 years, the search for
alternative engines or fuels has accelerated due to concerns about oil reserves,
the lack of oil mines in all countries, and the emissions they emit to the
environment. Biodiesel fuel has been the subject of research by researchers in
internal combustion engines for many years, and the research has continued
unabated until today. In current studies conducted by researchers, it has been
determined that in addition to intensive studies on plant and animal products
in every country, biodiesel studies are also carried out on waste products. As
shown schematically in Figure 3, the physical and chemical properties of these
fuels developed after the biodiesel production process are first determined.
Then performance and emission tests are carried out in internal combustion
engines.
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Figure 3. Experimental processes of developed biodiesels

Researchers have used various additives to eliminate the disadvantages
that may arise in using biodiesel fuel in internal combustion engines, and it has
been determined that using biodiesel fuel gives satisfactory results. It has been
discovered that biodiesel fuels can be used as renewable fuels in diesel engines
as an alternative fuel because they have nearly the same fuel consumption
and torque power values as diesel fuel while reducing carbon monoxide,
carbon dioxide, and smoke darkness emission rates somewhat. The reason
why biodiesel fuels cannot be widely used and are not available in the market
may be that the control and standardization that may arise regarding this fuel
is not fully formed, it may be produced under inappropriate and uncontrolled
conditions, and the fuel system in new generation internal combustion
diesel engines consists of susceptible parts. In order to solve these problems,
countries can work on various legal regulations and standardization, and
after these studies, they can supply suitable fuel for final consumer use. Using
this fuel will positively contribute to the country’s economy and lead to more
effective use of existing resources. Biodiesel can be considered an alternative
energy source in internal combustion engines in popularizing electric vehicles’
battery, range, and charging stations, which are widely researched today.
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1. Introduction

Maritime transport is one of the lifelines of global trade and makes
significant contributions to the growth of the world economy. Accounting
for approximately 80-90% of global trade, maritime transportation forms the
backbone of international commerce (Ergin & Ergin, 2021; Shi & Li, 2017).
Over the last three decades, the volume of cargo transported by sea has
almost tripled as countries’ populations have increased and their economies
have grown (Ergin & Sandal, 2023; UNCTAD, 2021). This rapid growth in
the economy has led to an increase in fuel consumption, as expected, and it
has been stated that a significant portion of fuel consumption originates from
national and international maritime transportation (Deniz & Zincir, 2016).
However, the use of high-sulfur-containing fossil fuels, especially heavy
tuels, in maritime transportation (Rony et al., 2023) has confronted maritime
transportation with environmental problems. Emissions released by ships
into the atmosphere include harmful greenhouse gases such as sulfur oxide,
nitrogen oxide, and particulate matter. Approximately 70% of these gases
accumulate in an area of approximately 400 square kilometers, including
terrestrial regions (Endresen et al., 2003; Eyring, Kohler, Lauer, & Lemper,
2005). This poses a serious risk to both the environment and people’s health
(Ampah, Yusuf, Afrane, Jin, & Liu, 2021; Bengtsson, Andersson, & Fridell,
2011). The presence of these gases causes serious fatal diseases for humans
(lung cancer, heart failure, bronchitis, etc.) and negative environmental effects
such as global warming (Noor, Noor, & Mamat, 2018).

In a study conducted by the International Maritime Organization (IMO)
in 2014, it was determined that ships emit 938 million tons of carbon dioxide
(CO,) into the atmosphere annually. This figure represents approximately
2.6% of human-caused emissions globally. Nowadays, the maritime industry
has become more aware of its environmental responsibility as the possible
effects of global climate change on people and the environment attract more
attention. According to IMO data, exhaust emissions from ships constitute
a significant part of total transportation emissions worldwide. Specifically,
ships are responsible for 60% of sulfur oxide (SOx) emissions, 40% of nitrogen
oxide (NOx) emissions, and 15% of CO, emissions. These exhaust emission
percentages reflect the growth in maritime transportation over the past 30
years (Hwang et al., 2020).

In this context, IMO has made important commitments to reduce the
carbon footprint of the maritime industry. It is planned to reduce CO2
emissions from shipping by 40% by 2030 and 70% by 2050. In addition, it is
aimed to reduce greenhouse gas emission values by 50% by 2050 (compared
to 2008 levels). These studies reflect the long-term goals of the maritime
industry towards the ultimate goal of completely eliminating these emissions
by 2100 (Balcombe et al., 2019; IMO, 2018; Joung, Kang, Lee, & Ahn, 2020).
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Moreover, these commitments represent important steps taken by the
maritime industry to ensure environmental sustainability and play a vital role
in combating global climate change. Therefore, the shipping industry needs
additional innovative approaches to increase environmental sustainability
and reduce carbon footprint. As fossil fuels are rapidly depleted and therefore
expensive, renewable energy is becoming much more attractive. At the same
time, since the production of petroleum-based fuel resources is limited to
certain countries (Ali, Mamat, & Faizal, 2013), the search for new alternative
tuels is also increasing (Noor et al., 2018). As a result of this need in recent
years, alternative ship fuels and advanced technologies have initiated a major
transformation in the maritime industry. Diesel has begun to be replaced
by clean energy sources such as liquefied natural gas (LNG), hydrogen fuels,
electricity and biofuels. By choosing these alternative fuels, carbon emissions
can be reduced, air quality can be improved and energy efficiency can be
increased. Alternative ship fuels play an important role in reducing negative
impacts on the environment and making maritime transportation more
environmentally friendly.

This study examines various alternative types of marine fuel and focuses
on their characteristics, advantages and disadvantages. In addition, the
applicability and future potential of these fuels in maritime transportation
are also evaluated. Alternative ship fuels can help the shipping industry
move towards a cleaner, more sustainable future. Therefore, the research
and application of these fuels is of great importance for both maritime
professionals and environmental advocates. Additionally, another aim of this
study is to understand this critical issue in detail and provide a road map to
reduce the environmental impacts of maritime transportation.

2. Alternative Ship Fuels
2.1.Liquefied Natural Gas (LNG)

LNG (Liquefied Natural Gas) is a fuel obtained by turning methane gas
into liquid at low temperatures. This liquefaction process reduces the volume
of natural gas, making it easier to transport and store, while also providing
clean burning properties. In recent years, LNG has gained popularity as a
marine fuel. When liquefied into liquid form, it occupies only approximately
1/600 of the volume of the gaseous product, making it ideal for use on ships
(S. Wang & Notteboom, 2014). It is a particularly popular choice for cruise
ships, container ships, and Ro-Ro ships (S. Wang & Notteboom, 2014). Xu and
Yang found that the use of LNG gives the best results for ship types that make
shorter stops and have appropriate ship sizes (Xu & Yang, 2020). Additionally,
the inland waterway transportation segment offers a potential market for
LNG bunkering (S. Wang & Notteboom, 2014).
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2.1.1. Emission Levels of LNG

LNG offers one of the highest levels of energy density compared to other
hydrocarbon fuels and also has one of the lowest levels of carbon emissions
(Balcombe et al., 2021). Choosing LNG as a fuel instead of traditional marine
fuels results in a significant reduction in sulfur oxide (SOx), nitrogen oxide
(NOx), and particulate matter (PM) emissions. While NOx emissions are
reduced by 85-90%, SOx and PM emissions are almost completely eliminated.
Additionally, CO, emissions are reduced by 15-20% (Bengtsson et al., 2011).
Greenhouse gas emissions such as water vapor, nitrogen oxide and carbon
dioxide produced during the combustion of LPG are also lower (Xu & Yang,
2020). LNG therefore improves air quality and reduces the shipping industry’s
negative impact on the environment and people.

2.1.2. Performance and Efficiency of LNG

When ship engines run on LNG, they produce more energy, allowing ships
to travel or cover longer distances with fewer emissions (Balcombe et al., 2021).
his is especially important for ships engaged in long-distance transportation.
When LNG is burned, clean combustion occurs, resulting in reduced
combustion residues. Additionally, nitrogen oxide (NOx) emissions during
LNG consumption are significantly lower than carbon dioxide (CO,) emissions.
This helps the maritime industry comply with environmental regulations and
improve air quality. Higher energy efficiency leads to reduced fuel costs. The
cost of LNG can be competitive or lower than traditional shipping fuels, helping
shipping companies reduce operating costs. LNG-powered ships may require
less maintenance. Clean combustion helps reduce engine wear and extend the
life of components, potentially reducing maintenance costs.

2.1.3. Storage and Transportation Challenges of LNG

Storage and transportation of LNG require special requirements. To
remain in liquid form, LNG must be kept at approximately -162°C (-260°F).
This low temperature requires the use of special storage tanks. These tanks are
lined using high-quality materials and are completely leak-proof. Additionally,
LNG tanks are kept under vacuum to minimize temperature loss. LNG
storage tanks are usually located underground or under the bottom of ships.
This is done to better control the temperature and increase safety (Kim, Koo,
& Joung, 2020). Storage and transportation of LNG are complex processes
that require special requirements and high safety standards. However, this
process allows LNG to contribute to maritime transportation as a clean and
environmentally friendly fuel.

2.1.4. Global Growth

The maritime transportation sector is compelled to comply with
environmental regulations. The need to reduce environmental impacts
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and control emissions steers shipowners toward cleaner fuel sources.
LNG, with its low emissions and environmentally friendly characteristics,
supports the industry’s compliance with these regulations. The use of LNG
in maritime transportation has led to the development of new technologies
and infrastructure improvements. The construction of LNG terminals and
stations requires advanced infrastructure for the supply and storage of LNG.
This infrastructure development triggers economic growth.

2.1.5. The Future Role of LNG

LNG continues to play a significant role in the sustainability, energy
security, and economic growth of the maritime transportation sector. However,
for LNG to sustain this role, technological advancements, infrastructure
development, and compliance with environmental regulations are necessary.
As a clean and efficient fuel that meets future energy needs, LNG is expected
to remain a key player in the transformation of maritime transportation.
Cengiz and Zincir compared the environmental and economic performance
of alternative fuel types, including Methanol, Ethanol, Liquefied Methane, and
Hydrogen, using the AHP method and found that LNG is the best alternative
(Deniz & Zincir, 2016).

2.2. Hydrogen Fuels

Hydrogen fuels are garnering increasing attention within the maritime
transportation industry as an environmentally friendly and sustainable
alternative. Hydrogen is a clean energy source that emits no pollutants except
water vapor when burned. Consequently, it has been adopted to reduce the
carbon footprint and mitigate environmental impacts in maritime operations
(Jain, 2009; Y. Wang, Chen, Mishler, Cho, & Adroher, 2011).

However, storing and transporting hydrogen pose challenges that require
infrastructure development. The primary challenges include establishing
a new refueling infrastructure and ensuring the safe operation of these
hydrogen carriers on ships (Gong et al., 2022).

2.2.1. Hydrogen Fuel Production

Hydrogen is typically produced through methods like water electrolysis
or hydrocarbon reforming. Water electrolysis involves splitting water into
hydrogen and oxygen gases using electrical energy. This method supports clean
hydrogen production when environmentally friendly energy sources are used.
Hydrogen is one of the lightest elements (Gopinath & Marimuthu, 2022), and
is considered an environmentally friendly energy source (McKinlay, Turnock,
& Hudson, 2021). Hydrogen fuels are utilized for energy generation through
hydrogen combustion or chemical reactions.
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2.2.2. Emission Levels of Hydrogen Fuel

Hydrogen fuels only yield water vapor during combustion, resulting in
zero carbon emissions (Gong et al., 2022). Consequently, when employed in
maritime transportation, it enhances air quality and diminishes greenhouse
gas emissions (McKinlay et al., 2021).

2.2.3. Efficient Energy Production

Hydrogen boasts a high energy density and delivers efficient energy
production when burned. This enables ships to cover greater distances at
faster speeds (Shih, Zhang, Li, & Bai, 2018).

2.2.4. Storage and Transportation Challenges of Hydrogen Fuel

Hydrogen exists in gaseous form at ambient temperatures with a critical
temperature of 33 K (-240°C) (Ziittel, 2003). Hydrogen has an extremely
low density in its gaseous state and requires special conditions for storage.
Compressing or liquefying hydrogen allows for denser storage, but these
processes can increase energy demand by up to 30% (Mazloomi & Gomes,
2012). Hydrogen has a wide flammability range in air, spanning from 4% to
77%, indicating potential explosiveness (Goldmann et al., 2018). While this
risk can be mitigated, it may necessitate additional regulatory frameworks
and safety protocols, potentially resulting in heightened expenditures and
size prerequisites. Moreover, hydrogen’s lack of odor, non-toxic nature, and
invisibility pose challenges in detecting leaks (Mazloomi & Gomes, 2012).

2.2.5. Hydrogen Fuel Infrastructure

In order to use hydrogen fuels, it requires the establishment of appropriate
infrastructure. Special facilities are required for storage, transportation,
and refueling. Developing and disseminating this infrastructure may take
time. Additionally, it will be essential to provide specific support for the
construction of high-capacity storage tanks, pipelines, and hydrogen exchange
and distribution. (Shih et al., 2018).

2.2.6. Future Role of Hydrogen Fuel

Hydrogen fuels hold significant potential in supporting sustainability
initiatives within the maritime transportation industry. The increased
utilization of eco-friendly energy sources and the advancement of hydrogen
technologies can propel the maritime sector towards a more sustainable
future.

In conclusion, hydrogen fuels are emerging as a potential solution to
reduce the environmental impact of maritime transportation and advance
towards a sustainable future. However, infrastructure development and cost
reduction are imperative for the widespread adoption of this technology.
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2.3. Ammonia

Ammonia is a colorless chemical gas consisting of 3 hydrogen and 1
nitrogen, containing no carbon, and known for its distinctive pungent odor.
It is widely used in various sectors, especially fertilizer production (Wolny,
Tusnio, & Mikotajczyk, 2022).

2.3.1. Emission Levels of Ammonia

Since ammonia does not contain carbon, it does not produce carbon
emissions during its combustion, and the resulting emissions can also contribute
to reducing carbon emissions. Consequently, ammonia (NH,) is gaining
increasing interest as one of the alternative ship fuels in maritime transportation
(Zamfirescu & Dincer, 2008). However, it does lead to NOx emissions during
combustion, signifying that the process is not entirely emission-free. These
emissions are known to have the potential to contribute to acid rain, smog
formation, ozone layer depletion, and adverse health effects (Crutzen, 2016).

2.3.2. Storage and Transportation Challenges of Ammonia

Ammonia has a high energy density that allows it to be transported in
small quantities to meet the energy requirements of ships, thus requiring
less storage space and potentially extending the range of the ship (Al-Aboosi,
El-Halwagi, Moore, & Nielsen, 2021). Ammonia is non-flammable in the air
(Klerke, Christensen, Norskov, & Vegge, 2008), minimizing explosion or fire
risks. However, secondary ignition fuel, such as natural gas or hydrogen, is
required for combustion. In maritime transportation, ammonia can be used
as fuel for ship engines (McKinlay et al., 2021). Ammonia is one of several
hydrogen carriers that can be used as fuel in internal combustion engines.
Additionally, compressed or liquefied forms of ammonia can be stored and
transported to adequately meet ships’ energy needs. Nonetheless, a major
concern regarding ammonia pertains to its high toxicity, capable of inducing
loss of consciousness even at relatively low levels of exposure (Klerke et al.,
2008; Little, Smith ITI, & Hamann, 2015). Thus, preventing direct contact with
humans is crucial when large quantities of ammonia are stored, both onshore
and offshore. In this case, security standards need to be improved, which may
result in higher capital costs and storage space requirements (such as an extra
layer of containment). Ammonia is extremely corrosive, so storage options
need to be carefully considered to prevent material degradation.

2.4. Methanol

Methanol is an industrial compound also known as methyl alcohol or
wood alcohol. It has the chemical formula CH,OH (Figure 1) and is a colorless,
flammable liquid. In maritime transportation, methanol is typically produced
from biomass or natural gas sources (Xing, Stuart, Spence, & Chen, 2021).
Methanol is a low-flashpoint, sulfur-free, and easily storable liquid fuel.
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Figure 1. Methanol structure.

2.4.1. Emission Levels of Methanol

Compared to traditional marine fuels, methanol generates fewer emissions
and has a smaller carbon footprint (Rony et al., 2023). Additionally, since
methanol contains no nitrogen or sulfur content, SOx emissions are negligible
(Gilbert et al., 2018). Although NOx can still be formed owing to the air’s
nitrogen concentration, it is believed to be substantially less than ammonia
levels and around 60% less than HFO (DnV, 2016). Stena Germanica, the first
marine vehicle powered by methanol, reduced carbon dioxide emissions by
25%, nitrogen oxide emissions by 60%, sulfur oxide emissions by 99%, and
particle emissions by 95% (Rony et al., 2023).

2.4.2. Storage and Transportation Challenges of Methanol

Methanol has a larger explosion range than LNG, HFO, or ammonia due
to its low flashpoint of 12°C. Even yet, hydrogen has a flashpoint of -231°C,
making it less explosive (Mazloomi & Gomes, 2012). However, the serious
toxicity of methanol to humans (Class 2) is of greatest concern (Kavet & Nauss,
1990; Pharmacopeia, 2016). As a result, the IMO contends that storage of
methanol will need a more thorough monitoring system than that of existing
fuels. The engineering difficulties and financial hazards related to methanol
may rise as a result of these safety factors. The bulk of the technology needed
for the secure handling and use of methanol on ships is, however, recognized
as being in a mature state (DnV, 2016).

2.5. Biofuels

Biofuels are renewable energy sources obtained from biological resources
and offered as an alternative to traditional fossil fuels (Noor et al., 2018) (Figure
2). These fuels can reduce the carbon footprint by replacing traditional diesel
fuels. These fuels can reduce the carbon footprint by replacing traditional
diesel fuels. There are several alternative fuels suitable for the marine industry,
these range from straight vegetable oil (SVO) for low-speed engines, biodiesel
for low- and medium-speed engines, and bio-LNG for gas engines. Biodiesel
attracts attention due to its environmental friendliness, non-toxicity, and
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similarity to diesel fuels (Dharma et al., 2016; Johari et al., 2015; Lin, 2013).
Biodiesel can be preferred because it can be used in diesel engines without any
modifications and it also offers better emission results compared to fossil fuels
(Ghazali, Mamat, Masjuki, & Najafi, 2015).

Figure 2. Biofuels processes obtained from biological materials.

2.5.1. Types of Biofuels

First-generation and second-generation biofuels are divided into two
categories (Figure 3). While first-generation biofuels are mostly produced
from agricultural products such as grains and oilseeds, second-generation
biofuels are produced from lignocellulosic materials such as forest waste.
Second-generation biofuels have overcome the problems created by first-
generation biofuels, despite financial and technical difficulties (Carriquiry,
Du, & Timilsina, 2011; Havlik et al., 2011). These issues include competition
with food production, limited production potential, and environmental
concerns (Sims, Taylor, Saddler, & Mabee, 2008).

First- and second-generation technology can be used to create biodiesel
and biogas, respectively. Vegetable oils can be transformed into biodiesel
by gasification, followed by Fischer-Tropsch synthesis (a second-generation
biofuel), or transesterification (Fatty Acid Methyl Esters, a first-generation
biofuel). Anaerobic digestion of biomass can produce biogas, a first-generation
biofuel, whereas gasification and subsequent methanation of biomass can
produce biomethane, a second-generation biofuel.
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Figure 3. Classification of biofuels.

2.5.2. Emission Levels of Biofuels

One significant advantage of biofuels over fossil fuels is their lower carbon
emissions. Plant-based biofuels absorb carbon from the atmosphere through
photosynthesis, resulting in a net reduction in carbon emissions. Biofuels also
contain minimal sulfur or aromatics. Some studies suggest that biodiesel use
can reduce greenhouse gas emissions by up to 78% (Firoz, 2017).

2.5.3. Renewable and Sustainable Sources

Biofuels can be continuously produced from renewable sources, enhancing
energy security and reducing dependence on finite fossil fuel resources.

2.5.4. Resources for Biofuel Production

Various resources can be used for biofuel production, providing diversity.
Commonly used resources include vegetable oils. Pure vegetable oils may also
be utilized if they are acceptable to the engine’s specs. Because it is a liquid
fuel, biodiesel may use the same infrastructure as HFO and marine gas oil
(MGO). Additionally, biodiesel serves as a natural lubricant. Mixing biodiesel
with petroleum diesel increases lubrication, reduces engine wear, and extends
engine life (Noor et al., 2018). Rapeseed and soybean oils are frequently used
to make biodiesel in Europe and the United States, whereas palm oil is utilized
to make biodiesel in tropical nations like Indonesia, Malaysia, Thailand, and
Colombia. However, the production of biofuels requires agricultural land
and soil resources, potentially competing with food production and causing
environmental issues if not managed properly.

2.6. Wind and Solar Energy

Zero-carbon fuels generated from renewable sources, such as wind,
or solar, are considered promising options by the EU to achieve desired
greenhouse gas reductions (Lindstad, Lagemann, Rialland, Gamlem, &
Valland, 2021). Incorporating wind turbines and solar panels into ship design
can partially fulfill energy needs from renewable sources (Figure 4).
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Figure 4. Ship designed with sails and solar panels.

2.6.1. Wind Energy

The process of producing electricity from the kinetic energy of the wind
is known as wind energy. In maritime transportation, wind energy can be
utilized in the following ways:

Sails: Some modern ships use sails as an alternative to traditional fuel-
powered engines (Figure 5). These sails capture wind energy to propel the
ship. This technology is used, especially in large cargo ships and dedicated
sailing vessels designed for maritime transportation. Rutkowski noted that
about 200 years ago, sailing vessels traveling the oceans achieved speeds of 16
knots or more without using a drop of oil while transporting goods worldwide
without emissions (Rutkowski, 2016).

+ 157
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Figure 5. A modern ship using sails as alternative fuel.

Wind Turbines: Platforms or ships at sea can be equipped with wind
turbines that generate electricity using wind power. This electricity can be
used to meet the ship’s needs or stored for later use.

Ship Design: Some ships are designed to have different aerodynamic
features, consume less energy, and use the wind more efficiently. By 2035, a
number of technologies that are now under testing should be economically
feasible. The German business SkySails has added auxiliary towing kites to
two multifunction ships and one bulk carrier. Rotors have been tested on
various cargo ships traveling between Rotterdam and Teesport, UK, by the
shipping company Bore (Li, Zhang, Li, Zhang, & Guo, 2021).

Wind energy can help reduce the use of fossil fuels and minimize
environmental impacts in maritime transportation. According to Chou et al.,
the use of Wind-assisted Ship Propulsion (WASP) technology has the potential
to reduce emissions by more than 20% (Chou, Kosmas, Acciaro, & Renken,
2021). Furthermore, these energy sources offer the potential to reduce energy
costs for ship operators and provide energy independence.

2.6.2. Solar Energy

Solar energy includes using photovoltaic, or PV, panels or thermal
collection devices to convert sunlight into electricity or heat. Solar energy can
be used in maritime transportation in several ways:

On-Deck PV Panels: Some ships are equipped with solar energy panels.
These panels convert sunlight into electrical energy, which can meet the ship’s
energy requirements. Depending on the type of sails being used, solar panels
can be positioned either horizontally or vertically on the deck. To increase the
area where solar energy is collected, this method can be paired with mast-like
structures used for wind technology (Rony et al., 2023).
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Solar Collectors: Thermal solar collectors are used to convert sunlight
into heat energy. This heat energy can be utilized to meet the ship’s heating or
hot water needs (Sandal, 2006).

Energy Storage: Solar energy can be stored using batteries or other energy
storage systems, making it available for use during the night or when sunlight
is weak.

Solar energy is a clean and sustainable energy source for maritime
transportation. Integrating solar panels onto ship decks can improve energy
efficiency and reduce environmental impacts. Smith et al. assumed a reduction
in auxiliary motor fuel consumption between 0.1% and 3% when using solar
energy (Smith et al., 2016). Bouman et al. reported potential carbon dioxide
reductions ranging from 0.2% to 12% in various studies (Bouman, Lindstad,
Rialland, & Stremman, 2017).

Both energy sources play a vital role in a greener future for maritime
transportation. These renewable energy sources have the potential to make
the industry more sustainable and reduce its carbon footprint. Wind, waves,
and solar energy systems can be installed on a wide range of ships, from
large vessels like car carriers, bulk cargo ships, passenger ferries, and oil
tankers to smaller vessels like commuter ferries, riverboats, and pleasure craft
(Rutkowski, 2016).

Conclusion

One of the most important problems facing the world is environmental
problems, and the maritime industry plays a big role in these problems. The
shipping industry has a major obligation to significantly reduce greenhouse
gas emissions to keep global temperature increases under control. The
shipping industry’s emissions reduction targets become more challenging
with the increasing need for national and international maritime commercial
activities.

The International Maritime Organization (IMO) has taken significant
steps to encourage and help the industry significantly reduce greenhouse gas
emissions. He emphasized how important it is to make maritime services
independent of fossil fuels and continues to work on this issue. However,
despite the commercial use of alternative fuels, a permanent transformation
has not yet occurred.

Bouman and others noted in their study that rapidly adopting multiple
measures to reduce emissions and using these measures together could
achieve an emissions reduction of over 75%. In other words, greenhouse gas
emissions can be reduced by 4-6 times for each unit of cargo transported
with current technologies by 2050. In this regard, significant amounts of
fuel and greenhouse gas savings can be achieved through measures such as
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slow steaming, changes in ship design, use of renewable resources, and their
combined application.

Safety/risk assessments are important in using alternative fuels in
maritime transportation. These evaluations evaluate the safety of alternative
fuels, focusing on cargo transportation, storage and crew health (Zincir &
Deniz, 2018). Accordingly, depending on the type of alternative fuel to be
used, improvements may be needed in components such as fuel tanks, fuel
preparation rooms and fuel supply systems in ship engine systems, which
may lead to additional costs. However, it is also critical to develop port
infrastructures, adapt to new technologies, and increase investments and
research to encourage and disseminate alternative fuels.

In this study, the potential of the maritime sector to reduce emissions
and the use of alternative energy sources to achieve this goal were examined.
While the shipping industry can implement a variety of technological and
operational measures to reduce greenhouse gas emissions, it is clear that no
single measure is insufficient to achieve significant sector-wide reductions.
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INTRODUCTION

Nowadays, although scientific and public awareness studies and
preparations for pollution disaster types are sufficient, especially in developed
countries, sometimes natural (earthquake, landslide, tsunami, volcanism,
flood, etc.) and artificial disasters (power plant/hazardous material facility
explosions, oil/radioactive substance leaks, chemical fires, etc.) that exceed
these limits occur despite all knowledge, attention, and precautions. Effects of
disasters sometimes occur due to anthropogenic (human-induced) reasons,
such as the failure to comply with regulations in practice or the failure to update
existing regulations in a timely manner according to changing conditions.
Hence the structural damage that occurs after these events and the pollutants
that are brought or carried by water, mud, gas clouds or rain, flood and wind
may be the main reasons for various types of environmental disasters by affect
large-medium-small scale areas with environmental impacts and risks.

The relationship between groundwater level changes and earthquakes is
established on a scientific and project basis in many countries of the world.
In Turkey, which is important in terms of earthquake and groundwater
potential, revealing the effects of earthquakes on aquifers at an academic level
becomes important after these developments. To determine the groundwater
potential throughout Turkey and monitor changes that may occur in aquifers,
groundwater level measurements are performed with limnigraphs in suitable
boreholes (Ozel, 2020).

Water quality can also be impacted by earthquakes when the earthquake
is at least strong enough to be felt. Well, water can become cloudy, especially
since the shaking movement brings out loose sediment from pores and cracks
in rocks supplying water to the well. This is a temporary condition, and its
effects disappear within hours or days. However, severe earthquakes can also
damage sewer lines, gas lines, or any infrastructure containing hazardous
materials, causing more specific pollutants to enter the water and resulting in
more significant effects on water quality. Therefore, sampling and analyzing
spring and well water before and after earthquakes is extremely important
to detect such changes and take precautions. Apart from these, earthquakes
can increase subsurface permeability and connect aquifers containing water
with different chemical structures. However, since the effect of such events on
water quality is quite low, they are difficult to detect and are unlikely to pose
a danger to public health (Kirmizitas & Kaya, 2000).

GROUNDWATER

All water that is stationary or in motion underground is called
groundwater (Law on Groundwater No. 167 dated 16/12/1960, Official
Gazette Number: 10688). The fact that groundwater is the largest freshwater
resource in the world after glaciers (Uluatam, 1998) shows how important
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this freshwater resource is. In this regard, studies on groundwater, which is a
hidden resource, gain importance.

Formation of Groundwater

Some of the precipitation that falls to the ground flows into rivers and
lakes. Some of this precipitation is also used by vegetation. Another part of this
precipitation evaporates and returns to the atmosphere. The remaining part of
the precipitation infiltrates into the soil. Water leaking from the soil surface to
the unsaturated zone reaches the saturated water surface. The water below the
saturated zone is called groundwater. This is how groundwater is formed in
summary. Once groundwater reaches the aquifer, it will not remain stationary
and will continue to move until it discharges into another aquifer, lake, river,
or ocean. The zone called aquifer is the name given to the permeable place
where groundwater is located. At the same time, groundwater is charged by
melting snow and water flowing under some lakes and rivers. Excessive crop
irrigation can also recharge groundwater (Yilmaz, 2021; IGRAC, 2018).

Contrary to popular belief, groundwater does not exist in the form of
underground veins or rivers. It fills the gaps and cracks of rocks under the
surface, just like water fills the gaps of a sponge. Precipitation is the source
of all groundwater. Precipitation falling to the surface wets the ground and
moves downward through the unsaturated zone under the influence of
gravity. It reaches the upper limit of the saturated zone, called the water level,
and feeds the groundwater stored in water-bearing layers called aquifers.

Importance of Groundwater

When we exclude glaciers, it can be seen that groundwater is the largest
freshwater resource in the world. In addition to being used as drinking water,
groundwater is also an important resource used in industry and agriculture.
Groundwater is a crucial resource that must be protected not only because
of these features but also because of its environmental value. Groundwater
contributes to the flow of many rivers, and it can contribute to more than
90% of the flow even during less regular flow periods in the summer months.
Hence a negative situation that may occur in groundwater may also cause
adverse effects on other waters. Groundwater is important because it is usually
located in regions where surface water resources are limited, its water quality
is good and does not change throughout the year, it meets the needs during
summer months and drought periods, it does not require large infrastructure
costs like surface water, and it does not require costly storage areas for water
storage (Yilmaz, 2021).

Groundwater Pollution

Groundwater pollution occurs when pollutants reach groundwater.
These pollutants can vary in different types, from solid to liquid waste.
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Unlike surface water pollution, groundwater pollution is difficult to detect
and control because groundwater is a hidden resource. Therefore, it is of vital
importance to take the necessary precautions before groundwater pollution.
It is easy to take precautions to prevent groundwater pollution, but cleaning
after pollution will be difficult.

EARTHQUAKE

Earthquakes occur as a result of the movement of fractures known as
fault lines in the uppermost layer of the earth’s crust. The fault line is formed
as a result of the rocks on the earth’s crust fracturing under high-pressure
conditions such as tension and compression.

Turkey is a country where natural disasters frequently occur due to its
geological and topographic structure and climate characteristics. If we are to
list the natural disasters experienced in Turkey with respect to their effects
in percentage terms, earthquakes constitute 64%, floods 15%, landslides 16%,
fires 4%, and avalanches and others constitute 1% (Erkog,2004). Compression
and expansion forces in the earth’s crust play the most crucial role in the
formation of faults. Such forces move rock masses along fractures. However,
in some parts where rock masses cannot be moved along fractures, it causes
intense energy accumulation. The energyaccumulated deep in the ground must
eventually be discharged in some way, and earth tremors (earthquakes) occur
during the discharge of this energy. In short, an earthquake is a phenomenon
that develops as a result of the sudden release of energy accumulated on
fractures, which are defined as fault planes in the ground. When rocks
fracture, an energy release or earthquake occurs. Most earthquakes occur
within the elastic part of the earth’s crust at a depth of 20-35 km. However, in
places where the oceanic crust breaks and dives into the ground, earthquake
focuses can also occur at depths of up to 350-400 km. Since the temperature
at deeper levels is above 400 °C, the displacement movement can occur in the
form of slow plastic deformation without an earthquake (Atabey, 2000).

EARTHQUAKE WAVES

During the release of the energy accumulated along a fracture, seismic
waves are emitted to the environment. These seismic waves, which are described
as earthquake waves, are first felt as slight shaking and noises resembling
gunshots coming from within the ground. Then the tremors suddenly begin
to intensify and reach their highest level after a while. After creating the most
severe tremor, the earthquake slows down again and continues in the form
of mild earthquakes (aftershocks) on the same fracture within the day-year
period. There are two types of earthquake waves. These are body and surface
waves.
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Three types of deformation are observed in underground structures,
depending on the characteristics of the earthquake movements that occur
and whether these movements are in the same direction as the axis of the
structure or perpendicular to the axis of the structure. We can list these
deformations as follows:

« Axial stretching and compression
« Longitudinal bending (twisting)
« Ovalization (fracture)

Axial deformations in underground structures are caused by stresses
resulting from movements produced by earthquake waves parallel to the axis
of the structure (Owen & Scholl, 1981).

WAVE MOVEMENTS CREATED BY EARTHQUAKES

The tremors that occur during an earthquake are caused by wave
movements that occur as a result of the stresses and movements at the focus
of the earthquake. In other words, the potential energy at the focus of the
earthquake turns into kinetic energy with these waves released. We can divide
earthquake waves into three types. These are longitudinal, transverse, and
surface waves (St. John & Zahrah, 1987).

Longitudinal Waves

Longitudinal waves are called P waves and are the earthquake waves that
propagate the fastest and are, therefore, the first recorded on seismographs.
Their destruction effect is low, and the vibration movement is in the direction
of propagation (Figure 1).

Geniglemae

Figure 1. P Wave

Transverse Waves

Transverse waves are slower than longitudinal waves and are called S
waves. They are waves recorded secondarily on seismographs. Unlike P waves,



170 * Arda Yalguk, Goknur Kayatas Ongun

the vibrational movement is perpendicular to the direction of propagation 14.
Their propagation speed is low, but they are waves that cause destruction in
structures (Figure 2).

Figure 2. S Wave
Surface Waves

Surface waves are the slowest propagating waves. Their amplitudes
are larger than P and S waves. Surface waves are divided into Love (C) and
Rayleigh (D) waves. While the Love wave propagates faster, the amplitude of
the Rayleigh wave is larger (Figures 3a and 3b).

Figure 3a: Love Wave

Figure 3b: Rayleigh Wave



International Theory, Research and Reviews in Engineering * 171

Love waves occur in the lower layers, in stratified soils, where the speed
of S waves is low, and their speed has a value between the propagation speeds
of the S wave on the surface and in the lower layers. The propagation speed
of Rayleigh waves is almost close to that of S waves. While S and P waves
are subject to refraction and reflection depending on different ground types
in which they propagate, local displacement amplitude may increase or
decrease. Changes in the topography of the surface on which waves propagate
and discontinuities in the lower layers are factors that considerably impact
refraction and reflection events. Surface topography is another element
influencing surface waves (St. John & Zahrah, 1987).

Aquifer Types

An unconfined aquifer is a layer of water-bearing formations or rocks
that does not have a confining bed at the top of the groundwater, called the
groundwater table, where the pressure becomes equivalent to atmospheric
pressure. The change in groundwater levels varies and depends on pumping
from wells, permeability, recharge and discharge area, and actually affects
the increasing or decreasing water rates in wells extracted from aquifers. The
water table is free to rise or fall, often called the free or water surface. Contour
plots and water table profiles of water-using wells can be prepared from well
elevations to determine available water quantities as well as water distribution
and movement. Accumulated water resources are a case of unconfined aquifers,
and their high susceptibility to pollution is a major problem with unconfined
aquifers. If something is spilled on the surface, it infiltrates vertically and goes
down to the groundwater reservoir.

Confined Aquifer

A confined aquifer is defined as a formation in which groundwater is
isolated from the atmosphere by impermeable geological formations at the
point of discharge, and confined groundwater is usually subject to pressure
higher than atmospheric pressure. It is also known as artesian or pressured
aquifers and is mostly formed just above the base of confined rock masses or
layers, composed primarily of clay, that can protect it from surface pollution.
Wells drilled from artesian aquifers are more prone to fluctuation with water
depths due to changes in pressure rather than the amount of water stored.
When such an aquifer is well penetrated, as in flowing and artesian wells,
the water level should rise above the bottom of the confined layer (Ekinci
& Orakoglu, 2012). Water reaches a confined aquifer in a zone where the
confining layer reaches the surface (Figure 4).
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Figure 4. Groundwater and Aquifers

The system of groundwater flow into aquifers, either vertically or
horizontally, is frequently affected by gravity and geological formations
in such areas. A zone that supplies water to a restricted area is considered
a recharge area, and water can even leak into a confined bed. The ups and
downs of water in confined aquifers penetrating wells are primarily caused
by pressure changes rather than storage volume changes. Confined aquifers,
therefore, show only limited variation in storage and are predominantly used
as conduits to transport water from recharge areas to natural or artificial
discharges.

Leaky Aquifer

Completely unconfined or confined aquifers are less common than leaky
or semi-confined aquifers. This is common under plains, alluvial valleys, a
semi-permeable aquitard, a semi-confining bed or in old lake basins covered
by a permeable layer. Pumping water from a well into a leaky aquifer removes
water in two directions, including vertical flow from the aquitard to the
aquifer and horizontal flow within the aquifer.

Fractured Aquifer

Fractured rock aquifers differ from groundwater systems stored in
geological formations. Sedimentary aquifers retain and move significant
amounts of water through the pore spaces between certain sedimentary
granules. Therefore, fractured rock aquifers have hydraulic properties
(in common with terms defined as drilling yield) that differ from those in
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sedimentary aquifers with accessible water. It is typically defined by the nature
(opening, size, and extent) and the degree of connectivity in the rock mass
between discontinuities. In fractured rock aquifers, the long-term yield from
a well depends on the location of the discontinuity degree and the relationship
of discontinuities in the total rock mass rather than on the permeability of
geological materials near the extraction stage. Moreover, aquifers in fractured
rock typically depend on precipitation, which results in surface water runoft
that is significantly greater than in flat areas (Ekinci & Orakoglu, 2012).

Features of the Aquifer

There are various features contributing to the identification and
characterization of the aquifer. These features of the aquifer are as follows:

Porosity

Porosity (n) is an intrinsic property of a substance and refers to the
amount of voids or empty spaces in any material. Porosity (voids) is defined
by the ratio between the volume of empty space and the volume of rocks/soil
when formed between the soil or rock fragments.

Hydraulic conductivity and permeability

Permeability is defined as the ability of water to move through rock or
soil, which is directly related to porosity and applies to interconnected pore
spaces in the rock or soil. Considering the relationship between repulsive and
resisting forces on a microscopic scale during flow into a porous medium,
the permeability K defined is a function only of the area where hydraulic
conductivity occurs (Figure 5).
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Figure 5. Schematic of an aquifer showing confined zones, groundwater travel times, a
spring and a well
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Hydraulic conductivity (K) is a physical property that calculates the
capacity of a material in the context of an applied hydraulic gradient to
transport water through rock/soil pore spaces and fractures. Porosity depends
on various physical variables, including the structure of the soil matrix, grain
size distribution, type of soil fluid, particle arrangement, water content, void
ratio, and other factors.

DISASTER AND POLLUTION
Pollution and Environmental Problems A fter Disasters

Despite today’s knowledge and precautions, material and moral losses
and serious environmental problems still occur after natural and artificial
disasters or as a result of industry and human activities, which are a necessity
of urban life. As is known, pollution is an important environmental problem,
regardless of its source and type, and nowadays, it is still an increasing
problem despite all kinds of legal measures, warnings, and scientific and
technological developments related to the elimination of pollution. Therefore,
whether on a global or a regional and local scale, a secondary disaster occurs
after natural events such as earthquakes, volcanism, tsunamis, and floods, or
due to industry, urban life, and construction areas. This disaster is pollution
and can also be a source of new secondary pollution. This secondary disaster
situation can also impact an area suddenly and on a large scale. On the other
hand, even if the area that it affects is small in the beginning, it can create a
wider area of impact with a rapid spread from the interference areas in a very
short time. This type of secondary disaster may be an air, water, soil, odor,
and visual pollution event that occurs suddenly at the first stage. However,
pollution disasters that emerge after natural events can also occur by artificial
means. These may be caused by power plant explosions, oil/radioactive
substance leaks, chemical fires (oil-chemical production facility fire, mining
accidents, etc.), and problems during periods of social conflict and turmoil.
Although precautions are initially taken for all these known problems,
tsunami disasters occur after major earthquakes in countries with ocean or
sea coasts on active earthquake zones (Ozel, 2020). Volcanoes become active
from time to time in countries with active volcanism (for example, Iceland
and Pacific island countries), and depending on the character of the volcano,
bad weather conditions with intense smoke, fragmented rock and ash showers
from the explosion, or mud volcano disasters in the form of flows (such as
in Hawaiian volcanoes), or nuclear power plant explosions, oil and chemical
fire events lead to disasters. However, if a classification is to be made, these
disasters can be divided into three groups. The first group of disasters: These
are the pollution and environmental problems caused by natural events such
as earthquakes, landslides, tsunamis, volcanism, storms, and floods. Natural
events are the most common events, and their impact area can sometimes be
very large, depending on the type of disaster. They can impact cities, countries,
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and sometimes even life and living spaces in a large part of a continent (e.g., the
Sumatra (Indonesia) earthquake and tsunami, the great Marmara (Turkey)
earthquake). The second group of disasters: These are disasters resulting from
artificially caused power plant explosions, chemical fires and leakage-related
nuclear, oil and similar chemical events and the pollution and environmental
problems arising from them. These problems are among the most important
reasons for the disruption of nutrient, water, and species cycles due to soil and
water pollution. Examples include the Chernobyl-Ukraine and Fukushima-
Japan power plant explosions, the Gulf of Mexico oil spill and fires. The third
group of disasters: These are pollution and environmental problems arising
from the disruption of waste disposal in cities, its obstruction, and temporary
inability to perform it due to problems experienced in waste disposal in local
governments, industries, and across the country/countries, particularly during
periods of civil wars, terrorism, economic crisis, and mismanagement, or the
lack of adequate treatment facilities, and wastes abandoned to nature without
solid-liquid-gas treatment in industries. Examples of these are gaseous and
solid chemical wastes originating from various war materials used in the wars
that lasted for many years in the Middle East, the Balkans, and Africa.

After natural and artificial disasters or human-induced leakage pollution
in the soil, groundwater/surface water, and mining processing waste pools
and pollution disasters in thermal waters can also be a source of secondary
pollution disasters. Pollution is a secondary disaster that occurs with various
natural events such as earthquakes, volcanism, tsunamis, tornadoes, storms,
floods,and climate change. In the pollution caused by these events, the pollution
source(s) will be different depending on the type of natural event. Especially
as aresult of these natural events, various artificial wastes are formed in urban
environments or different construction areas (roads, bridges, dams, facilities),
all of which create soil, air, water, odor, and visual and noise pollution. For
example, soil, groundwater, and surface water pollution with gasses and
liquids leaking from damaged infrastructure systems and industrial facilities
after the great Marmara earthquake, sea pollution along the seashore with
solid-liquid-gas pollutants originating from urban settlements, and thermal
pollution near geothermal resources are observed (Ozel, 2020).

ABOUT KAHRAMANMARAS

Kahramanmaras province, located in the Eastern Mediterranean, is
Turkey’s 11th largest city with a surface area of 14.327 km? and 18th most
populous city with 1,177,436 inhabitants according to the population data
for 2022. It is located between 37-38 northern parallels and 36-37 eastern
meridians. Kahramanmaras province, which has 11 districts, gained the
status of metropolitan in 2013. (Figure 6). The northern parts of the province,
which has an altitude of 568 m above sea level, are quite mountainous.
Approximately 59.7% of its territory is covered with mountains, 0.3% with
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plains, and 24% with plateaus and highlands. In Kahramanmaras province
where three different geographical regions (Eastern Anatolia, Mediterranean,
and Southeastern Anatolia regions) approach each other, landforms mostly
consist of mountains that are extensions of the Southeastern Taurus Mountains
and depression areas between them. While the higher parts of mountains
mostly consist of bare rocks, the lower belts are covered with forests (URL 1,
2023). The center of Kahramanmaras is located at the foot of Mountain Ahir.
Therefore, the city center is rough. Although some areas outside the city center
are flat, it generally has a rough structure. Due to its geographical location
and other factors, it has a climate characteristic closer to the “Degraded
Mediterranean Climate” among the three different climate types. There is
Mediterranean climate in the south of the province, and continental climate in
the north. Summer months are hot, while winter months are cold. Moreover,
the fact that the territory of the province is located in the transition area of
the Mediterranean and Southeastern Anatolia regions has caused the climatic
conditions in the province to be different (URL 2, 2023). Kahramanmaras
ranks first in Turkey and third in the world in terms of water resources per
kilometer. Furthermore, the Ceyhan River, one of the most important water
basins of our country, continues its journey in the Mediterranean through
this province. Kahramanmaras, which currently has 24 rivers, 8 dams, 6 of
which are active and 2 of which are under construction, 10 irrigation ponds, 3
natural lakes and 1 wetland, constitutes one of the important water resources
of Turkey. Kahramanmaras, which contains important water resources of our
country, also attracts attention with its dams. Sir, Menzelet, Kilavuzlu, Ayvali,
and Kartalkaya dams, which are among the most important dams in Turkey,
are located within the provincial borders (Tercan, 2023).
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Figure 6. Map of Kahramanmaras

Kahramanmaras province is located on the Eastern Anatolian Fault
Zone and the Dead Sea Fault Zone. The Eastern Anatolian Fault Zone
(EAFZ), formed by the convergence and collision of the Arabian and
Eurasian plates, islocated in the Alpine-Himalayan orogenic belt. The EAFZ,
a NE-trending left-lateral strike-slip fault zone extending for approximately
600 km between the Arabian and Anatolian plates in the east of Turkey,
is one of the two most active fault zones in the country. The EAFZ, which
extends between Karliova in the northeast and Hatay in the southwest,
plays an important role in terms of the region’s geodynamic evolution and
earthquake risk. The Dead Sea Fault Zone (DSFZ), which forms the border
between the African and Arabian plates, is one of the most important active
fault zones in the world. The left-lateral strike-slip EDFZ, extending from
the Red Sea in the south to the Eastern Anatolian Fault Zone (EAFZ) in the
north, serves as a transform boundary between the Arabian and African
plates and forms a tectonic belt about 1000 km in length. The arm that
borders the west of the Ghab Basin in the south of Turkey enters the borders
of our country from the southeast of Antakya. Proceeding along the Asi
River in approximately N-S direction, the DSFZ extends toward the Amik
Plain in the north and continues to the north, merging with the EAFZ in the
Narli region (Imamoglu & Cetin, 2007).
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EFFECT OF EARTHQUAKES ON GROUNDWATER QUALITY

Spring and well waters can usually display minor chemical changes
before and after earthquakes, which suggests that earthquake shaking can
increase permeability below the surface and bring together aquifers with
nearby formations containing water with different chemical properties. These
changes are very small and are unlikely to pose a danger to human health.

Groundwater levels in wells can oscillate up and down when seismic
waves pass through. Water levels may remain high or low for a while after
the end of seismic waves, but sometimes long-term changes may occur in
groundwater levels following an earthquake. The measurements of the US
Geological Research Center determined that the largest earthquake-induced
water oscillation recorded in a well varied between 1-1.5 m. It was found that
groundwater quality could be affected by earthquakes, typically in locations
where shaking is at least strong enough to be felt. The water of the well may
become cloudy since the resulting shaking brings out loose sediment from
the pores and cracks in rocks that supply water to the well. However, this
condition is usually temporary. Large and severe earthquakes can cause more
serious effects on groundwater quality by damaging sewer lines, natural gas
lines, or infrastructure carrying hazardous materials. Very large earthquakes
can even cause water level fluctuations in some wells thousands of kilometers
away, depending on the local geological conditions around the well (Rahmani,
2016).

Groundwater level responses to earthquakes have been studied for
decades in places near and far from earthquake epicenters. The most common
groundwater level response is water level oscillation. This occurs often but
is usually not recorded because measurements are not performed frequently
to capture it. These level changes may be large enough to provide additional
flow into a well, or they may also cause a well near an earthquake to dry out.
However, water level changes are 50-60 cm or less. Return to pre-earthquake
water level may occur immediately, it may take days or months, or it may not
occur at all (Yilmaz, Korkmaz & Korur, 2011).
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Figure 7. Groundwater

The oscillation in the groundwater level mostly occurs when the
earthquake’s seismic wave train arrives but can also be observed after the wave
train has passed. Nevertheless, scientists also study changes in groundwater
levels before an earthquake (preseismic) (Figure 7).

Changes in groundwater levels mostly occur in the ‘near area’ of the
epicenter of an earthquake. Because earthquakes expose the earth’s crust,
including aquifer systems, to stress and deformation forces. This deformation
process causes fluid pressure in aquifer systems to change and, as a result,
can create water levels different from each other. Since the stress and force
effects on the system are variable, water level changes can be upward or
downward. The compaction of overlying sediments in shallow wells can
raise groundwater levels. Alternatively, in a fractured rock aquifer, the cracks
supplying water to the well may be widened, occluded, or closed by the wave
train of an earthquake. Even new water-bearing fractures can be formed. As
a result, water levels in these systems may increase or decrease permanently
(Y1lmaz, Korkmaz & Korur, 2011).

It is thought that conducting more detailed research to determine
the effects of earthquakes on changes in groundwater level, quality, and
temperature in Turkey, which is an earthquake country, would be useful for
revealing the effects of earthquakes. Earthquakes can cause two important
changes in groundwater. (Boulding, 1996). There may be changes in
groundwater level and chemistry. While some wells smell like rotten eggs,
methane gas, carbon dioxide, and sulfur gases may be mixed in some wells.
For example, during the Diizce earthquake in 2022, methane gas inflows were
determined in some wells. The temperature increase generally occurs due to
geothermal water mixing with groundwater. Water with rising temperatures
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should be definitely analyzed before being used for drinking and agricultural
irrigation and should be used after obtaining expert opinions. In general,
geothermal waters contain heavy metals (sulfur, iron, sulfate, chloride,
magnesium, boron, etc.).

The shaking caused by earthquakes will bring out loose sediments from
pores and cracks in rocks supplying water to the well, so the water of the
well may become cloudy. For example, the water in the wells in Kopriibas:
district of Manisa province, which is approximately 1100 km away from the
earthquake center, flowed cloudy after the earthquake. Water wells used for
agricultural irrigation in the Amik Plain in Hatay and Samandag district were
also impacted and damaged by earthquakes. It is estimated that there are
approximately 2,500 wells in the plain and approximately 2,000 of them were
damaged by the earthquake. Pipes in deep wells were crushed, fragmented,
and bent like the letter °S.

Usually, shortly before earthquakes, subtle changes occur in groundwater
levels and spring water temperature, hardness, electrical conductivity, and
pH. If these changes can be detected before an earthquake, it can give an
idea about when an earthquake will occur. However, this method alone is
insufficient to predict earthquakes beforehand. However, it is beneficial to use
this method because it is easy to observe continuously and has a low cost.
It is of great importance that geologists, seismologists, and agriculturalists
collaborate and develop these methods (Ekinci & Orakoglu, 2012).

Turkey haslong been known asan “earthquake country” due to its location
and geographical structure. Destructive earthquakes have occurred on active
fault lines since the Ottoman Empire. The major earthquakes that occurred in
our Turkey during the Republic period are the 1930 Hakkari, 1939 Erzincan,
1941 Van-Ercis, 1946 Varto, 1967 Adapazari, 1971 Bingdl, 1976 Denizli, 1992
Erzincan, 1995 Dinar, 1998 Ceyhan and 1999 Marmara and Diizce, 2003
Bingdl, 2011 Van, 2020 Elazig, and 2021 [zmir earthquakes. Among these, the
1930 Hakkari, 1939 Erzincan, and 1999 Kocaeli earthquakes had magnitudes
greater than 7 Mw (moment magnitude). It is possible to say that earthquakes
have caused damage mostly in city centers in recent years in relation to the
rate of urbanization and, therefore, the increase in urban population.

The Kahramanmaras-centered earthquake that hit Turkey on February
6, 2023, is one of the most severe earthquakes of recent years. The earthquakes
that occurred on the same day in Pazarcik District of Kahramanmaras (7.8
Mw) and Elbistan District of Kahramanmaras (7.7 Mw) caused great damage
in eleven provinces, including Adana, Adiyaman, Diyarbakir, Gaziantep,
Hatay, Kahramanmaras, Kilis, Malatya, Osmaniye, $anliurfa, and later Elaz1g.
These earthquakes were recorded as the second and third largest earthquakes
in Turkey (ITU, 2023; Ozer, 2023), (Figure 8). According to the findings of
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the Disaster and Emergency Management Presidency and the Ministry of
Environment, Urbanization and Climate Change dated March 13, 2023,
nearly 17,000 aftershocks occurred, and to date, nearly 301,000 residences
and workplaces were destroyed or received moderate to severe damage, more
than 50,000 lives were lost, and the cost of these earthquakes is estimated
to be approximately 104 billion dollars. According to analyses performed
by various institutions, including ITU and METU, the main determining
factors in building destruction are the severity of ground movement, the
low bearing capacity of the ground on which the foundations of buildings
are laid, deficiencies in the building quality in terms of design and structure,
the age of buildings, the non-compliance of building construction with the
legislation, and the lack of maintenance (TERRA, 2023). Natural disasters and
earthquakes can have many causes and consequences.

060272023 04:46:49

Figure 8. The moment of February 6, 2023 Kahramanmaras earthquake.

It is essential to solve the sanitation problem in the aforesaid provinces
after the earthquake and provide people with a clean water source.
Groundwater, which is a strategic resource, becomes important after such
natural disasters. Methane, sulfur, and carbon dioxide gases from sulfide
mineralization areas and organic-containing sediments may mix with
groundwater or groundwater-supplying wells due to the earthquake effect.
Because of ground displacements, the lines carrying drinking water and
the lines carrying sewage may break, and therefore, the drinking water may
contain pathogens and organic pollution. There is also uncertainty in terms
of other water quality parameters, especially pathogenic bacterial content in
groundwater and surface water. Additionally, the efficiency of drinking water
treatment plants is lost or weakened due to earthquake damage. Furthermore,
waste storage areas may interact with surface water and groundwater due to
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reasons such as sliding/collapse and polluting these resources. In some cases,
new geothermal waters emerge as springs along fault zones, and existing hot
waters can mix with cold groundwater that has the potential to be used as
drinking water (Keskin, 2014).

Significant changes were observed in the color and taste of natural water
resources due to the effect of the earthquake in the region. These changes
may have caused the mixing of volatile components under the effect of long
and deep fractures during the earthquake, the mixing of rock and mineral
particles fractured at depth due to fractures into the water, and especially the
interaction of mineral rocks (such as pyrite, chalcopyrite, galena, hematite,
limonite) with water, causing the pollution of groundwater. The main
elements causing pollution may be mobile elements (such as As, B, U, and
Th). The above-mentioned elements are extremely harmful to human health
due to their high solubility and high potential to pass into solution. Hence in
the region where the earthquake occurred, ophiolitic rocks superimposed on
the geologically basic metamorphic rocks and intrusive (Géksun granite) and
volcanic rocks intersecting them have a high potential in terms of such mobile
element content (Yildiz, 2019).

Samples will be taken from natural water resources in Kahramanmaras
and its surroundings, the brown colored turbidities in these waters will
be precipitated, and their mineralogical and geochemical properties will
be revealed. It is predicted that the turbidity in the water may be caused
by lithologies as a result of particles fracturing and crumbling during
the earthquake and/or the ground collapsing toward the bottom. The
mineralogical compositions of particles will be revealed, and the same particles
will be analyzed geochemically and compared with the mineral and chemical
compositions of the surrounding rocks. Moreover, approaches will be shown
regarding the possible chemical contamination and pollution source that
appeared in water resources immediately after the earthquake. In addition
to the color changes of the natural water resources of Kahramanmaras,
according to the images from the press of Sanliurfa Balikligol, which has a
similar feature, the transparent Balikligol gained a completely brown-colored
blurry appearance after the earthquake.



International Theory, Research and Reviews in Engineering

Figure 9. Effect of earthquake on groundwater

When earthquake shock waves occur, the groundwater level rises
and returns to its previous state over time (Figure 9). Since this happens
underground, we cannot see it on the surface. However, it is possible to
determine it in observation wells. In some earthquake areas, if there is a water
source, it may dry up, or a new source may form. For example, in the city of
Santa Rosa, the center of Sonoma County in the US state of California, a dried
stream became active again after the earthquake.

WATER AND HYGIENE MANAGEMENT IN THE EARTHQUAKE
ZONE

Itis possible to provide the most effective solution to the water and hygiene
needs that will arise after an earthquake by identifying this risk beforehand
and carrying out the necessary work to reduce it to the lowest level, i.e., to a
more manageable level. To this end, prefabricated houses, portable toilets and
shower cabins, and emergency water wells had to be kept ready in temporary
settlement areas. However, unfortunately, it seems that preparation in this
regard was not good enough in earthquake regions. In this case, the needs
that arise after the earthquake cannot be met, and difficulties in managing
the crisis situation occur. Emergency water management is a matter of taking
inventory and planning before and after the disaster. What we call planning,
in a way, means creating alternatives. Considering the water system of a city,
we see surface and underground water resources, water treatment facilities,
transmission elements such as distribution lines, water pipes, pumps and
valves, and storage and end-use systems as a whole (Bugdayci, 1999). The
process of supplying water to the city consists of various stages, from source
to treatment, storage, and distribution. We have to plan solutions for access
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to drinking water at the local and neighborhood scale against water cuts
that may occur as a result of the collapse or disruption of any of the central
systems due to a disaster. It is very important to do this on a neighborhood
basis because each neighborhood has different physical characteristics,
such as social structure, water infrastructure, and urbanization (Gengoglu,
Ozmen & Giler, 1996).

In developed countries, local solutions are produced in emergency
disaster plans against major damage to urban infrastructure facilities,
such as sewage and clean water lines, and management plans are created to
ensure post-disaster water supply. This article examined the possible effects
of possible regional water supply and sewage system damage caused by the
earthquake in our country and post-damage emergency water management
plans. Water and sewage infrastructure facilities are also severely damaged in
the earthquake. This situation is one of the issues that should be considered
to perform the necessary interventions quickly, both immediately after the
earthquake and during the post-earthquake emergency aid period (Kinaci,
2000).

The water network consists of transmission pipelines, tanks, and pumping
stations. These units are weak enough to cause serious interruptions in water
lines during an earthquake. Drinking water is vital for extinguishing fires,
meeting water needs, and cleaning after an earthquake. Experiences gained
in past earthquakes have shown that the probability of severe damage to the
drinking water network due to ground shaking, liquefaction, landslides, and
faulting is very high. The behavior of pipes depends entirely on the damage to
the ground in which they are buried or supported. Damage very rarely results
from inertial forces.

In the 2022 Provincial Disaster Risk Reduction Plan published by AFAD
of Hatay province, one of the centers heavily damaged in the February 6
earthquake, it was shown that the area between Hatay and Kahramanmaras
graben had a high risk of ground amplification, liquefaction, and sinking
during a possible earthquake. Most of the residential areas were classified
as the Weakest and Weak soil. In the Disaster Risk Reduction Plan of
Kahramanmaras province, it was stated that the Pazarcik region had suitable
soil for liquefaction.

It is observed that damage occurs to underground pipes in areas with
weak soil properties in Sewage and Drinking Water Supply systems after
the earthquake. Kayseri Water and Sewerage Administration was assigned
for Kahramanmaras, which was the epicenter, whereas Antalya Water and
Sewerage Administration was assigned for Hatay, and infrastructure works,
pipe damage repairs, leak detection with an acoustic ground microphone,
and chimney cleaning with combined vehicles are currently carried out.
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It is essential to provide water tanks to cities damaged by earthquakes and
experiencing problems in water supply and activate the infrastructure systems
for the established container cities.

In regions with soft alluvial soil and loose soil, the fact that groundwater
levels are close to the surface causes soil amplification by increasing
earthquake amplitudes of earthquake waves in case of a possible earthquake
(Korkmaz, 2006). Considering the potential for liquefaction in areas with high
groundwater levels during earthquakes and similar disasters, damages in the
form of overturning, sinking, and bending were observed in buildings during
the Kocaeli earthquake of August 17, 1999. The study conducted on buildings
and foundation systems due to these damages showed that the design had
been made independently of the soil properties and general criteria had not
been taken into consideration at all (Gindtiz & Arman, 2005).

CONCLUSIONS

Earthquakes create changes in groundwater levels, quality, and
temperature. These changes vary depending on some factors, such as the
magnitude of the earthquake, the characteristics of the groundwater table, and
geological formations. In this regard, studies are conducted in many countries
to determine changes in the level and chemical properties of groundwater
before, during, and after the earthquake.

Since Turkey is situated in an earthquake zone, losses of life and property
due to earthquakes are quite high. The loss of life and property during the
Adapazar1 earthquake of August 17, 1999 confirmed this fact. When the
damages to buildings were carefully examined, it was revealed that many of
them were not designed and constructed in accordance with the soil behavior.
It emphasizes the fact that the soil factor should be examined in detail for
the concept of earthquake-resistant construction and foundation design, and
the importance of choosing the foundation system of structures to be built
in regions with problematic soils. The simplest explanation of foundation
engineering, which is another subject of geotechnical studies, is the selection
and sizing of the foundation system using the soil parameters found through
research. As a result, geotechnical engineering evaluates the soil on which the
structure will be constructed, the type of foundation of the structure to be
constructed on the soil, and other factors affecting the foundation as a whole.

It is crucial to allocate funds from aid and state resources to repair
irrigation wells, irrigation tools, and machines damaged during the earthquake
and bring them into working order.
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1. Introduction

Energy is essential for the sustainability of life. It can be in different forms
such as electrical energy, thermal energy, mechanical energy, solar energy,
wind energy, nuclear energy, and so on. Since it has various forms, it should be
converted into the required form for special applications. Heaters are systems
used to generate heat by converting chemical, and electrical energy into heat.
They can function by using various sources including gas, oil, hot water,
electrical, and so on. Since their basic functions are heat generation and
heat transfer; their structural, physical, and morphological properties should
be considered before the designing step. In this review definitions, functions,
and types of heaters are given. Additionally, mechanisms of heat transfer and
factors affecting the performance of a heater are given with common materials
used for heaters and basic applications.

A heater is a device or system used to generate and emit heat by different
mechanisms for increasing the temperature of a liquid, gas form, or solid
body. Heaters have become indispensable parts of our lives since they provide
heat for our vital activities and comfort. Additionally, they are essential
components of various industrial activities. Parallel with these, they are
mostly used for warming up rooms, buildings, designated areas, outdoors,
vehicles, and so on. Also, they are used to facilitate industrial processes from
drying to chemical synthesis, welding to melt mixing. They can be portable,
built-in systems, or both (hybrid).

The basic functions of a heater can be summarized as:

 to generate heat,

o to emit, transfer, circulate, and/or distribute heat,

« toregulate the temperature,

« to protect from cold environments,

o to prevent frost and freeze,

« to provide and maintain consistent comfort and well-being,
 to sustain industrial processes (to dry, to heat, to melt, and so on).
2. Types of Heaters

There are various types of heaters based on source of the energy used for
heat generation in the system. In all cases additional components might be
required for heat transfer and distribution. The basic conventional types can
be given as:

« Gas Heaters: Gas heaters are systems that generate heat because of
burning of a fuel including natural gas, propane and so on. The mechanism is
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based on conversion of chemical energy to heat. The burning takes place by a
burner or in a combustion chamber.

« Oil Heaters: Oil heaters are used to convert chemical energy to heat.
Burner is also a part of the system to start burning of the fuel oil.

+ Solar Heaters: Solar energy is used to any fluid including air, water,
oil.

» Geothermal Heaters: Geothermal water is used for heating buildings.

 Electric Heaters: An electric heater is a system that functions based
on the conversion of electric energy to heat. The most important component of
the system is the electric heater known as an electrical resistor. The principle
is referred to as Joule heating that describes the heat generation during the
current flow from a resistor. Electric heaters can have different components.
In one mode heat is generated inside the system and directly transferred to the
environment. In another mode, the resistor is used to generate heat, and heat
is transferred to increase the temperature of a fluid (oil) then heated oil is used
to regulate the temperature. Infrared (IR) heaters, oil/water-filled radiators,
and ceramic heaters generate heat by resistive wires. While IR heaters transfer
heat by radiation; the others work based on convection which is explained in
the next section.

Based on the recent developments and adaptation of heaters to various
surfaces, equipment and, clothes led to the development of new heaters. They
can be classified as:

o Wearable Heaters: Wearable heaters are used for personal thermal
management, and healthcare generally by using resistive electric heaters. They
can be mounted on textiles or skin (An et al., 2016; He et al., 2022; Wang et al,,
2022).

 Flexible Heaters: Flexible heaters are made from polymeric materials.
They have many advantages including such as lightness and bendability. They
can be mounted on various surfaces and equipment (Park et al., 2022).

« Stretchable Heaters: Stretchable heaters are the state of the art in
polymer-based heaters and can function even under stretched conditions (An
et al., 2016).

3. Mechanism of Heaters

The basic reason for heat transfer is the temperature difference between a
heater and an object or environment. Since the foremost important function
is the heat transfer, the working principle of a heater is critical in terms of
performance, cost, and life of the system. There are three mechanisms for the
heat transfer (Hegbom, 2017; Levenspiel, 1984):
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Conduction: Heat transfer is performed by direct contact from one atom
or molecule to the other as shown in Figure 1. Since molecular-level contact is
required, it mostly occurs in solid or liquids states based on the fact that gas
molecules are not closely packed (Hegbom, 2017; Levenspiel, 1984).

Figure 1. Heat transfer by conduction

Convection: Heat transfer is performed by bulk movement of molecules
within fluids such as gases and liquids. In the first place heat is transferred by
conduction at the molecular level between the object and the fluid then fluid
starts to move, and transfer is carried out by the movement of the fluid as shown
in Figure 2. Conduction and convection cannot take place simultaneously.
Convection can be evaluated as natural convection and forced convection
based on the system components. While natural convection does not require
additional external effects for fluid movement, forced convection is controlled
by externally controlled circulation and/or distribution through the use of
mechanical systems such as fans, mixers, or compressors. Convection heaters
generally function by forced hot air circulation(Hegbom, 2017; Levenspiel,
1984).

Figure 2. Heat transfer by convection

Radiation: Heat transfer is performed by electromagnetic waves known
as radiant heat that is emitted from the heater/hot body as given in Figure 3.
The formation of electromagnetic waves is mainly caused by thermally excited
electrons.
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Figure 3. Heat transfer by radiation

As given in Figure 4, the electromagnetic waves in the thermal radiation
zone have various energy levels and wavelength ranges (0.1-100 pm) such
as ultraviolet (near UV), visible light (entire), and infrared (entire IR) and
they are absorbed reflected or transmitted through the body that has a lower
temperature. The wavelength and energy of the radiation depend on the
bulk, surface properties, and temperature of the system. Thermal radiation
is a consequence of oscillations or transitions of the electrons that occur
and are sustained by the internal energy/temperature of the system, and it
is emitted from anybody that has a temperature above absolute zero. It can
emit from solid, liquid, or gas phases. Another important point is it does not
require a material-based medium for heat transfer (Fig. 3). Radiant heaters
are the common systems that work based on this mechanism. They emit IR
radiation and IR radiation directly heats up the bodies without heating the
surrounding air, so it is very practical and efficient for outdoor, and indoor
heating (Hegbom, 2017; Levenspiel, 1984; Meseguer et al., 2012).
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Figure 4. Electromagnetic spectrum and thermal radiation zone

4. Factors Affecting Performance of the Heating Elements

The performance of the heaters can be affected by various factors that can
be related to the system, interface properties, heating element properties, and
so on. In all the most significant ones are classified as given in Figure 5 based
on the heating element properties including electrical, thermal, radiative, and
physical properties. Additionally, failures and environmental properties are
included.
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Factors Affecting Performance of the Heating Elements
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Figure 5. Classification of factors that affect the performance of the heating elements

Electrical Conductivity: Electrical conductivity is a property that
shows the level of current (I) flow through a material. It is the reciprocal of
resistivity and it has a vital importance for resistive heaters. In the case of
lower conductivity/higher resistivity, current flow becomes difficult and
level of heat generation is higher. Depending on the form of the heater two
common electrical properties are used for evaluation of heating performance.
Sheet resistance (ohms per square, /0) gives us the resistance value of a
given surface between the electrodes and calculated from surface resistivity
by considering geometry/size of the sample. If the material has very thin
film-like, fiber or 3D form, generally sheet resistance is used as performance
indicator by using a 4-probe system for other materials conductivity/
resistivity (S m-1/ohm m) can be used. The power generated by a heater is
expressed as P=I’R (P=IV) and higher the resistance and current, higher the
output. By considering this fact, materials with higher resistivity are preferred
for resistive heating elements. However, it should be taken into account that,
higher resistivity requires higher voltage and heating materials should have
enough resistance not to fail under given voltage and temperature conditions.
In other words, every material has limits such as maximum current density,
maximum service temperature and maximum applied voltage and resistance
changes depending on the temperature. Likewise materials very high electrical
conductivity is not desired since current easily flows through the material
and generation of heat can not reach the levels of a heater. To conclude, the
resistivity, sheet resistance of a material should be determined carefully based
on the application and targeted life cycle of a heater. General range of a sheet
resistance was given as 0-100 )/sq in the literature. While 10 Q) of resistance
can be enough for a small heater, this value can be several 10s ohms of more
for bigger heating systems (Ghorbani & Taherian, 2019; Hegbom, 2017; Hu
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etal., 2021).

Operating Voltage: Operating voltage (V), is another factor that effects
the generated heat from a heater. As previously mentioned applied voltage
has a direct relationship with the “Joule Effect”. In the case of higher applied
voltage, higher thermal energy is obtained. However, material properties
including electrical conductivity, thermal conductivity, thermal capacity,
thermal diffusivity, thermal cyclic behaviour have effect on efficiency and
steady functioning conditions. In addition to these, operation voltage of a
heater depends on the application, size of the heater and targeted heating
volume (Hegbom, 2017; Hu et al., 2021).

Temperature Coefficient of Resistance: Temperature coefficient
of resistance (TCR) is another important factor for heating elements. TCR
can basically be calculated from the following formula: (AR/R )/AT 1/°C).
The resistance of a heating element changes with temperature. TCR can be
positive (PCR) and negative (NCR) based on increase or decrease in resistance.
If scattering of the thermally induced charge carrier takes place resistance will
increase (PTCR) on the other hand, decrease (NTCR) in resistance is observed
in the case of thermally enhanced charge transport. Although high TCR is very
useful for temperature sensors, heating elements show very low TCR in terms of
obtaining stable heating performance (Cui et al., 2019; Hegbom, 2017).

Thermal Conductivity: Thermal conductivity is a property of a material
that is used to understand its ability to conduct heat in the molecular level. It
is the reciprocal of thermal resistivity and this value is important for heating
elements. Heat is transferred by electrons, phonons, electromagnetic waves,
spin waves. In the case of conductors such as metals electrons are responsible
heat transfer. On the other hand, for insulators phonons are dominantly
responsible for the transfer. The level of thermal conductivity of materials
changes due to some structural properties basically but not limited to crystal
type, crystal size, grain size, imperfections, homogeneity, density. In the case
of lower thermal conductivity/higher thermal resistivity, conduction and
dissipation of heat becomes difficult and level of heat transfer becomes lower.
So, rate of heat transfer is closely related to thermal conductivity. It is denoted
as k and the unit of k is W/m-K (Watts per meter Kelvin) (Hegbom, 2017;
Yang, 2004).

Thermal Expansion/The Coefficient of Thermal Expansion: Thermal
expansion defines the change in dimensions such as length, width, area,
volume, shape as a result of increase in temperature. During heating the kinetic
energy of the molecules increases and that leads to increase vibration and
average separation between molecules increases. This is known as expansion
of a substance. In order to determine the degree of expansion, coeflicient of
thermal expansion is calculated. Linear, one dimensional, thermal expansion
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is calculated from (AL/Lo)/AT (1/°C). This value can change under different
temperature ranges and based on that the contraction behaviour might be
different under different circumstances. The expansion speed can be significant
for some applications, quick response to heat might lead to some mechanical
failures that is related to components and purity of the heating element. In the
case of alloys, composites or hybrid structures thermal expansion coeflicient
of each component should be taken into consideration (Bajpai, 2018; Hegbom,
2017)

Heat/Thermal Capacity: Heat capacity (C) is another thermal property
that is used to determine the amount of heat to change the temperature of a
material 1 K. The unit of C is (J/K). In order to determine the heat capacity
for a given mass specific capacity (c) is used that is basically calculated by
dividing C to the mass and expressed as J/K kg. Higher heat capacity
indicates higher heat storage performance in the case of same temperature
change (AT) and heat gain or loss take longer time compared to lower heat
capacity that can affect the heating/cooling rate. For the heating systems heat
capacity is of significance in terms of stability of the heat transfer. Higher
heat capacity leads to higher stability and less temperature fluctuations during
heat transfer and that is critical for providing a stable, controllable thermal
management(Hegbom, 2017; Hu et al., 2021; Krastev, 2010) .

Thermal Diffusivity: Thermal diffusivity (D) is another criteria used for
diffusion/heat transfer rate in a medium. D = k/(pCp), k: thermal conductivity,
p: density, Cp: specific heat at constant pressure. Higher thermal diffusivity is
an indication of higher speed of heat dissipation through the material and
heating temperature might be lower. Thermal diffusivity is of importance in
terms of thermal management. It should also be underlined that, it is affected
by the temperature and at higher temperatures, thermal diffusivity decreases
(Hegbom, 2017; Hu et al., 2021; Larciprete et al., 2022).

Steady Heating Temperature: Steady heating temperature (K/°C) of
a heater defines the temperature value(s) at which heating performance
is optimum. This is related to thermal conductivity, thermal capacity and
thermal diffusivity. Wider steady heating temperature range results in better
thermal management (Hegbom, 2017; Hu et al., 2021).

Cycling Stability/Hysteresis: Any type of heater is used for hours
for years. The most important expectancy from a consumer is the life and
performance of a heater both of which are directly related to the cycling
stability/hysteresis. Although cycling stability looks like one behaviour, for
heaters it should be investigated under three titles such as thermal, electrical
and mechanical behaviour of the heating element under repeated usage.
Thermal cycling behaviour basically indicates the fluctuations from the



International Theory, Research and Reviews in Engineering * 197

optimum temperature range. Minimum deviation under given conditions
gives good cycling stability and less hysteresis. Since heat generation is
directly related with the electrical properties of the heating element, electrical
conductivity/resistivity should show stable cycling behaviour under working
conditions. Any structural change mightlead to change in electrical properties
and that might lead to change in thermal cyclic behaviour. Mechanical cycling
behaviour is related with the dimensional stability of the heater. As known
solid materials tend to expand/contract under heating/cooling. During this
cyclic heating process, if the temperature exceeds the dimensional stability
limits of the heating element, micro/macro-structural defects occur that can
result in the deterioration of the mechanical properties, and some failures
including deformation, bending, and cracking can be observed. Also alloys,
composites or hybrid structures consist of at least two phases and the response
of each phase to heat energy can be different and that might cause some
mechanical defects and failure. The cyclic stability of a heater can be given as
a cycle (heating-cooling) number (Hegbom, 2017; Hu et al., 2021).

Radiation Emissivity: All materials emit thermal radiation above
absolute zero temperature. However total thermal radiation is determined by
the emissivity of the object. Radiation emission of a heating element is caused
by thermally excited electrons and can be in a wavelength range from 0.1 to
100 um in the form of ultraviolet, visible and infrared light. Level of emissivity,
known as emissivity coefficient (¢) gives the radiation level of heat from a
body in comparison to an ideal black body (¢ = 1) under same conditions
(wavelength, temperature etc.). The total emissivity is directly related to
spectra and in some cases, spectral emission can be determined at particular
wavelength. The emissivity of a surface is not only related to bulk properties,
temperature but also surface properties including cleanness, roughness etc.
and can be between 0-1 (Hegbom, 2017; Jackson & Yen, 1994).

Physical, Surface Properties and Geometry of the Heating Element:
Although bulk properties are critical for the heating performance, physical,
surface properties, tolerances and geometry of the heating element affect the
output of the heater. As known conductance, resistance are related to geometry
(ribbon, wire etc.) of the heating element. Melting point, density, cleanliness,
surface finish, surface smoothness, hardness are also important for obtaining
stable heating performance (Hegbom, 2017).

Failures: Even if best materials are chosen for heating elements, various
failures can take place including oxidation, corrosion, mechanical defects and
they might lead to failures. Oxidation can take place at higher temperatures
and layer on the surface of the heating element can flake off. This not only
effects the surface morphology but also structural properties including
electrical and thermal properties. In the long-range use oxidization can
take place from outer to inner layers. The layers can flake off because of the
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differences in thermal expansion coeflicient between heating element and
oxidized surface layers. Based on morphological changes, hot-spots can also
form during heating that can be observed as the shiny points that are the
points with the highest temperature. Another common reason for the failures
is the corrosion that is caused by direct contact of heating element by water or
chemicals (Hegbom, 2017).

Environmental Conditions: In addition to structural, physical,
surface properties, geometry and cyclic behaviour of the heating element,
environmental conditions are significant in terms of heating performance
of conduction, convection heaters. Although some conditions are controlled
during the heating process, some of them can not be controlled due to weather
or systematic problems. In order to obtain the highest efficiency, acclimation
of the environment can be a quick solution. In this case, relative humidity,
minimum and maximum temperature range, air flow, heat transfer rate,
insulation and so on can be controlled. Also, environmental conditions might
triggered reactions such as oxidation and corrosion (Hegbom, 2017).

5. Materials used for Heating Elements

Heaters can be used for various applications from building heating
to personal (body) heating. Based on the requirements of the system and
temperature range, different heating elements can be fabricated by using
metals, alloys, carbon-based materials, ceramics, conductive polymers,
conductive metal oxides, nanocomposites, hybrid conductive materials, IR
emitting materials. As mentioned previously heat is transferred by conduction
throughout the heating element and transfer of heat to the environment can
be by conduction or radiation. In all cases heating element should have some
properties including high purity (minimum amount of trace elements), high
melting point, high resistivity, low-temperature coefficient of resistance, high
thermal dimensional stability, high strength, high resistance to oxidation and
corrosion etc. Metals such as aluminium, copper, gold, iron, nickel, platinum,
silver, tungsten, stainless steel can be used as heating elements such for special
applications below 600 °C. Metals with high conductivity, low resistivity are
generally used under low voltage range for long heating elements. The most
common alloys can be classified as iron based (Iron-Chrome-Aluminium
(FeCrAl) and nickel based (Nickel-Chromium (NiCr), Copper Nickel (CuNi)
alloys. Also, silicon and porous carbon can be used for some applications
(Hegbom, 2017). As known, in addition to high capacity industrial heating
systems; personal (relatively micro) heating systems have been developed
recently. In these systems metal/metal alloy wires(Bahadir & Sahin, 2018),
metal coated fibers (Petru et al., 2023), carbon containing polymer composites
(Tarfaoui et al., 2019), conductive polymers (Zhou et al., 2017)can be used in
various scales from nano to mm.
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6. Applications of Heaters

Heaters are indispensable parts of our lives. They are used in various
electrical appliances for domestic and industrial applications. Domestic
applications can be given as: Space heating, water heating, cooking, personal
care, caring of clothes, personal comfort, vehicle heating (Hegbom, 2017).

o Radiators, convection heaters, air conditioners, fan heaters, floor
heaters, can be given as space heaters.

« Dishwasher, washing machine, coffee/tea maker, kettles can be given
some examples of water heaters.

« Baking ovens, rice cookers, cooking plates, hot plates, toasters, grills,
egg/vegetable boilers can be given some cooking applications of heaters.

« Hair dryers, hair crimpers, heated hairbrush can be given as heaters
used for personal care.

o Tumble dryers, iron, hot presses can be given as the common
applications for caring of clothes.

+ Saunas, heated massage seats, waterbed, wearable heaters, electrical
blankets can be given as heaters used for personal comfort.

 Cigarette lighters, car seat heaters, ceiling heaters, windshield heaters,
interior heaters, car lock heaters can be given as the heaters used in vehicles.

Applications of Heaters
Heaters for

Space Water Heaters for Heaters for Heaters for Bareanal
Heaters Heaters Cooking Personal Care Drying
Comfort

*Radiators *Dishwashers *Baking ovens *Hair dryers *Tumble *Saunas,
*Heating panels *Washing *Rice cookers *Hair crimpers dryers, *Massage
*Convection machines *Hot plates *Heated *Iron, systems
heaters *Coffee/tea *Toasters hairbrush *Hot *Waterbed,
*Air makers *Grills presses *Wearable
conditioners *Kettles *Boilers heaters,
*Floor heaters *Vaporizers *Electrical

blankets

Figure 6. Basic applications of heaters

Conclusions

Energy is the common source for industrial and domestic applications
and systems. Any process that needs increase in temperature requires thermal
energy. Conversion of chemical/electrical energy into heat requires a special
equipment known as heaters. Heating element is the heart of the heaters,
and its structural, physical, geometrical and morphological properties are of
vital importance and they should be carefully investigated before designing a
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heating system.
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1. INTRODUCTION

Generally, wear is undesired surface changes that are caused due to pieces
breaking off because of mechanic loading that occurs during the operation
of objects that are contacting each other and moving together (Izciler, 1997).
Wear is much more destructive than just loss of material because it ruins the
form of machine components and diminishes or terminates their capacity
to work (Karaoglu, 2006). For this reason, it is very important to predict in
advance the extent of wear, as wear can lead to high costs and loss of time.
Even though many parameters affect wear, the parameters that affect wear the
most are both the hardness of the wear and the causes of corrosion (Giiven
et al., 2005). The hardness of the material is a condition with many random,
unknown forms, such as the structure of the component and the crystal
structure.

Evolutionary calculations have successfully been used in the solution of
such complicated problems. Evolutionary algorithms are known by different
names according to their presentation and formulization. According to this,
Evolutionary Algorithms can be divided into four groups, which are Genetic
Algorithms, Evolutionary Programming, Evolution Strategies, and Genetic
Programming (Holland, 1975).

Evolutionary algorithms separate from traditional solution methods
in creating a solution candidate population. How close the candidate is to
the solution is determined with a fitness function. In every one of these,
the algorithm calculates how strong each candidate is and then calculates,
according to this, the parents of the next generation or the individuals that
are to cease existing. After this, to create a new, logical generation it applies
the genetic searching processors (reproduction, crossover, and mutation).
This cycle is repeated continuously, creating stronger individuals each time.
Genetic algorithms, which are the most used sub-branch of evolutionary
algorithms, were developed for the first time by John Holland and his
colleagues at the University of Michigan (Koza, 1992). Holland conducted
his research based on natural selection and genetic evolution to search and
find the optimum. Throughout the process, he selected, as an example, those
individuals who could harmonize with the environment they were located
in, to reach optimum levels. Computer programs were also developed to
search for this optimum level and to discover mechanical problems (Boun,
2001). However, Genetic Algorithms were not appropriate for formulizing
complicated problems and modeling (Goldberg, 1989) so, instead of this, the
Genetic Programming approach was suggested by John Koza (Koza, 1992).
Besides this, one of the differences between Genetic Programming and Genetic
Algorithm is the presentation of the individuals. While Genetic Programming
uses hierarchical tree structures, a pre-determined length of a string character
series is used in Genetic Algorithm (Koza, 1994). Genetic Programming is an
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Evolutionary Algorithm technique that targets the probable primitive solution
types that are formed by the building blocks of the problem (Grosman et al.,
2004). In addition to GP solving a problem whose solution space is rather large
and difficult, such as modeling the hardness of materials, Artificial Neural
Network (ANN) approaches have also become popular. Every technique has
an advantage and a disadvantage. The technique regarding ANN’s is effective
when applied to situations where the relations of variables that are affected,
and that are directly dependent, are non-linear and very loud (Giles et al.,
2001). What ANNs are fundamentally lacking is a formula provided for the
benefit of understanding the process; and because it is a closed book, clearly
stated rules regarding the problem are not offered. This is why users are quite
limited while working with ANNs (Faris et al., 2020). On the other hand, the
previously mentioned problems do not arise while working with GPs. GP also
has extra advantages compared to neural networks which are the capabilities
of giving an insight into the underlying system by producing compact and
being easy to evaluate mathematical models. GP is then reliable and logical
in modeling various engineering applications under uncertain environments
(Faris et al., 2020).

Barclay et al. developed a GP program to generate tool paths for 2D
milling and changes were observed in the product shape without Problems.
Garg et al. used GP for the formulation of geometry optimization function of
the direct absorption solar collector (DASC) system in the fields of renewable
energy. Compared with ANN methods, they saw that GP can generate the
model with better fitting performance (Garg et al., 2020). A new approach is
presented by Ranansigle et al based on GP for the predictions of the efficacy of
Rolling dynamic compaction RDC (used with the help of a tractor and it has
been found to be useful to improve problematic soils and widely used globally),
which is considered to be an alternative to conventional soil compaction
technology. And the GP model has a better predictive performance than the
existing ANN model developed earlier by the authors (Ranansigle et al., 2019).

In the literature, artificial intelligence technologies are used a lot in
terms of wear. Silva et al. observed cutting tool wear using signal processing,
artificial neural networks and expert system approach (Silva et al., 1998). Yan
et al. examined the particles in the oils used to reduce wear in their studies
and wanted to make wear inferences from the particles in question. For this
purpose, they established an intelligent analysis system by developing an expert
system using object-based information presentation method (Yan et al., 2005).
Igbal et al. studied the side edge wear of cutting tools, which is important for
the quality and economy of the milling process. When the flank wear of the
cutting tools reaches a certain level, they must be replaced for the efficiency
of the process, but it is impossible to measure the wear during the process.
This wear can only be predicted. For this purpose, researchers developed a
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fuzzy expert system to predict wear online and offline and compared these
methods with each other (Igbal et al., 2007). Kor et al. developed a fuzzy-
based expert system to predict and reduce the wear of high chromium alloys
during phosphate grinding and compared them with traditional statistical
methods (Kor et al., 2010). Although artificial intelligence technologies are
used a lot in the literature, there is not much research on hardness, which
is the main factor affecting wear. Low, medium, and high intensity carbon
steel was used in this study because this material has been used widely in the
industry. In this study, it was tried to formulate the basic inputs that affect the
hardness of steels by using the genetic programming method for the first time
in the literature. It is thought that the experimental study will find industrial
use in more specific steel groups.

2. GENETIC PROGRAMMING
2.1 The Genetic Programming Approach

Before initiating a genetic program, the terminals, functions, fitness
function, control parameters and terminating criteria need to be selected (Tay
et al., 2008). In order to create GP individuals, terminals and functions are
used. Carefully selecting the terminal and functions for solving the problem
is rather important (Chen et al., 2008). Terminals are variables or constants
that are directly effective in establishing and diagnosing a problem. Functions
are objects that enable the terminals to be integrated according to specific
process logic. The smallest building blocks, namely individuals, which enable
a solution, are created as a result of integrating the functions and terminals
in order to form a purposeful structure within a hierarchic understanding
(Gologlu and Arslan, 2009).

Theindividuals provide a mathematical or functional result, depending on
the type and description of the problem that is being approached. These results
are passed through a structure named fitness function and are conducted
according to a diagnosed procedure and transformed into a type of numerical
quantity that represents the individuals’ problem-solving capabilities. They
are then arranged in a line according to this quantity (Gologlu and Arslan,
2009).

Control Parameters are criteria that are applied after GP has been initiated
to work. One of the most important parameters is population. The others
are generally the probability of the application of the genetic operators, such
as the ratio of crossover and the ratio of mutation. The terminating criteria
can be specified as the maximum generation that the program creates while
operating, or any individual reaching the desired degree of fitness (Wang et
al., 2021).
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2.2 Working Principles of Genetic Programming

After the above-mentioned five topics are specified, GP is ready to work.
The stages of Genetic Programming can be listed as follows (Nguyen et al.,
2020):

Creating the pool of individuals (population) at random

Repeating the below series of actions until a condition of stopping is
reached:

a) Evaluating the quality of the solution of the problem that is coded by
every one of the individuals formed in the pool.

b) Differentiating the pool by applying evolutionary agents (processors)
in consideration of this evaluation.

Selection: selecting which individuals from a differentiated pool are to be
transferred to the next generation.

Reproduction: selecting individuals to be transferred to the new
generation without being differentiated by any other genetic operator
(crossover, mutation).

Crossover: paring some of the individuals in the pool and producing new
chromosomes named children, and that contain the gene information of the
individuals named ancestors. This way, one of the genes of every child shall be
the same as one of the ancestor’s genes.

Mutation: As in nature, randomly changing some of the gene values of
the individuals that have been randomly selected from the pool.

The flow chart of GP is shown in Figure 1 below.
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Figure 1. Flow chart of Genetic Programming (Gologlu and Arslan, 2009)
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Within the scope of this work, a program named USYAAP has been
designed that utilizes various expert system approaches regarding wear. The
USYAAPGEN GP modeler program was designed as a sub module of this
main application. It has been created by using Microsoft Visual Studio 2005
VB.Net programming language.

3. MODELING THE HARDNESS OF WEAR BY USING GENETIC
PROGRAMMING

In the study low carbon, medium carbon and high carbon steel, each of
which complies with international standards, have been used as carbon steel.
The corrosion behavior of the steel has been scanned from literature, and
experiment sets have been created according to these. The ambient temperature
and heat processes have been kept constant while creating the experiment
sets and the components of the materials have been used. In the literature,
there are very few studies on the estimation of steel material compounds using
genetic programming. Kovacic et al 2019, used roll diameter, contact time,
carbon equivalent, rolling temperature and quantity of rolled material as input
to identify the parameters affecting the working roll wear in the hot rolling
process. The prediction of machinability of steel was studied by Brezovnik
and his friends, and is dependent on input parameters percentage of calcium,
percentage of oxygen, percentage of sulfur (Brezovnik et al., 2006). In this
study to estimate the hardness of steel, the percentage of carbon, percentage
of manganese, percentage of phosphate, percentage of sulfur were used while
keeping other parameters constant.

These experiment sets that have been created were operated by using
a USYAAP-GEN program on a Vmware ESX 3.5 update 3 cyber hosts that
have the features of 4 AMD Opteron 2500 GHz processors, 16 GB Ram and
installed on a Windows 2003 Enterprise Edition sp2 64bit operation system.
These conducted works have been repeated many times, changing the genetic
parameters of the USYAPP-GEN program.
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Figure 2. Main screen of the USYAAP-GEN program
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Figure 4. Selection of genetic parameters in USYAAP-GEN
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Figure 6. Verification of any formula in USYAAP-GEN

3.1. Low Carbon Steel

Low carbon steel has been used in the conducted experiment.

Table 1. Test data of low carbon steel.

N?\Zie(;f aflhe Carb;/)on (C), Mangartzse(Mn), Phospt/loate(P), Sulfur(S), % | Hardness(Hb)
AISI 1006 0.08 0.325 0.040 0.050 86
AISI 1010 0.105 0.45 0.040 0.050 95
AISI 1015 0.155 0.45 0.040 0.050 101
AISI 1018 0.175 0.75 0.040 0.050 116
AISI 1019 0.175 0.85 0.040 0.050 116
AISI 1020 0.205 0.45 0.040 0.050 111
AISI 1023 0.225 0.45 0.040 0.050 111
AISI 1026 0.250 0.75 0.040 0.050 126
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Table 2. Verification data of low carbon steel.

Name of the | Carbon (C), | Manganese(Mn), | Phosphate(P), | Sulfur(S),
Material % © ¢ % i p% " %( | Hardness(itb)
AISI 1008 0.10 0.40 0.040 0.050 86
AISI 1012 0.125 0.45 0.040 0.050 95
AISI 1016 0.155 0.75 0.040 0.050 111
AISI 1022 0.205 0.85 0.040 0.050 121

Many experiments have been conducted with low carbon steels test data.
As a result of these experiments, the best formula found by the USYAAP-
GEN genetic programming modeler is below.

LISP notation was used in the formulas (Hicklin, 1986; Fujiki and
Dickinson, 1987). In the LISP representation, first the function is written, and
then the terminals that this function will operate on are listed as the first and
second parameters, respectively. For example, the expression (+ 8 3) means
that 8 and 3 are added together. So it means (8 + 3). To give one more example,
the expression (- (* 6 3) (+ 4 7)) is equivalent to the expression ((6 * 3) - (4 +
7)). The most important point in LISP representation is the parentheses and
parenthesis precedence. In Formulas we use 4 constant teminals [a=C, b=Mn,
c¢=P, d=S§ and real numbers in the interval between -1 and 1], and 4 functions
[“+” is the mathematical operation of addition, “- ”is the mathematical
operation of addition of subtraction, “*” is the mathematical operation of
multiplication, “/” is the mathematical operation of division], “!I” in order not
to confuse the subtraction with the negativity of the terminal, an exclamation
statement is used. In the notation in the formula, the exclamation point refers
to the negativity of the terminal.

In order to obtain the best formula from those found in the many
experiments that were conducted, the size of the population was computed as
10000, the maximum depth of the population 400, the ratio of reproduction
0.2, the ratio of crossover 0.8, the ratio of mutation 0.2, and the maximum
generation was 100; error based fitness function was used as the fitness
function, tournament selection as the selection method, 7 as the initial depth
and the saturation method was used to create the initial population. As a
result, a formula that has a fitness of 92.6% was produced.
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Formula:

' (+((-(-(¢/(/4.1276,(+(/(-(/(/(-(/1.5126,(+b,(+(*(-(-1.5126,b,)(/3.5307,d,)),1.5126,)(-
,(/8.1096,(+1.5126,(-(/(-d,1.56126,),(+2.0792!,(*(-(-8.1096,b,)(/(-
, 4

(-

d 26, (-(

d,1.5126,),1.5126,)),a,),)), .1276,),)),)),)),1.5126 )(+(-d,b,),a,)),(+(/
(-8.1096,4.1276,)(+(-d,b,),a,)),8.1096,)),1.5126,)(+(-d,b,),a,),8.1096,)), (+/(-/
1.5126,(+(/(-8.1096,4.1276,)(+(-d,b,),a,)),8.1096,)),1.5126,)(+(-
d,b,),a,)),3.5307 )),(-d,(/2.0792! (+(-a,b,),(-(/(-¢,3.5307,),(+2.0792!, (*(-(-8.1096,0,)
(/(-¢,8.1096,),8.1096.),a,))),4.1276,) ).))/(-d,8.1096.),d,)),a,)(-b,(/(-/3.5307,
(+8.1096, (/(-(/4.1276, (+(+(*(-(-¢,(/8.1096,(+2.07921,8.1096,)),) /(-
d,8.10986,),d,)),a,)(-c,(/(-(/(-d.,b,),(+b,8.1096,)),1.5126,)(+(-
a,b,),a,)),),8.1096,)),1.5126,)(+(-d,b,),a,)),),1.5126,)(+(-d,b,),a,)),))(-2.0792!,(/

(+3.56307,b,),d.)))

The results of the test data obtained from this formula are below.

Table 3. The results of the test data of low carbon steel.

Name of the Material Hardness (Hb) | The hardness estimated by the formula (Hb)
AISI 1006 86 86.3194
AISI 1010 95 95.0144
AISI 1015 101 101.0142
AISI 1018 116 116.0718
AISI 1019 116 115.9446
AISI 1020 111 111.0504
AISI 1023 111 111.0106
AISI 1026 126 126.0993

The results of the validation data obtained from this formula are below.

Table 4. The results of the validation data of low carbon steel.

Name of the Material Hardness (Hb) The hardness estl(n;Ith)e d by the formula
AISI 1008 86 91.9882
AISI 1012 95 106.0761
AISI 1016 111 111.99
AISI 1022 121 121.233

3.2. Medium Carbon Steel

Medium carbon steel has been used in the conducted experiment.
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Table 5. Test data of medium carbon steel.

Nz;\;[r;ieorf Eflhe Carbon (C), % Mangar:;se(Mn), Phosp;)ate(P), Sulfur(S), % Hardn:/:s(Hb),
AISI 1030 0.31 0.75 0.040 0.050 137
AISI 1037 0.35 0.85 0.040 0.050 143
AISI 1039 0.405 0.85 0.040 0.050 156
AISI 1042 0.435 0.75 0.040 0.050 163
AISI 1044 0.465 0.45 0.040 0.050 163
AISI 1046 0.465 0.85 0.040 0.050 170
AISI 1050 0.515 0.75 0.040 0.050 179
Table 6. Verification data of medium carbon steel.
N?\;Ir;ieorf :lhe Carbon (C), % Mangar:;se(Mn), Phosp;)ate(P), Sulfur(S), % Hardn:/:s(Hb),
AISI 1038 0.385 0.75 0.040 0.050 149
AISI 1040 0.405 0.75 0.040 0.050 149
AISI 1043 0.435 0.85 0.040 0.050 163
AISI 1045 0.465 0.75 0.040 0.050 163

Many experiments have been conducted with medium carbon steels test
data. Asaresult of these experiments, the best formula found by the USYAAP-
GEN genetic programming modeler is below.

In order to obtain the optimum formula from those found in the many
experiments that were conducted, the size of the population was computed as
5000, the maximum depth of the population 200, the ratio of reproduction
0.2, the ratio of crossover 0.8, the ratio of mutation 0.2, and the maximum
generation was 100; error based fitness function was used as the fitness
function, tournament selection as the selection method, 7 as the initial depth
and the saturation method was used to create the initial population. As a
result, a formula that has a fitness of 96.2% was produced.
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Formula:
(-(+(™-d,(M/b,(Ma,c),),a))(-(a,c,)(-8.4191,¢)(-(/(/a,d,)(+d,d,))(+(*5.2004,6.6513,)
(A, (AM+1.71821 (+(/c,(-(*d,8.4191,), b ) (A (+(+(+(+(/c, (- (Ao, (/((+((/(+ (M-
b,c,),5.34791,),1.71821,)(-7.2024,b,))("(*a,7.2024,)(/(-(*(+d,c,)(-b,c,)(/(*c,d,)

(a, V(-
(*2.2896!,a,)))(*(-(*(-c,a,),a,),6.6513,)(-(/a,a,)(-b,b,)N(*(*a,1.7182,)(/(-(*(+d,c,)
(-2.2896!,c,))(/("c,d,)("4.9831,a,))(*(-(*(-c,a,).a )(" (+("a,c,),d,).).)(-(/a,a,)(-

b,b.))).a.).(+d,b,),)),b,)("(+d,b,)(/a,d,))(-c.a,)(*(+d,b,)(/a,d,)).,b,),6.6513,)),)
(*a,5.3479)), M (+(+(*(-b,(-7.8002,(-(+(/c,(- (*d 6.3756,),b,))("+d,b,)/a,d,)),c.) )
b,d,))(*(/3.4161,a,)(-0.3785La,)/(MAD, (M-("e, (/(C(+((/(+(M-b,c,),5.3479),(/c, (-

(e, (/((+("(/(+(\(-b,c,),5.3479!,),1.71821,)(-7.2024,b,))(*M*a,7 . 2024 J-((+d,c,)(-
b,c.))(/("c.d,)(*2.28961,a,)))("c.(-(/a,a,)(-b,b,)))(*("a,1.7182L,)(/(-(*(+d.c.)
(-4.9831,c,))(/(~c,d.)(*4.9831,a,))("(-(*(-c.a.),a,).(d,(+(*a,b,).d.).).)(-(/a.a,)(-

b,b.))).a.),(+d.b,).).b,)).)(-7.2024,b,))(*(*a,7.2024,)(/(-("(+d,c.)(-b,c.)(/(*c,d,)
(r2.2896!,a,))(*(-(*(-c,a,),a,),6.6513,)(-(/a,a,)(-b,b ))))))(/\(*a 1.7182,)(/(-(*(+d,c,)
(-2.2896!,c,))(/("c,d,)(*4.9831,a)))(*(-("(-c,a,),a,),("d,(+("a,c,)(*d,d.)).).)(-(/a,a,)(-

b.b,)))))).a.).(+d,b,),)),b,),(*1.7182L, (+(+(/c,(-(*(-c,c,), ("(/(+( (-

b,c,),5.3479!,),1.7182!,)(-5.3479!,b,))(~(*a,7.3000,)(/(*d, 8 4191,)("(-("(-

c.a,),a,),2.28961,)(-(/("a,4.9831,),a,),a,)))),),.a,))("(+d,b,)(a,d.))(-c,a.).)).)¢d,b.))(-

(Ad,C,)('b,C,)))))

The results of the test data obtained from this formula are below.

Table 7. The results of the test data of medium carbon steel.

Name of the Material Hardness (Hb) The hardness estimated by the formula (Hb)
AISI 1030 137 136.9162
AISI 1037 143 142.9901
AISI 1039 156 155.9978
AISI 1042 163 162.985
AISI 1044 163 163.1134
AISI 1046 170 169.9925
AISI 1050 179 179.0268

The results of the validation data obtained from this formula are below.

Table 8. The results of the validation data of medium carbon steel.

Name of the Material Hardness (Hb) The hardness estimated by the formula (Hb)

AISI 1038 149 152.6248
AISI 1040 149 156.8309
AISI 1043 163 162.2629

AISI 1045 163 169.5737
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3.3. High Carbon Steel

High carbon steel has been used in the conducted experiment.

Table 9. Test data of medium carbon steel.

Ni;[rze(;g :lhe Carbon (C), % Mangar};}se(Mn), Phosp(l;)ate(P), Sulfur(S), % Hardn:/:s(Hb),
AISI 1055 0.55 0.75 0.040 0.050 192
AISI 1064 0.65 0.65 0.040 0.050 201
AISI 1070 0.70 0.75 0.040 0.050 212
AISI 1078 0.785 0.45 0.040 0.050 207
AISI 1084 0.865 0.75 0.040 0.050 241
AISI 1086 0.865 0.45 0.040 0.050 229
AISI 1095 0.965 0.45 0.040 0.050 248
Table 10. Verification data of medium carbon steel.
Ni;[r;ie(;f :lhe Carbon (C), % Mangar};}se(Mn), Phosp;)ate(P), Sulfur(S), % Hardn:/:s(Hb),
AISI 1065 0.65 0.75 0.040 0.050 201
AISI 1074 0.75 0.65 0.040 0.050 217
AISI 1080 0.815 0.75 0.040 0.050 229
AISI 1090 0.915 0.75 0.040 0.050 248

Many experiments have been conducted with high carbon steels test data.
As a result of these experiments, the best formula found by the USYAAP-
GEN genetic programming modeler is below.

In order to obtain the optimum formula from those found in the many
experiments that were conducted, the size of the population was computed as
10000, the maximum depth of the population 400, the ratio of reproduction
0.2, the ratio of crossover 0.8, the ratio of mutation 0.2, and the maximum
generation was 100; error based fitness function was used as the fitness
function, tournament selection as the selection method, 7 as the initial depth
and the saturation method was used to create the initial population. As a
result, a formula that has a fitness of 97.8% was produced.
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The hardness estimated by the formula (Hb)
248.008

Hardness (Hb)
192
201
212
207
241
229
248

Table 11. The results of the test data of high carbon steel.

AISI 1064
AISI 1070
AISI 1078
AISI 1084
AISI 1086
AISI 1095

AISI 1055
The results of the validation data obtained from this formula are below.

The results of the test data obtained from this formula are below:

Name of the Material
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Table 12. The results of the validation data of high carbon steel.

Name of the Material Hardness (Hb) The hardness estimated by the formula (Hb)
AISI 1065 201 204.7759
AISI 1074 217 212.1569
AISI 1080 229 230.9879
AISI 1090 248 250.7439
4. RESULTS

Carbon steel has given a significant positive reaction to the Genetic
programming modeler. To achieve generalization capability for the
formulations, the experimental data is divided into two sets as training and
validation sets. As K6k and Kanca, 2010 stated in their studies, the validation
data in the literature were selected at the rate of 20-30% of the test data. Similar
rates were used in the study. It has been observed that the formula in the
study, whose statistical results are given in Table 13, provides close to 100%
compliance with the test data, but does not match the verification data at the
same rate. It is thought that increasing the number of experiments and the data
set used and using extra parameters as input can be beneficial to overcome this
situation. You can see the other chemical, physical and mechanical properties
of AISI standard carbon steel from Azom web site (Azom, 2021).

Table 13. The statistical results of the experiment.

Steel Statistical Parameter | Test (Training) Set | Validation Set

Low Carbon RZ 0.9999 0.9316
RSquare(™™ )

Medium Carbon RZ 0.9999 0.7789
RSquare(™™ )

High Carbon (R 2 0.9999 0.9643
RSquare )

It has been observed that the USYAAP-GEN program can be used
successfully for the solution for problems such as wear in steel. On the other
hand, the overfitting situation seen in the study can be eliminated by working
with much larger experimental sets.

In the study, mutation rate was taken as 20% as a genetic parameter. In
the literature, similar mutation rates were used in Faris et al. 2020 (15%) and
Kolodziejczyk et al. 2008 (25%), studies that worked on genetic programming
with carbon steels. Nguyen et al, 2020 (%30) use GP for evolving models for
storm surge forecasting. Ranansigle et al. 2019 (%30) used GP for predictions
of effectiveness of rolling dynamic compaction. When the mutation rate
was used low, it was observed that the population stuck to local minimum



International Theory, Research and Reviews in Engineering - 221

and local maximums. The high mutation rate in similar studies should be
considered as a new research topic.

It has also been observed that the USYAAP-GEN program, or genetic
programming modelers in general, necessitate a great deal of computer
hardware (CPU, RAM, TIME), and long processing periods are required in
order to solve these kinds of complicated problems. Thus the study, which is
experimentally conducted with limited test and verification data, should be
verified with much larger data sets in future studies. In future experiments,
new generation servers with GPU base processors can be used.

It has been seen that, out of the harmonic ratio selection method, and the
tournament selection method that was placed in the USYAAP-GEN genetic
programming modeler, the tournament selection method was more successful
in these types of problems.

In the conducted study, hardness that has a rather large solution space
and is a complicated problem has been successfully formulized, and this has
proved to be successful in achieving the solution for these kinds of problems.
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Introduction

Transportation is one of the most important factors affecting the
economic development and welfare of a country. Effective transport systems
facilitate socio-economic opportunities and benefits by facilitating access
to markets, businesses and investments. Transportation is changing rapidly
in today’s world in parallel with globalization and economic growth. Rapid
development of science and technology and population growth; led to high
capacity, faster, safer and more comfortable transportation.

Investments in urban oriented systems; has developed rapidly over the
last decade, especially on the subway. Investments in subway alone will not
be sufficient to achieve balanced distribution in transportation and may not
reduce private car ownership rates. Increase of traffic safety and transport
to desired level; Balanced distribution of transportation modes and
integration are important for the transportation system to operate efficiently.
Furthermore; the governance of consumption culture and transportation
master plan should be integrated into each other. The preference of public
transportation can be done according to; supply-demand management and
orientation, the ability of the consumption culture to be channeled in the
right direction, innovative and technical equipment, and service parameters
(punctuality, comfort, safety, cost). Example of consumer culture in Japan;
a business man usually tolerates the use of metro as a public transportation
vehicle. This is because that the service parameters of Japan, particularly
comfort and safety, are provided at a high level in public transportation.
In Istanbul the crossings from Asia to Europe are examined by several
researchers and, it is seen that 81% of the transportation carried by bridges
and only 19% carried by sea.

Development Trends In Istanbul

From a broader perspective; In the crossings of the Bosphorus bridges,
90% of the vehicles are occupied by private cars, while 24% of the passengers are
transported by tires and 10% of them are transported by 37% of the passengers.
Privateautomobiles, whicharethemostimportantfactor of thetrafficiam on
thebridge, onlymeet a verylimitedpart of thepassengerscarriedfromthebridges
as aresult of theincrease in private car ownershipratesand as a result of having
an average of 1-1.2 passengers on almosteveryprivate car. From here; It is also
possible to reach from the bridges the passage of very special automobiles from
people. In this context; It is seen that public transportation priority approaches
should be developed in the transportation investments to be realized. Figure 1
below shows the variation of the urban distribution of Istanbul between 1996
and 2006. As can be seen in Figure 1, the variation in the distribution of urban
transportation was mainly realized in the post-1996 period, and there was a
significant increase in the number of private automobiles and service vehicles.
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Especially in the last decade, investments in urban rail systems have made
significant progress in balancing this table.

40
Private Car{1996)
35 Private Car(2006)
g Taxi-dolmush{1996)
25 "ﬂ
"] Service(2006)
20 ° Bus(1996)
s Bus(2006)
15 o Minibus{1936)
10 a Minibus{2006)
g Railways|1996)
5 " Railways(2006)
0 d Marineways(1996)

Figure 1. Modal Distribution in the 1996-2006 Istanbul Urban Transportation

Below on Table 1, it has seenthat the informations about yearly population
growth and volume of increase. A partial decreaseisseen for last years on
the population increaseacceleration of Istanbul and also high amount of
population increases are continuing as itisseenfrom the tables.

2009-2010 | 2010-2011 |2011-2012 | 2012-2013 |2013-2014 |2014-2015

Increase 340.527 368.555 230.500 305.727 216.551 280.416
Increase Rate(%o) 26,0 27,4 16,8 21,8 15,2 19,3

Table 1. Yearly Population Growth and Acceleration On The Years Of 2009-2015

At this point, another affect isaccelerating of urbanization on bothsides
of the city, along the Marmara coasts and innerregions of the city by the
construciotn of threBosphorus bridges. Below on Table 2 isillustrated
the general values of Istanbul. It canbesaidthat the rate of square
measuresbetweentwosides of the city issimilar to the rate of population
distribution of twosides of the city.
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It has been estimatedthat the number of vehicleaccesses in boshphorus
bridges isapproximately 250.000/day. But at this point, totally 600.000
vehicles/day have been accessed by the 1st and 2nd bosphorus bridges.

Data Unit Value
Square Measure (Lakes included-118 Km?-) Km? 5.461
AnatolianSide (%35) Km? 1.898
EuropeanSide (%65) Km? 3.563
Population Person 14.657.434
Men Population Person 7.360.499
Women Population Person 7.296.935
Yearly Population Increase Rate Of Istanbul (2015) %o 19,3
Yearly Population Increase Rate Of Turkey (2015) %0 13,4

The Population Rate Of Istanbul/Turkey % 18,6

The Number Of Districts Ttem 39

The Number Of Quarters Ttem 959*

The Number Of Residences Ttem 3.886.890**

Table 2. The General Values Of Istanbul

The construction of 1st and 2nd Bosphorus bridges in Istanbul has
ledchangings at significantscales in urban structure and transportation system
thatisexpacted to emerge important affects on urbantraffic and bosphorus
bridges accessesbecause of the Marmaray operationwhich has been opened in
29th October 2013.

Urban RailSystems

Thetransportationvalues in Istanbul reveal the necessity to use and
use public transportation in a higher level than the present situation. For
this, Diversification of transport types and balancing of mode distribution,
integration between modes (integration between different types of public
transportation, integration between different types of transportation,
integration between public transportation and individual transportation,
etc.) is necessary. The rail system and especially the metro investments have a
vital proposition when the traffic congestion in Istanbul is brought to bearable
levels. Construction of the metro and light rail system line is continuing in
Istanbul in 2004 and the operation of Kadikdy-Kartal Metro line has been
operated as of last year. Interms of travelvalues in Istanbul in 2010, theroad
transport ratio is 78.4% in terms of typedistributionand it is 67.7% in 2014,
50.7% in 2018, 26.5% in 2023, areduction is anticipated. Marmaray, which was
partially opened as of October 29, 2013, is 7.4% in terms of diversification as of
2014; 7.9% in 2018; In 2023 it is predicted to reach 5.7% share. Another main
determinant of the traffic congestion problem in Istanbul is the relocation
of the railway system lines to the bearable point. As for the urban railway
system lines, it is necessary to make metro lines as a common investment
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area and it is necessary that these lines should be realized in an integrated
manner with each other. TheMetrobiisline (BRT), which has beenoperating
for the first time in Istanbul for the first time as a sole example, is a system
that has successful examples in the world especially in Latin America and it is
a transportation type that is preferred especially in terms of time in Istanbul.
The Metrobus line connects the two distant points of the city on the east-west
axis and the regions with intense travel demands. This line, which provides
significant savings in terms of working and full capacity, is also discussed on
the other side in terms of comfort and safety parameters.

Istanbul Urban Transportation Survey

+ The survey was conducted with 850 people aged 16-63 with an average
age of 24.

o 59% of the participants were male and 41% were female.

o Questionnaire; Technicians, lawyers, administrators, technicians,
accountants, members of the military, architects, housewives, technicians,
designers, engineers, technicians, teachers, self-employed persons, Trader,
public official, operator, chemist, driver, heavy worker, tourist, modelist,
landscape architect, printer, security personnel, tradesman, laborant, public
relations, makinist, coach, municipality staff, marketer, captain, service
personnel, writer, academician Dentist, international relations specialist,
crane operator, banker, banker, baker, contractor, photographer, pdr, financial
advisor, doctor, business man, archivist, bookstore, real estate consultant,
religious officer, cashier, Hairdresser, project manager, as well as people from
many professional branches.

« About 2/3 of the respondents are undergraduates (associate degree
students) while 70% of them are graduates with graduate degrees (or students).
Therefore, the educational status of the participants is clearly above the average
of Turkey and Istanbul.

« Those who participated in the survey were mainly Kartal, Esenyurt,
Fatih, Giingoren, Pendik, Esenler, Avcilar, Sultangazi, Sariyer, Zeytinburnu,
Uskiidar, Kagithane, Beykoz, Basaksehir, Beyoglu, Eyiip, Silivri, Besiktas,
Beylikdiizii, Gaziosmanpasa, Bahgelievler, Sisli, Bagcilar, Maltepe, Umraniye,
Kii¢iikgekmece, Cekmekdy, Bayrampasa, Sultanbeyli, Atasehir, Bakirkdoy,
Kadikdy, Tuzla and Arnavutkdy.

« Those who participated in the survey were mostly Fatih, Uskiidar,
Kagithane, $isli, Avcilar, Esenyurt, Sariyer, Pendik, Tuzla, Giingoren, Bagcilar,
Bakirkoy, Beyoglu, Kartal, Eyiip, Besiktas, Beykoz, Esenler, Zeytinburnu,
Maltepe, Beylikdiizii, Bahgelievler, Basaksehir, Silivri, Kiigitkekmece,
Buyukcekmece, Umraniye, Sultangazi, Gaziosmanpasa, Bayrampasa,
Arnavutkdy, Sancaktepe, Atasehir.
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About one-third of the participants live in Anatolia, while two-thirds live
in Europe. 7.8% of the participants are traveling every day for work-school
trips. The rate of those who pass from Anatolia to Europe is 4.2% whereas this
rate is 3.6% for those who pass from Europe to Anatolia. While the majority
of the respondents (92.2%) resided in the area where they had business trips,
it was 29.0% compared to the participants in Anatolia - 63.2% for Europe.
These results tell us; The city is rapidly becoming a multi-center city, Istanbul
is a city far away from the sea. The overall distribution of the participants’
cohesion is largely in line with the Istanbul population employment. Also,
33.1% of the participants are carrying out Daily home-work / schooltrips on
existing Marmaray and connection lines (also Gebze-Halkali full capacity
Marmaray route).

More than 53% of respondents use more than two times a day on
public transport, compared to 8% for those who use it once a day. Therefore,
approximately 2 out of every 3 participants use public transportation (intensive)
every day. This is remarkable and striking when it is taken into consideration
that Istanbul is above the public transportation use and the participants’
education level is above the Istanbul average. This; It is understood that they
need to be analyzed in a socio-economic perspective rather than merely a
conscious choice. It is roughly possible to make roughly one in every 1 out
of 3 participants, mainly using public transport several times a week, several
times a week, several times a week, most of them using private cars on their
home-business / school trips and therefore having a private car. However, it is
thought that the rate of preference of public transport from time to time for
private vehicle owners should be examined separately in what direction and
at what moment during the last ten years.

Participants stated that they use a system of more than 50% urban railway
systems when they are asked what vehicles they use on their home-business
/ school trips, and 18.5% of them said that they use Marmaray. Participants
stated that they used IETT and private public buses with 58% more and again
stated that 42.1% used metrobus. On these trips, participants stated that they
use 11% of the sea transportation, and about 1 out of 3 participants stated
that they use minibus-minibuses in their home-business / school trips. This
rate is 10.6% for service vehicles, approximately 10% for taxis and 22.8% for
private vehicles. The conclusions that can be drawn from this are: people are
satisfied with the investment of the generic city rail system (metro, tramway
etc.) and believe that as the investments are maintained in functional terms,
the transportation opportunities will increase and also the traffic congestion
can be controlled and this is revealed with the interest shown to Marmaray.
However, taking full capacity operation of Marmaray ‘s and good management
of this process is important in this point. Again, it is understood that there is
an animal that has attracted special vehicles from home, on business trips and
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school trips, especially in recent years, and that there is an increase in this
population. However, it is understood that the problem of increasing fuel prices
and traffic congestion, which is not the only reason for this, is also effective.
While it is seen that sea transport is preferred by most of the participants
compared to Istanbul, the answers to the other questions of the questionnaire
are not permanent and insistent. While the choice for IETT and private public
buses is still at the top, it is partly a compulsory choice (investments in tracked
system investments are still on the rise) - as is clear from other survey questions
- partly improved fleets Renewal, line optimizations, stall applications, partial
improvements in integration with other systems). Taxis and service vehicles
also take a considerable share in home-business / school trips, and the future
course of these types will also include smart taxi applications-such as the
orientation of audits and service vehicles in traffic, and the location of traffic
in transit. The current share of minibus-dolmusgs is a completely compulsory
preference, and in the other questions of the questionnaire the approach to the
service parameters is more clear that the minibus-minibuses will not be in the
mid-range in public transport.

More than 36% of respondents stated that they were satisfied with ‘speed’
from the service parameters of public transportation, followed by 26% with
punctuality, frequency with 23%. The users (and therefore the participants)
say that the city rail system lines have ‘high speed’ they understand as they
travel along their route without encountering traffic congestion they know
from the highway. Higher values in urban traffic congestion also increased
the sensitivity of public transport to detecting ‘speed’ parameters. Here; IETT
and special public buses in recent years, fleet and operational re-related to the
need to mention worthwhile.

Approximately 30% of respondents indicated that the most inadequate
service of public transport was ‘comfort’, followed by 24.9% with punctuality
and 24.4% wage. For security, this rate is 13.8% and if it is considered that
comfort and safety should be assessed together in a certain extent, this ratio
is approaching 44% and it is prevalent as one of the most urgent issues of
mass transportation in Istanbul. This; There is an indirect link with selected
routes and pedestrian accessibility at certain points, such as direct connection
with capacity overruns and traffic accident rates. At this point; Metrobus and
minibus-minibus modes should be mentioned first. Although the tariff seems
to be a point in terms of its share in both questions, it can be considered that
a relative decrease in costs is likely to significantly affect satisfaction in this
direction, and this point can be handled coincidentally with the strategy of
raising the system investments. The change in the punctuality-frequency
parameter is essentially; The investments in the system of railway systems in
the country - a process that goes on the minibus-minibus axis.
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Most of the participants think that the 3rd bridge is going to affect Istanbul
traffic positively. 3. The bridge is also equipped with a rail system line. The
third bridge is a positive view, special vehicle usage habits and point of view,
satisfaction and expectation from the investments of the railway system in
the city are the issues to be evaluated together. Available tablodan; It is clear
that the third link - publicly - on all sides - can not be dismissed enough from
‘political engagement’.

2 out of 5 respondents expressed their overall satisfaction as ‘good’ from
public transport. 28% of those who give the ‘normal’ answer to this question
are about ‘1/3’, ‘inadequate-very inadequate’.

Results

In cities, even if a large part of the capacity of the roads is used by
automobiles, most of the journeys are carried out by means of public
transport, which uses only a fraction of the road capacity. Therefore, in order
to increase the efficiency in public transport, regulations should be made to
ensure that operators do not damage, and that users get comfortable, cheap
and fast service. In order to increase the commercial speed especially at peak
hours, special bus routes should be put into service firstly and high speed bus
routes should be planned in the main arteries that the road platform allows.

Another main determinant in eliminating the traffic congestion problem
inIstanbulisthe extension of urbanrailway systemlines. Istanbul Metropolitan
Municipality has increased the metro and light rail system lines of the city
geometrically with the investments of the metro that it made during the last
ten years. But; There is a need for a metro line which is already important for
a city on Istanbul scale. Projects for construction, construction and operation
for metro lines in 2014, 2019 and 2019 have been put forward in Istanbul
with the targets set for Istanbul’s 10th and 11th Maritime Communication
Committees’ It is fore seen to be among the cities with its network.

In Istanbul, the distribution of roads has an overloaded share, while the
share of usage of ‘private cars’ on the highways is also very high. It; While
leading to consequences that threaten road traffic safety, it forces all Istanbul
people to constantly waive parameters such as comfort, security, punctuality
as much as possible. Public transportation; To approach all modes of transport
and to offer a more integrated, comfortable, punctual, safe service in this sense
will enable us to receive visible returns in the short term. As we can see from
this whole table; In order to minimize the traffic congestion and the problems
caused by urban transportation in Istanbul, it is necessary to provide modal
distribution and intergral integration. Marmaray Project, subway planning,
3rd bridge, rubber wheeled tube passage etc. It is useful to evaluate the projects
in this framework.
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In this sense; the development of technology, the orientation of
investments, the development strategies of cities and the improvement of
transportation systems should be seen and acted with a ‘human-focused’
perspective.



234 + Mehmet Cagri Kiziltas, Vail Karakale

REFERENCES

M.Ilcali, N. Catbas, A. Ongel, M. C. Kiziltag,'Multimodal Transportation Issues in
Istanbul: A Case Study for Traffic Redistribution Due to Long Span Bridge Re-
habilitation;Hong Kong, 2013.

M.C.Kiziltag, ‘Ulastirma Yatirimlari ve Marmaray-1,Available: http://www.ulastir-
madunyasi.com/index.php/2013/12/ulastirma-yatirimlari-ve-marmaray-1/
(24.04.2014).

M.C.Kiziltag, ‘Ulagtirma Yatirimlar: ve Marmaray-7,Available: http://www.ulastir-
madunyasi.com/index.php/2013/12/ulastirma-yatirimlari-ve-marmaray-7/
(24.04.2014).

M.C.Kiziltag, ‘Ulastirma Yatirimlari ve Marmaray-4,Available: http://www.ulastir-
madunyasi.com/index.php/2013/12/ulastirma-yatirimlari-ve-marmaray-4/
(24.04.2014).

G.Tzeng, T.Shiau, ‘Multiple Objective Programming For Bus Operation: A Case Study
For Taipei City, Transportation Research Part’ B 22 (3), 195-206, 1988.

M.C.Kiziltas, “Yiiksek Hizli Demiryolu Politikalari-1’Available: http://www.ulastirma-
dunyasi.com/?p=824 (01.10.2014).

J-Rawls, ‘A Theory Of Justice, HarwardUniversityPress, Cambridge, 1971.

Dill, J., Rose, G., (2012) E-Bikes and transportation policy: insights from early adop-
ters. In: Transportation Research Board 91st Annual Meeting, Washington DC.

Garcfa-Palomares, ].C., Gutiérrez, J., Latorre, M., (2012) Optimizing the location of
stations in bike-sharing programs: a GIS approach. Appl. Geogr. 35, 235¢246.

Theurel, J., Theurel, A., Lepers, R., (2012) Physiological and cognitive responses when
riding an electrically assisted bicycle versus a classical bicycle. Ergonomics 55,
773e781.

Kiziltag, M, G, 2018. Kiiresel Ornekleri ile Toplu Ulastirma, Transist 2018, Istanbul
Ulasim Kongresi ve Fuari, Istanbul, 8-10 Kasim

Diaz, M., Soriguera, F,, Autonomous Vehicles: Theoretical and Practical Challenges,
2018, Transportation Research Procedia, Vol. 33, 275,282.

Rueda, D., Nieuwenhuijsen, M., Khreis, H., Frumkin, H. Autonomous Vehicles and
Public Health, 2019, Annual Review Of Public Health.

Nurumbayeva L.M., Badanin A.N. (2014) Justification for determination of the depth
of an active zone based on the ii group of limiting states Applied Mechanics and
Materials. Vol. 580-583.Pp. 98-104.

Dianov V.N., Gevondian T.A. (2014) Parking system of high reliability innovation te-
chnologies. Vol. 2. pp 531-535.

A. Vaibhav, D. Shukla, S. Das, S. Sahana, P. Johri, Security challenges, authentication,
application and trust models for vehicular Ad Hoc network-a survey, Int. J.



International Theory, Research and Reviews in Engineering * 235

Wirel. Microw. Technol. 3 (2017) 36-48, doi:10.5815/ijwmt.2017.03.04.

J. Fujie, “An advanced arrangement of the combined propulsion, levitation and gui-
dance system of superconducting Maglev,” IEEE Trans. Magn., vol. 35, no. 5,
pp. 4049-4051, Sep. 1999.

P. Burke, R. Turton, and G Slemon, “The calculation of eddy losses in guideway condu-
ctors and structural members of high-speed vehicles,” IEEE Trans. Magn., vol.
MAG-10, no. 3, pp. 462-465, Sep. 1974.

B.-T. Ooi, “Electromechanical dynamics in superconducting levitation systems,” IEEE
Trans. Magn., vol. MAG-11, no. 5, pp. 1495-1497, Sep. 1975.

G. Bohn, “Calculation of frequency responses of electro-magnetic levitation magnets,”
IEEE Trans. Magn., vol. MAG-13, no. 5, pp. 1412-1414, Sep. 1977.

Amendo, C., Hamm, P, Kelly, J., Maerz, L., Brunette, K., Scrudato, M., Finley, G. &
Greene, L., 2016. Autonomous

Wang, EZ., Google released the product of smart home: Google Home. Available from http://
tech.163.com/16/ 0519/01/BND3AHMHO000915BD.html (in Chinese) (2016)

Sak, H., Senior, A., Beaufays, E, (2014) Long short-term memory recurrent neural network
architectures for large scale acoustic modeling. INTERSPEECH, p.338-342.

Langford, B., Cherry, C., Yoon, T., Worley, S., Smith, D., (2013) North America’s first
ebike share: a year of experience. Transport. Res. Record: J. Transport. Res. Bo-
ard (In Press)

Takatsu T, (2007) “The history and future of high-speed railways in Japan”. Japan Ra-
ilway & Transport Review, 48, 6-21

TUIK verileri, 2015

Golobi¢, M.,&Marot, N., (2011) Territorial impact assessment: Integrating territorial
aspects in sectoral policies. Evaluation and program planning, 34(3), 163-173.
doi:10,1016/j. evalprogplan.2011.02.009

Steer Davies Gleave. (2006). Air and rail competition and complementarity.
Report for European Commission DG TREN.

Kiziltas, Mehmet Cagr1 (2013), Sehir, Sehirlesme ve Ulastirma, Ulastirma Diinyas:
Gazetesi

TR 10.Government Plan Transportation and Traffic Safety 01K Report, 2012, Ankara

Wang, Y., “Remote sensing and modeling in regional land cover change study,” Inter-
national

Society for Photogrammetry and Remote Sensing, 34(4).22-26.2002.

Lobb, B., Harré N., Terry, N., 2003, ‘An Evaluation of Four Types of Railway Pedestrian
Crossing Safety Intervention’

Congalton R.G., and Green K., Assessing the accuracy of remotely sensed data: prin-
ciple and practices, CRC Press; 2 edition, December 12, 2008






THE ROLE OF GEOPOLYMERS IN
MINING AND THEIR CONTRIBUTIONS
TO A SUSTAINABLE FUTURE

Kemal SAHBUDAK'

1 Metallurgy and Materials Engineering / Sivas Cumhuriyet University Faculty of Engineering,
kemalsahbudak@gmail.com



238 + Kemal Sahbudak

INTRODUCTION

The mining sector is responsible not only for the extraction of valuable
minerals or metals but also for the generation of a large amount of waste.
Wastes typically originate from ore beneficiation processes, metallurgical
operations, or mining pits. Due to limited usage opportunities, these wastes
can lead to environmental issues. However, geopolymer technology offers an
opportunity to transform these wastes into valuable construction materials.
Geopolymers are intricate inorganic polymeric structures created through the
alkali activation of materials rich in aluminosilicate. These unique materials
are characterized by their ability to withstand high temperatures, resist acidic
environments, and offer notable mechanical strength. Combining mining
wastes with the geopolymer matrix provides environmentally sustainable
waste management. By-products like fly ash and slag are encapsulated
within the geopolymer matrix, stabilizing them. Not only does this shield
the environment from potential waste damage, but it also amplifies the
prospects for recycling materials. Additionally, geopolymer technology plays
a pivotal role in the mining sector, particularly in drilling processes and the
restoration of mining sites. The use of geopolymer-based compounds in the
stabilization of drilling muds makes drilling processes more efficient. In mine
site rehabilitation, geopolymers are used to improve degraded ecosystems and
enhance soil quality. In recovery processes, geopolymers play a critical role
in the selective adsorption and filtration of valuable minerals from solutions.
This contributes to reducing material losses and increasing economic benefits
for operations. In conclusion, geopolymer technology offers significant
environmental and technological contributions to the mining industry. It
provides eco-friendly and sustainable solutions in areas like mining waste
management, improvement of drilling processes, mine site rehabilitation, and
mineral recovery. This shapes the future of the mining industry while reducing
its adverse impacts on the environment.

GEOPOLYMERS

Geopolymers are three-dimensional inorganic polymer structures formed
as a result of the activation of aluminosilicate-based materials with an alkaline
solution (Davidovits, 1994). Fundamentally, these structures are based on
silicon (Si) and aluminum (Al) atoms and are characterized by cohesive
bonds formed between the atoms. The creation of geopolymers generally
transpires when sources of aluminosilicate, including metakaolin, fly ash, and
slag, interact with alkaline catalysts, which can be substances like sodium or
potassium silicate, or sodium or potassium hydroxide. The reaction can be
carried out at room temperature or by applying heat, resulting in a material
with high strength, resistance to acids and abrasives, and superior thermal
properties (Figure 1)
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Figure 1: Stages of Geopolymerization of Aluminosilicate (Ayub and Khan., 2023).

1.1 Role of Aluminosilicates

The foundation of geopolymer technology is formed by the starting
materials used. These starting materials are typically amorphous in nature
and contain silica and alumina components (Khale and Chaudhary 2007).
substances abundant in silica, including fly ash, rice husk ash, and slag,
coupled with clays high in aluminum content like kaolinite and bentonite,
are often the chosen materials. The use of industrial wastes and by-products
offers both economic and ecological advantages (He et al. 2012). The choice
of raw material can significantly shape the attributes of the produced
geopolymer. Specifically, non-reactive elements present can deeply impact the
material’s structural features (He et al. 2012). Depending on the selected raw
materials, there can be notable variations in the quality and characteristics of
geopolymers (Duxon et al. 2007). Aluminosilicate-based materials are among
the commonly preferred raw materials for geopolymer production. As seen
in Figure 2, industrial wastes rich in silica and alumina are also evaluated
for this purpose. Variabilities in the mineral structure, shape characteristics,
fine structures, glassy components, and general chemical structure of the raw
materials determine the final properties of geopolymer products, leading to
noticeable differences between products.
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Figure 2: Main material sources used in geopolymer formulation (Perumal et al., 2020)

In the geopolymerization process of aluminosilicate materials, the
formation of [SiO4]* and [AlO,]* tetrahedral units is noted, stemming from
the interaction of aluminum and silicon with hydroxyl ions (Provis and Van
Deventer, 2009). Geopolymers denote inorganic frameworks with a three-
dimensional nature, emerging from the polymerization of aluminosilicate
constituents in an alkaline setting. These frameworks pivot around silicon
(Si) and aluminum (Al) elements, distinguished by the binding connections
between these atoms (Davidovits, 1994). In an alkaline solution, Si and Al atoms
react with hydroxyl ions, triggering the breakdown of aluminosilicates and
the formation of new Si-O-Al bonds. The reaction reveals three-dimensional
silicate structures that form the foundation of the geopolymer matrix (Duxson
et al.,, 2007). The geopolymerization process initiated by alkaline activation
essentially consists of four stages. Initially, the aluminosilicate primary mineral
is decomposed by alkaline treatment and hydrolysis. The decomposition
process promotes the formation of aluminate and silicate building blocks.
Then, A’ and Si* components are integrated into the geopolymer structure
and condense to form a gel with extensive structural networks. The gel shapes
the aluminosilicate structure through polycondensation reactions. The
mentioned phases are shown in Figure 3.
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Figure 3: Geopolymerization process with alkaline activation (Zhuang et al., 2016; Li et
al., 2018).

Upon interaction with aluminosilicates, alkaline hydroxides, notably
sodium hydroxide (NaOH) or potassium hydroxide (KOH), dissolve the
aluminum and silicon elements and engage with these constituents.The
interactions are expressed as follows:

ALO,+3H,0+20H->2[Al(OH)4]- (1)
Si0,+20H>[SiO,(OH),]* )

As a result of the reactions mentioned above, a substance similar to a gel
with an amorphous structure is formed. Over time, the formed gel undergoes
structural changes within itself. The geopolymer matrix hardens and gains a
solid structure. The properties of geopolymers can vary depending on the type
of raw material used initially.

2. Alkali Activation Process

Alkali activation is a chemical process that encompasses the rapid
transformation of certain semi-amorphous or fully amorphous structures
into a densified structure (Fernandez-Jimenez et all,, 2006; Bakri et al.,
2011). Some experts describe the process as combining finely ground solid
with a concentrated alkali solution, then allowing it to sit for a short period
at moderate temperatures to produce a material with high binding capacity.
Subsequently, an amorphous aluminosilicate gel forms as the main reaction
product (Bakri et all., 2011).

The types of alkali activators, their concentrations, the amount of water,
and the SiO, and AL O, components of the raw material have a significant
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influence on geopolymer structures. The curing temperature and duration
are critical factors that define its chemical and crystalline structure (Silva
and Sagoe-Crentsil, 2008). The activation process boosts the reactivity
of aluminosilicates, fostering the formation of the geopolymer structure.
Specifically, activators such as sodium hydroxide, potassium hydroxide,
sodium silicate, and potassium silicate are commonly used to expedite the
creation of the geopolymer matrix. The choice of activator can vary based
on the type of aluminosilicate used, the geopolymerization temperature, the
activation duration, and the desired geopolymer properties. However, in
every instance, the optimization of activator selection and concentration plays
a pivotal role in determining the properties of the geopolymer (Fernandez-
Jiménez and Palomo, 2013).

It is known that sodium and potassium hydroxides interact with
geopolymers. This interaction leads to changes in the physicochemical
properties of geopolymers, such as thermal contraction, cationic geopolymer
interlayer, and compression modulus strength originating from metal
silicates. The changes occur due to interactions related to the solid ratios of
aluminosilicate precursors, as shown in Figure 4. Furthermore, the makeup
of the binding elements in geopolymers or substances activated by alkali
is notably affected by the calcium content (Garcia-Lodeiro et al., 2013). As
depicted in Fig. 4, the progression from N-A-S-H to C-(N)-A-S-H, and finally
to C-A-S-H gel formations is evident in systems with calcium concentrations
spanning from minimal to abundant (Myers et al., 2013).
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Figure 4: Schematic representation of aluminosilicate activation (Mabroum et al.,,
2020)

The presence of silicate components is critical due to their ability to elevate
the pH level of the medium. Sodium and potassium-based silicates support the
kinetic formation of gel-like structures at specific pH values. Generally, the use
of potassium silicates is preferred due to some superior properties compared
to other silicates. Silicates can combine with metallic cations to form units
organized in a three-dimensional structure. Different concentrations of alkali
can affect the distribution of species in the solution and structural strength.
A detailed examination of raw materials is essential to understand the
differences between systems with different calcium contents. The properties
of sodium aluminate can form a semi-solid form by combining with several
different hydroxide compounds. This form represents a significant portion
of industrial products. Semi-liquid products can transform into a viscous
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structure at specific molar ratios. As a result of the reaction, a certain amount
of solids precipitates. Different densities of alkali can influence the formation
of aluminum-based hydroxides at different ratios (Zhao and Han, 2014; Sata et
al., 2012; Zhang et al., 2014a, 2014b).

1.3 Curing

The curing procedure has a critical impact on the mechanical and physical
properties of geopolymer matrices. The compressive strength of geopolymers
naturally depends on the chosen raw material sources, activator compositions,
and curing parameters. In the literature, it has been noted that controlled
curing procedures carried out at high temperatures in the range of 60°C-100°C
significantly enhance the early age mechanical strength of geopolymer matrices.
This is attributed to the acceleration of the geopolymeric reaction kinetics
with thermal energy. However, the optimization of curing temperature and
duration is critical to ensure structural homogeneity at the nano and micro
scales. Specifically, with the use of specific activators such as potassium silicate
and potassium hydroxide, superior geopolymer matrices can be obtained even
at room temperature in terms of nanomechanical properties. The decisive role
of curing on the performance of geopolymer matrices is associated with the
acceleration of the polymerization reaction by thermal activation increasing
the solubility of silica and alumina-based reactive units. However, beyond a
critical temperature threshold, excessive thermal energy can lead to microscale
structural defects and imperfections in the geopolymer matrix. Extending
the curing duration within the first 24 hours contributes to an increase in
mechanical strength, while it has been observed that the increase is marginal
after 48 hours. Prolonged curing durations can lead to anisotropic changes
in the structural integrity of the amorphous phase. Therefore, for nanoscale
optimization of geopolymer matrices, curing parameters need to be carefully
selected and standardized.

The mechanical properties of geopolymer materials are sensitive to
curing conditions and the age of the material. Specifically, geopolymer mortar
produced using Na_SiO and NaOH solution has achieved a higher compressive
strength (56.4 MPa) with room temperature curing compared to high-
temperature curing (Huang et al., 2018). Research indicates that geopolymer
derived from fly ash exhibits a compressive strength of 67.0 MPa after a week
at ambient temperature. Yet, this figure declines to 52.75 MPa following
28 days of curing at elevated temperatures (Bhutta et al., 2019; Hadi et al.,
2018). Analyses have found that with the increase in curing temperature, the
strength of samples with FA density improved significantly, whereas samples
with slag density exhibited micro-cracking, resulting in a slower progression
of compressive strength (Elyamany et al., 2018; Samantasinghar and Singh,
2020). The underlying reason for this could be that the increase in curing
temperature affects the C-S-H gel structure, making the microstructure of
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the geopolymer coarser and more porous, and promoting crack formation
(Huseien et al., 2016).

2. APPLICATION AREAS OF GEOPOLYMERS

Geopolymers are inorganic polymers formed by integrating
aluminosilicate materials with alkaline mediums.Specifically, they arise from
the union of aluminosilicate sources like metakaolin, fly ash, and slag with
alkaline mediums such as sodium hydroxide and sodium silicate (Allahverdi
etal., 2008; Verdolotti et al., 2008). Over recent times, the intrigue surrounding
geopolymers has notably surged (Davidovits, 1991; Duxson et al., 2007).
This heightened interest stems from their exceptional thermal and chemical
sturdiness, impressive mechanical attributes, and enduring nature (Latella et
al., 2008; He et al. 2011). Moreover, geopolymer fabrication is cost-effective and
can utilize a diverse array of source materials (Zhang et al., 2007; Van Jaarsveld
et al., 2002).The properties of geopolymers and their potential application
areas based on these properties are given in Table 1. These unique properties of
geopolymers have made them a preferred material in many application areas.
Specifically, they are widely used in military technologies, organic polymer
applications, the aviation sector, advanced technology ceramics, thermal
insulation materials, fire-resistant construction materials, protective coating
materials, and hybrid inorganic-organic composite materials (Malone et al.,
1986; Lyon et al., 1997; Giancaspro et al., 2006).

Table 1. Properties and Applications of Geopolymers

Geopolymer Properties Application Areas

Excellent mechanical properties and|Construction industry, aviation sector
strength Mitkemmel mekanik ozellikler
ve dayanim

Stabilization of heavy metals Radioactive waste containment
Ability to bond to bone or soft tissue in | Biomedical applications

the bioactive material field

Electrical properties Hybrid materials with carbon nanotubes
and graphite

Thermal stability Fire-resistant materials

Fire resistance Aviation and construction sector

Freeze-thaw resistance Road construction in cold regions

Resistance to various acids, alkalis, and | Chemical and nuclear industries
sulfate
High compressive strength, wear|Building materials
resistance, rapid strength gain
Acid resistance, dimensional stability, fire | Aircraft cabins and cargo compartments
resistance
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GEOPOLYMERS IN THE MINING INDUSTRY

Geopolymerization plays a critical role in waste management in the
mining sector and in transforming these wastes into valuable construction
materials. Geopolymerization results from inorganic polymer matrices formed
by the alkali activation of aluminosilicate-based materials. These matrices offer
advantages such as high-temperature resistance and acid resistance. Stabilizing
mining wastes with a geopolymer matrix helps reduce environmental harm
and transforms the wastes into reusable materials. Moreover, the benefits
that geopolymers offer in mining can produce effective results in areas like
improving the efficiency of drilling operations, mine site rehabilitation, and the
recovery of valuable minerals. Geopolymers contribute to both environmental
and economic gains in the mining industry.

Fly ash is a by-product obtained from coal combustion processes and
can be transformed into valuable construction materials using geopolymer
technology. Geopolymers are formed by the reaction of materials containing
alumina and silica with alkali substances and possess properties such as
high strength (Davidovits, 1991; Provis & van Deventer, 2014). Fly ash
contains components like silica and alumina, which are essential for forming
geopolymers (Perera et al, 2007). Fly ash-based geopolymers offer an
environmentally friendly alternative with low CO, emissions (Hossain et al.,
2018) and are resistant to acids (Zuhua et al., 2012). This technology has the
potential to produce sustainable construction materials while improving waste
management.

The ore enrichment process in mining produces a large amount of fine-
grained waste. Long-term storage of these wastes leads to environmental and
economic problems. However, geopolymer technology has the potential to
transform these wastes into valuable materials, which both reduces environmental
impacts and provides economic benefits (Smith, 2020; Jones, 2019)

Wastes generated during metal production can be evaluated
through geopolymerization due to their high aluminosilicate content.
Geopolymerization allows for the sustainable use of wastes and the production
of quality geopolymer composite materials.

To reduce the environmental and social impacts of mining sites,
geopolymers are an effective tool for the sustainable evaluation of mining
wastes. Geopolymerization improves waste management while minimizing
the environmental impact of mining sites. Additionally, the high strength of
geopolymers offers effective solutions in areas such as erosion control and soil
stabilization for mine site rehabilitation.

Geopolymers play a significant role in the re-evaluation of industrial
wastes. Industrial wastes come from the aluminum, glass, ceramic, and iron-
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steel industries. Specifically, the combination of aluminum production wastes
with geopolymers allows for the production of environmentally friendly
construction materials. Similarly, wastes from the glass industry are combined
with geopolymers to produce durable glass-ceramic composite materials. The
combination of ceramic production wastes with a geopolymer matrix allows
for the production of high-strength ceramic composites, while iron and
steel production wastes are combined with geopolymers for the production
of durable construction materials. Geopolymers also play a significant role
in the evaluation of petroleum refinery wastes. Globally, the importance of
geopolymer technology in the evaluation of industrial wastes is increasing.
Thanks to this technology, wastes are evaluated effectively both economically
and environmentally, contributing to the creation of a sustainable industry.

CONCLUSION

The significance and future potential of geopolymerization in the
mining industry present a substantial opportunity to enhance environmental
sustainability. The imperative to mitigate the adverse impacts of mining
activities on nature underscores the pivotal role of geopolymers in this sector.
Geopolymertechnologyhasbeeneffectivelyemployedin therecyclingof mining
wastes and in waste management. Notably, the utilization of geopolymers in
areas such as the control of acidic mine drainage and stabilization of mining
basins has contributed to the reduction of environmental challenges. The
prospective potential of geopolymers is vast, with numerous application
areas awaiting exploration.The contribution of mining wastes to green energy
production exemplifies the diverse applicability of this technology (Smith,
2015). In the future, an uptick in research and industrial applications centered
on geopolymerization is anticipated (Jones, 2019). Innovative projects and
collaborations can proffer opportunities to diminish the environmental
footprint of the mining industry (Smith et al., 2019).
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1.Introduction

Energy is one of the indispensable elements in human life. With the
increase in the level of welfare in our country and technological developments,
energy consumption is also increasing. One of the biggest burdens on the
economy of our country is energy costs (Oda, M.M., 2008). With the increase
in energy consumption and the need for energy, concepts such as energy
management, energy saving and energy efficiency have come to the agenda.
While energy management is the optimum use of energy, energy efficiency is
the effective use of energy without compromising comfort. Companies have
started to employ energy managers in order to save energy (Ozbakar, P. ,2006).
Energy management covers not only industrial enterprises and commercial
establishments but also public institutions. In today's world where the
importance of energy resources has increased significantly, efficient use of
energy is aimed with laws, regulations and circulars. According to the Energy
Efficiency Law No. 5627, 15% energy saving should be achieved in public
buildings meeting certain criteria by the end of 2023. In case this target is not
met, 18% energy saving must be achieved by the end of 2026. 15% energy
saving should be achieved by taking into account the reference consumption.
The reference consumption is obtained by the arithmetic average of the
consumptions made between 2016-2018. When we consider all schools in the
province as a single public institution, schools are among the public
institutions with the highest energy consumption. For this reason, energy
consumption measures to be taken in schools are much more important. In
addition, when the consumption awareness to be created in schools is reflected
to the students, this awareness will be reflected to our country. Based on the
consumption in the past years, future consumption can be predicted. It is
possible to predict future electricity consumption with machine learning
methods. In this way, it is seen how much the targeted savings can be achieved.

If deemed necessary, new measures are taken to achieve the targets.

Research shows that there will be problems in the supply of energy
resources worldwide in the coming years. Considering the possible energy

crises, countries are taking and implementing energy consumption measures
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and focusing on energy policies. With the policies developed in our country,
it is aimed to reduce energy intensity by 20% by the end of 2023. In our
country, the Energy Efficiency Law was enacted in 2007. In the following
years, various regulations and decrees based on this law continued to take
measures in the field of energy efficiency. It is aimed to reduce consumption
by taking various saving measures by the energy management units
established within the Directorates of National Education in accordance with
the Energy Efficiency Law No. 5627. In this direction, 2023 and 2026 targets
are tried to be reached. With the consumption forecast to be obtained as a
result of this study, it is aimed to make a healthier planning in the energy

market.

Nowadays, it has become easy to store data and access the stored data.
The storage of each data and the increase in the amount of data has made it
difficult to draw meaningful conclusions from these data stacks. At this point,
machine systems have come into play and become our helpers (Yildirim, M.,
2021). Thanks to data mining, it is possible to extract meaningful and useful
information from the available data. Today, when technology has advanced so
much, the usage areas of data mining have become very widespread. Using
data mining in the fields of energy efficiency and management will also yield
very useful results. It is possible to predict future electricity consumption with
data mining and machine learning methods. A large number of data belonging
to schools and students are stored in the systems within the National
Education. It is a fact that useful results will be obtained when these data are

processed with machine learning methods.

For this study, annual electricity consumption data for 106 primary
schools for the years 2016-2022, number of classrooms, indoor area square
metres and number of students were used. Based on these data, it was tried to
estimate the electricity consumption for 2023. Positive results from this study
will also guide the Energy Management Units established within the

Directorates of National Education.
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2. Literature Review

There are various studies on electricity consumption forecasting in

our country and in different countries.

Fenerci (2001) stated that in order to draw meaningful conclusions
from the data, the data should first be well organised. He mentioned the
importance of data normalisation in order to reach the targeted result through
the data.

Altinay (2010) while examining the past electricity consumption in
Turkey, emphasised the effect of seasonal changes on consumption and drew

attention to the different consumption in the same months between years.

Kheirkhah et al. (2013) presented an approach using Principal
Component Analysis, Artificial Neural Network, ANOVA and Data
Envelopment Analysis to forecast electricity demand for seasonal and

monthly variations in electricity consumption.

Ozoh et al. (2014) compared the techniques used by researchers in

previous consumption forecasts and prepared an analysis report.

Gong et al. (2014) tried to predict the electricity energy required in the
short time interval with artificial neural network and the electricity energy

required in the long time interval with time series.

Ozdagoglu (2014) stated that the data in a system have different
criteria. He said that it is difficult to analyse the data due to the different
criteria. For this reason, he mentioned the importance of normalisation and
mentioned different types of normalisation. In his study, he compared the

results by applying different normalisations to the data.

Baliyan et al. (2015) stated in their study that artificial intelligence-
based programmes should be used to overcome the problems encountered in
time series, which is one of the techniques used for electricity consumption

forecasting.
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Mahmutoglu and Oztiirk (2015) drew attention to the relationship
between the national economy and electricity consumption. They made
electricity consumption forecasts for the future and compared the results with
official data. With their study, they made various policy recommendations for

renewable energy.

Hussain et al. (2016) in their study stated that the increasing electricity
deficit in Pakistan has a significant impact on the economy and that reliable
electricity consumption forecasting is necessary for accurate policy
formulation and estimated the energy demand for the years 2012-2020 with
the ARIMA model.

Son and Kim (2017) tried to provide a precise model for one-month
electricity demand forecasting in the residential sector of North Korea and
tried to help the authorities in providing sustainable electricity planning

decisions.

Bilgi (2021) revealed in his study that electrical energy consumption
should be planned and managed. He said that this can be achieved by

forecasting energy consumption with minimum error.

Ulkii and Yalpir (2021) used multiple regression analysis methods and
artificial neural networks to estimate the electrical energy required for 2030

with the 2009-2018 consumption data of all provinces in our country.

Basoglu and Bulut (2017) tried to reach the result with the networks
method by using 2009-2012 electricity consumption for the electricity

consumption forecast required for 2013.

Toros and Aydin (2018) stated in their study that weather conditions
affect electricity consumption and examined the relationship between

electricity consumption and temperature between 2012-2016 in our country.

Ozdemir (2021) stated in his study that electricity energy

consumption forecasting can be done more easily with smart grid systems, and
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said that forecasts from 2 weeks to 3 years are mid-term forecasts and made

consumption forecasts for Iskenderun province.

In his study, Satic1 (2021) stated that since the data in the data set have
different criteria, the measurement dimensions are different from each other.
He stated that normalisation should be applied in order to bring the data
closer to each other. He mentioned that there are many types of normalisation

that can be applied since the data sets are different from each other.
3. Material and Method

In the application developed using Python programming language,
Random Forest Regression, Support Vector Regression, Logistic Regression,

Naive Bayes and Multi-Layer Perceptron techniques were used.
3.1. Machine Learning Methods

Machine learning is a subfield of artificial intelligence. Machine
learning makes use of past data using various methods and makes inferences
about the future, produces solutions and makes predictions (Kutlugiin, 2017).
Machine learning is a broad field of technology that affects many different
fields and has various applications. It enables computers to perform a specific
task automatically by using statistical and mathematical methods based on
data. Machine learning has a wide range of applications and is used in many
industries. Example applications include spam filtering, recommendation
systems, medical diagnosis, financial analysis, autonomous vehicles, language
translation and many more. Machine learning has become an important
component of big data analysis and artificial intelligence development.
Machine learning is used in Image and Object Recognition, Natural Language
Processing, Recommendation Systems, Health Care, Finance, Gaming and
Entertainment, Industrial Automation, Social Media and Internet Marketing,
Transportation, Environment and Sustainability, Defence and Security,

Energy Efficiency.
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Predictive and descriptive models are used in machine learning. In
predictive models, the results are known. With the model created, a result is
tried to be obtained from data sets with unknown results. In descriptive
models, a pattern is tried to be obtained based on the relationship between the
data. Classification and regression models are predictive models, while
clustering and association models are descriptive models (Ozekes, 2003).
Predictive models are supervised learning models and descriptive models are

unsupervised learning models.

Random Forest Regression: A type of ensemble learning technique
called Random Forest is used for regression problems. Random Forest is a
tree-based modelling approach and is built by combining multiple decision
trees. Each decision tree is trained by random sampling and random feature
selection. Random Forest Regression is a powerful machine learning method
widely used especially for forecasting problems. It is used in many application
areas such as data mining, financial forecasting, biomedical engineering and
natural resource management. In this model, unlike the known classification

trees, as many trees as desired can be created (Ozdemir, 2018).

Support Vector Regression: It is a machine learning method used for
regression problems. SVR is a method that is especially effective on datasets
with non-linear relationships. When solving a regression problem, SVR sorts
the data around a hyperplane. The hyperplane is where the predictions are
made and determines a band or range around this plane. This band tries to
make the best predictions by minimising the distance to the hyperplane. SVR
is a powerful regression method used in many fields such as time series
forecasting, financial forecasting and engineering applications. SVR is a
statistical approach and is related to artificial neural networks (Yakut et al.,
2014).

K-Neighbors Regressor: is a regression algorithm available in scikit-
learn (a machine learning library for Python). This algorithm represents a
regression version of the K-Nearest Neighbors or k-NN algorithm. K-Nearest

Neighbours is an algorithm that can be used for both classification and
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regression problems. K-Neighbors Regressor can be used especially for simple
regression problems, but in cases such as large data sets or high-dimensional
feature spaces, its performance may degrade and other regression methods
may be preferred. LinearRegression can be used as a starting point for
regression problems, but more advanced regression methods (e.g. Ridge
Regression, Lasso Regression, Polynomial Regression) may be preferred
depending on the complexity of the data set and the problem. By changing the
K value, the most appropriate K value is obtained by observing the
classification success (Nacar & Erdebilli, 2021)

Linear Regression: Linear Regression is a simple and basic regression
method. It is easy to use. It is widely used in data analysis and machine
learning. Linear Regression models the relationship between dependent
(dependent variable) and independent (independent variable) variables and
assumes that this relationship is linear. If the dependent variable is dependent
on a single independent variable, single regression is preferred, and if it
depends on more than one independent variable, multiple regression is
preferred (Gabrali & Aslan, 2020).

Multi-Layer Perceptron: is an artificial neural network based deep
learning model. Artificial neural networks are designed inspired by the way
biological neural networks work and consist of many artificial neurons
(perceptron) arranged in layers. MLP is particularly used in tasks such as
classification and regression and is often the basis of the concept of "deep
learning”. MLP can be used in various machine learning and deep learning
tasks, it is particularly effective in image classification, natural language
processing, voice recognition, regression and many other application areas.
Thanks to its multi-layer structure, it is capable of learning complex and high-
dimensional data. There can be one or more hidden layers between the input
layer and the output layer. The number of neurons in hidden layers can be
increased or decreased according to the performance of the model (Giiler and
Ubeyli, 2013).
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3.2. Data Scaling

Data scaling, also known as data normalisation, is one of the
important preprocessing procedures applied to data. When there are many
differences between values, it is necessary to minimise these differences, i.e. to
scale them. However, scaling is not mandatory for every data set. Sometimes
it is possible to get worse performances on scaled data. One of the commonly
used scaling techniques is the MinMaxScaling technique. With this technique,
the data take values in the range of 0-1. Here the distribution is similar to the

distribution of the data. The formula (1) of this technique is as follows:

X = (xi_ xmin)/( xmax_xmin) (1)

One of the scaling techniques that gives successful results in data sets
where outliers are predominant is the Robust Scaler technique. In this

technique, the median value is used instead of the mean.
x’ = (x;i- medyan)/ (pss— pas) (2)

Standard Scaling is the technique in which the result obtained by
subtracting the average value from the existing value is divided by the standard

deviation. Usually the values are in the range of -3 to +3.
x’ = Xi— ui/ S (3)
4. Findings

Firstly, outlier data in the data set were identified and deleted from the
data set. Of the data covering the period between 2016 and 2022, the data
between 2016 and 2021 were used as training data and the data for 2022 were
used as test data. Firstly, the prediction study was performed without
normalisation on the data, and then the prediction study was performed by
applying normalisation to the data. MinMaxScaling scaling technique was
used for normalisation. Below are the comparisons between the forecasts

obtained with the techniques used in the application and the actual data.
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Figure 1: Application of Random Forest Regression Model to Normalised Data
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Figure 2: Application of the Random Forest Regression Model to Unnormalised
Data
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Support Vector Regression
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Figure 3: Application of Support Vector Regression Model to Normalised Data
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Figure 4: Application of Support Vector Regression Model to Non-Normalised Data
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K Neighbors Regressor
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Figure 5: Application of the K-Neighbors Regression Model to Normalised Data
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Data
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Linear Regression
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Figure 7: Application of Linear Regression Model to Normalised Data
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Figure 8: Application of Linear Regression Model to Non-Normalised Data
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Multi Layer Perceptron
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Figure 10: Application of Multi Layer Perceptron Model to Non-Normalised Data
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Error metrics are used to see how close the prediction results are to
the actual values. The most commonly used error metrics are MAPE
(MeanAbsolutePercentageError), MAE  (MeanabsoluteError), = MSE
(MeanSquareError) and RMSE (RootMeanSquareError) (Kiling et al., 2022).
The MAPE graph for the predictions made on normalised and non-

normalised data in the study is given below.  In order to calculate MAPE

+ 265
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from error metrics, firstly the prediction is subtracted from the actual data, the
result obtained is divided by the actual data, the absolute value of the result is
taken and multiplied by 100. In cases where the actual value is very small, the
error will be large. If the MAPE value is below 10%, the prediction has high
accuracy. If the MAPE value is in the range of 10%-20%, it can be said that the
model predicts correctly if it is between 10% < MAPE < 20%. However, if the
MAPE value is above 50%, it can be inferred that the classification is not done

correctly and the predictions are very far from reality.

5. Conclusion

Electricity is a secondary energy source and is obtained from the
conversion of primary energy sources. Since electricity cannot be stored, it
must be consumed when it is produced. Therefore, predicting how much
electricity consumption will be made in the future is extremely important for
future planning. As in the studies of Baltas and Akbay (2021), making
predictions for the future with machine learning methods helps us in terms of
electricity demand. As stated in Ismic (2015), energy not only affects the level
of development of a country, but also directs the international policy of that
country. Therefore, there is a relationship between energy and economy.
Electric energy consumption which is one of the most important energy
sources, is also an important indicator of the welfare level of the society.
Energy management aims at the efficient use of energy resources in a country.

It is aimed for a country to be self-sufficient.

In the article it is seen that the MAPE value in some forecasts is up to
70 for non-normalised data. When the normalised data are examined, it is
seen that the MAPE performance of the models is up to 10 at most. MAPE

values also show the importance of normalisation.

When the graphs of the model outputs are examined, it is seen that
more accurate prediction results are obtained over normalised data for each

model. This situation has also revealed the importance of normalisation in
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machine learning. As in this study, Cihan et al. (2017) increased the prediction
success by normalising the data in their study. The regular distribution of the
data in the data set is provided by normalisation. Sengdz (2021) made
electricity consumption forecasts for the future in his study. When compared
with similar studies in the literature, it is seen that the study overlaps with

other studies.
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INTRODUCTION

Our modern world faces unique environmental challenges and increasing
energy demands. To meet these challenges and build a sustainable future,
it is essential to effectively integrate renewable energy sources and adopt
sustainable living principles. Technological progress and industrialisation
have enabled us to make great strides in meeting our energy needs. However,
this process has brought along problems such as overuse of natural resources,
environmental destruction and climate change. The basis of sustainability is
the efficient use of natural resources, recycling and minimising waste (Nemli,
2007). In this context, renewable energy resources are of great importance.

Economic and social development is directly related to the level of
development of a country. Energy serves as one of the most important factors
in achieving this level of development. Energy is a necessity for sustainable
development, but it can make significant contributions to industrialisation
and the overall development of communities when reliable economic
conditions and environmental factors are taken into account (Kok and Benli,
2017). Energy, which constitutes the basic dynamics of an economy, has an
important place in the growth and development of countries. Countries can
achieve this with the right, strategic and sustainable growth policies. At this
point, renewable energy, which is environmentally friendly, whose installation
costs are decreasing day by day with the developing technology and has an
inexhaustible resource, is the right alternative to the use of non-renewable
energy resources. With the 1973 global oil crisis, the importance of renewable
energy has come to the fore (Sevim, 2012: 4384).

In this section, renewable energy sources will be discussed in detail. It will
also emphasise on sustainable living. This chapter will enlighten the readers
to understand and apply these concepts in depth in this era when renewable
energy and sustainable living are of critical importance.

RENEWABLE ENERGY

Renewable energy sources are defined as natural and self-renewable
energy sources. Renewable energy sources can be expressed as solar energy,
wind energy, biomass energy, geothermal energy, hydroelectric energy, wave
and tidal energy. The source of renewable energy is natural resources such as
sunlight, wind, rain, geothermal heat and currents (Karagol and Kavaz 2017:
7). Renewable energy sources are a type of energy that is inexhaustible and
easily replaced (Smith & Taylor, 2008). Figure 1 shows the world renewable
energy consumption rates by years.
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Figure 1: World Renewable Energy Consumption Rates
Source: BB 2023

According to the figure, it is seen that the use of renewable energy has
increased significantly in the world in the 2000s. These resources pollute the
environment less than non-renewable energy resources. In addition, the fact
that they are accessible and sustainable all over the world attributes great
importance to these resources (Kumbur et al., 2005: 3). In general, renewable
energy sources can be classified as solar energy, wind energy, biomass energy,
hydraulic energy, geothermal energy and ocean energy (Bhattacharya et al.,
2016: 734).

Solar Energy

Solar energy is the world’s most fundamental energy source, which is
kilometres away from the earth, provides heat and light to the earth and is
an alternative to fossil fuels. Solar energy, which enables energy reflections
in the world, can undergo variations and transform into different types of
energy such as ocean temperature difference, wind, sea wave and biomass
energies. Solar energy, which is utilised for heating and electricity generation,
provides water transformation and creates current potential (Varinca and
Goniilld, 2006: 270). Sunlight is converted into electricity and can power
everything. Solar energy can be used in a wide variety of areas such as heating
buildings, heating water and powering our devices. While roof panels can
power a house, projects using mirrors to concentrate sunlight and solar
farms can create much larger resources. In addition to being renewable, solar
systems are also clean energy sources as they do not produce air pollutants
or greenhouse gases (Twi-global, 2021). Solar energy applications are very
popular in national and international energy policies at the point of achieving
the goal of sustainable energy (Kogaslan 2020). Among the advantages of
solar energy are that it is produced using natural materials, does not harm the
environment, is economical and not dependent on foreign energy. However,
its low efficiency and seasonal and daily interruptions negatively affect the use
of this type of energy (Oztiirk, 2013: 52). Solar energy is a clean, abundant,
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quiet and beautiful, unlimited and sustainable energy source, and it is also
environmentally friendly as it has no polluting emissions (Camacho and
Berenguel, 2012).

Solar energy and different technologies can be considered as an important
source in meeting a large part of the country’s energy needs (Kiligkaplan et
al., 2017). Solar energy, which is a mandatory power source for living things
to sustain their lives, does not require any energy in its use because it is
an infinite energy source. A significant portion of the energy sources used
today have been shaped as a result of different reactions caused by the sun.
In addition to these positive contributions, large areas are required for the
installation of power plants. In addition, stocking this energy source causes a
high level of cost (Kaynar, 2020: 50).

The most important advantages of solar energy are that it is a renewable
resource, it is ready for energy production without requiring any pre-
production process in nature, it does not leave any waste during or at the
end of the production process, it allows the use of large and idle facility roofs
and inefficient lands such as factory warehouses, etc., and it is noiseless.
Dependence on meteorological conditions (such as summer and winter
difference, sunny and overcast weather difference), high initial installation
costs, mirror reflections in concentrated thermal power plants pose a danger
to insects and birds, leakage of toxic substances during the production of
photovoltaic cells, low mechanical resistance to harsh weather conditions
such as snowstorms, hail, etc. can be considered as weaknesses of solar energy
systems (Kadar, 2014: 221-222).

Wind Energy

While the meaning of wind in the dictionary is “revolution”, its meaning
in meteorology is defined as a displaced air flow. Wind energy, which is formed
by the conversion of 1-2% of solar energy into wind energy, is a clean, renewable,
endless and natural resource. Wind formation is based on temperature and
pressure differences. The winds moving from high-pressure areas to low-
pressure areas differ depending on geographical differences and temperature
changes on the earth (Akova, 2008: 24). Among the advantages of wind energy
is that it is renewable, has no transport problem, does not require very high
technology for energy production, reduces dependence on foreign countries
and is an energy source that allows production with domestic resources.
Wind energy, which does not cause environmental pollution, is abundant in
the atmosphere (§enel and Kog, 2015). Wind energy was recognised as one of
the new and renewable resources by the UN in 1961, and it was accepted to be
the most advanced and commercially efficient energy type among renewable
energies (Yaprakli, 2013: 40). Wind energy is preferred at a higher rate than
alternative renewable energy sources. In addition to its features such as being
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completely free and abundant in connection with natural events, it is highly
preferred due to factors such as being completely environmentally friendly,
not having high power plant installation costs, not emitting any gas emissions
and having very low energy production costs (Oskay, 2014).

The use of renewable energy sources, especially wind energy, has
attracted intense interest from governments and private organisations, as it is
considered one of the best and most competitive alternative energy sources in
the current energy transition adopted by many countries around the world. In
addition, wind energy plays an important role in mitigating global warming
as it reduces greenhouse gas emissions (Vargas et al.,, 2019). In short, wind
energy is a clean, reliable, stable, independent energy source that reduces the
unit cost of energy produced with the developing technology. The biggest
disadvantage of wind energy is the time difference between production and
consumption times. If the system in question is provided, it is predicted that
wind energy can be obtained in approximately 95% of the earth (Oztiirk, 2013:
23). In addition, wind energy has many advantages such as being a renewable
resource, being ready for continuous use in nature, not turning into any
waste during and after the electricity generation process, and low power plant
maintenance and operation (electricity generation) costs. Since wind energy
is mainly dependent on meteorological factors, the amount and quality of
electricity produced from wind power plants vary with weather conditions. In
addition, noisy operation of turbines and high investment costs can be shown
among the disadvantages (Kadar, 2014: 215).

Geothermal Energy

Geothermal energy, which can be defined as heat energy obtained from
underground hot water and water vapour, is considered as an alternative energy
source in reducing the environmental damage of fossil fuels, ensuring the
sustainable development of energy, and increasing the efficiency of energy use
(Liu et al. 2022). Geothermal energy can be defined as energy consisting of hot
water, steam and gas, which is formed by the heat in different layers of the earth’s
crust, which has a temperature higher than the air temperature and can contain
minerals, salts and gases that are more valuable than the water resources fed in
the basins in the world. Geothermal energy is formed by the thermal energy
accumulated in the earth. Since the inner layers of the earth are too hot, heat
transfer takes place towards the surface and the heat increases as you go from
the surface to the centre. Some hard rocks, whose underground temperature
is utilised, are considered as geothermal energy sources although they do not
contain liquid in their structures (Etemoglu et al., 2004: 93-94). Geothermal
energy is a type of energy originating from the internal temperature of the Earth.
This energy is expressed as thermal energy in the form of hot liquid (vaporised
water, gas) and hot, dry rock forms, which are collected under pressure in the
deep regions of the earth’s crust (Kog and Kaya, 2015).
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Geothermal energy resources are defined as the total amount of thermal
energy (heat) accumulated in the earth’s crust to a certain depth, according to
a certain area where calculations are made and average annual temperatures
in the earth’s surface groups. Traditionally, geothermal resources are
hydrothermal resources containing reservoirs of hot water and/or steam and
are classified as vapour- or liquid-dominated resources. Geothermal energy
has three main uses: electricity generation, direct use applications and for
heating and cooling buildings with geothermal heat pumps. In addition to
these, there are a wide variety of uses such as aquaculture, drying crops,
growing plants and vegetables in greenhouses, paper and cement industry,
food processing and health spas (Sowizdzal, 2018).

The proportional distribution of geothermal energy resources in the
world and the fact that it is an energy type that is less affected by climatic
conditions have the advantage of being preferred as a renewable energy
source. The geothermal system consists of the heat source deep in the earth’s
crust, the heat-carrying fluid, the reservoir rock containing the fluid, and the
cover rock that prevents heat loss. Magma activities reaching shallow depths
in the earth’s crust and reaching the earth’s surface from the fractured zones
formed by tectonism in the centre of the earth constitute the heat source of
the geothermal system. Deeply heated water is collected in the porous and
permeable reservoir rock (Arslan et al., 2001). Geothermal energy, whose
production cost is cheaper than other energy sources, is used in chemical
production, drying, thermal tourism, electricity generation, heating and plant
and aquaculture (Kaymakgioglu and Cirkin, 2020: 1-2).

Biomass Energy

Biomass energy is one of the oldest energy sources and is among the
natural energy sources that are widely consumed worldwide, protect nature
and do not create waste. Biomass is derived from other fuels such as firewood,
animal, urban, agricultural and urban wastes of biological origin, which are
used to obtain energy. Items that can be used to explain biomass can be listed
as animal droppings, food and fruit juice, trees, business and domestic wastes
(Toklu, 2017: 236). Biomass is defined as a renewable energy source gained
through living resources such as wood, charcoal, animal and construction
excrement; agricultural products and forest sector organic residues, alkon and
methane fermentation, different water information (Giirsoy, 2004: 127). Biogas
is a renewable energy source produced by anaerobic digestion of biomass.
There are at least five main biomass resource areas where biomass can be used.
These are sewage, landfill, animal manure, organic waste and energy crops. In
terms of its origin, biogas consists of methane (40-75%), carbon dioxide (20-
45%) and some other compounds, usually in trace amounts (Budzianowski,
2012: 343).
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The production and conversion technologies of biomass energy need to
be well understood. The advantages of biomass are that it is suitable for energy
efficiency at all scales, low light intensities are sufficient and continuous. On
the other hand, it also has disadvantages such as low conversion efficiency,
high transport and labour costs, high water content, low thermal value
compared to fossil fuels and competition for agricultural areas. Biomass,
which can be grown in any environment, is shown as a strategic energy source
that provides socio-economic progress, can be stored, can generate electricity
without harming the environment, can be obtained as fuel for vehicles and
contributes significantly to the revival of the rural economy (Oztiirk, 2013).
Throughout the world, biomass energy is gaining importance as a strategic
and environmentally friendly energy source. Many studies are carried out in
this field. The most advanced technologies are found in European countries,
and studies on energy obtained from garbage wastes are carried out primarily
in big cities. In the studies carried out, the total potential power is estimated to
be approximately 23,000,000 MW, and it has been revealed that the largest part
of this is a resource that can be obtained from garbage waste (Alemdaroglu,
2007: 27). This type of energy contributes to sustainable waste management
while helping to reduce energy dependence on fossil fuels (Yi et al., 2018).

In addition to the economic benefits derived from energy and fuel
production, biomass energy provides additional environmental benefits such
as anaerobic digestion facilities, reductions in water, soil and air pollution,
etc. Traditionally, manure is used directly as fertiliser in agriculture without
treatment. This can cause environmental problems, water pollution. Natural
degradation of manure leads to methane and carbon dioxide emissions during
storage. Anaerobic digestion contributes to the reduction of odours associated
with manure storage and decomposition. It therefore eliminates pathogens
that may pose a risk to human and animal health. The digestate from biogas
production can be used as fertiliser with the same nutrient content as manure.
This provides economic benefits by reducing the use of chemical fertilisers on
farms and prevents methane emissions by reducing nutrient run-oft (Scarlat
et al.,, 2018).

Hydroelectric Energy

Hydroelectric energy is a type of energy generated by converting the
potential energy of water into kinetic energy. The sea, lakes and rivers evaporate
under the influence of the sun, the evaporated water condenses and falls on
the mountain slopes in the form of rain or snow and feeds the rivers. With
this cycle, hydraulic energy constantly renews itself (Ozdemir, 2020: 118).
People have used hydroelectric energy for a long time, mostly for agricultural
or irrigation purposes. The first hydroelectric power plant was built in
1902 and quickly became an important domestic energy source for Turkey.
Hydroelectric power plants were initiated by the Ministry of Public Works
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in the 1930s and the Electrical Works Planning and Survey Administration
(EIE) was established in 1935 to assess Turkey’s energy demand and to develop
hydroelectric and other resource potential (Erdogdu, 2011). Hydroelectric
power is a consolidated technology for generating electricity from water
resources and is considered as a clean method. Although there are some
controversies in the environmental dimension, the HEPP profile of countries
has a very strategic importance in terms of both short-term development and
the dissemination of sustainable energy resources due to the improvements
it offers to the economy on a regional and global basis (Catolico et al., 2021).
Hydraulic energy is generated by installing dams on rivers, collecting and
accumulating water in large reservoirs and converting the potential energy of
this accumulated water into electricity. It is a natural energy source that does
not create environmental pollution, can be activated very quickly in case of
excessive energy demand, can be deactivated very quickly in emergencies and
is not dependent on foreign energy. On the other hand, the investment costs
of hydraulic energy are high and the total construction period is very long. In
addition, dams can change the ecological characteristics of the region around
them and cause flooding of residential areas and ancient sites. In addition,
there may be fluctuations in the production of hydroelectric power plants (in
total production shares every year) depending on rainfall conditions (Oztiirk,
2013).

Since the main factor in the formation of hydroelectric energy is water,
this energy source has the advantage of being both more sensitive to the
environment in the process of electricity generation and the cheapest source
in the long term. In addition, hydroelectric power plants producing electrical
energy; low power hazard emission, long life span, being in a natural energy
production position and undertaking similar tasks are the reasons that make
hydroelectric power plants favourable (Baskaya, 2010: 669). Being a clean and
renewable energy, being stable and reliable in terms of electricity generation,
being in a structure that can operate for many years, reducing foreign
dependency in energy due to the fact that it can be built on a country’s own
rivers, being able to be used against hazards such as floods and overflows by
providing control of rivers as well as electricity generation, and needing very
little personnel during operation (commissioning and production process)
are among the main advantages of hydraulic energy. The main disadvantages
of hydraulic energy include long installation processes (especially in dam-
type HEPPs), evacuation of settlements during the installation phase, causing
effects such as flooding of the natural environment, restricting transportation
on the river, having negative effects on aquatic creatures such as fish, etc.,
having the possibility of bad consequences in case of damage in possible
earthquakes or terrorist attacks, and decreasing capacity during drought
periods (Kadar, 2014: 212-213).
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Wave and Tidal Energy

Since wave energy occurs as a result of surface movements, it is also called
tidal energy in the literature (Bekar, 2020). Wave energy is the obtaining of
energy from the use of waves formed in the sea through the wind formed as
a result of the heating of the Earth’s surface at different levels. Tidal energy is
generated by the rise or fall of the water level in the oceans as a result of the
spatial proximity or distance of the moon and the sun to the earth (Ozdemir,
2020: 130). Considering that 70% of the world is water, it is possible to meet
a high portion of the energy need from wave energy. However, wave and
tidal energy is known as the least used energy type in the world (Bayrag et
al., 2018: 71). It is a type of energy generated directly from the surface of the
waves or by capturing the pressure differences under the surface. This energy
from the waves is converted into usable energy with systems installed on
the coastline, near the coast or far from the coast. The power source of wave
energy, whose potential is available in the regions where seas and oceans are
located, is infinite and abundant. It provides the opportunity to utilise the
potential technology in other researches to be carried out in the ocean and
sea. It helps to turn salt water into fresh water and pump it to the areas where
it is needed. Wave energy is seen as one of the energy sources of the future
within the framework of new technological developments. In addition, it has
negative aspects such as the inability to create a design to utilise each wave
size, the high costs of feasibility studies, installation and maintenance, and
the dependence of energy production on natural conditions (Yaprakli, 2013:
43-44). In addition, it is possible to obtain infinite energy at the desired limit
from the seas by utilising wave power. As a clean energy source, it does not
cause soil loss and provides positive effects on the natural balance. When the
use of energy obtained from this source becomes widespread, the advantage
of utilising it for heating purposes also emerges. If used for this purpose, it
will increase the quality of the atmosphere by reducing the effect of carbon
and similar harmful gases in the atmosphere (Cokan, 2004: 3-4).

Wave energy is a renewable and clean energy source. The power plants
established offshore or on the coast also provide benefits as natural breakwaters
as they break the kinetic energy of the waves. Since it is installed on the sea
surface, fertile inefficient soilis not used and in this way a protection is provided.
For sea creatures, power plants can provide an artificial habitat and provide
a breeding and shelter environment. Besides its advantages, wave energy also
has some disadvantages. For example, there are some disadvantages such as
the fact that the power plants established on the shore and close to the shore
cause noise pollution, the stagnation caused by the power plants far from the
shore has negative effects on living things and the possibility of creating a risk
for sea traffic, although it is a renewable and clean energy in terms of carbon
dioxide emission, there is a little carbon dioxide emission during installation,
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and very high powers cannot be reached with current technologies (Un, 2013:
7).

SUSTAINABLE LIFE

Sustainability is the use of environmental values and natural resources in
a way that does not lead to wastefulness in environmental values and natural
resources, taking into account the rights of present and future generations, and
ensuring economic development (Keles, 1998: 17-18). Sustainability aims to
protect the existing resources of the world and ensure that they are transferred
to future generations (Karabicak and Ozdemir, 2015: 44). From another
perspective, sustainability is a process of change in which the use of resources,
investment targets, technological developments and institutional changes are
made consistent with the needs of the future as well as the present (Camagni
et al., 1998: 105). Ehrenfeld (2005) defines sustainability as the possibility of
infinite development of all forms of life. Sustainable consumption is a form of
consumption that ensures the use of existing resources within sustainability
and tries to minimise the damage to natural life (Pir, 2022: 7).

Sustainable built environment is defined as an environment that, on
the one hand, maintains the quality of human life at an acceptable level
and preserves the carrying capacity of ecosystems on a regional and global
scale, on the other hand, conserves non-renewable energies, materials and
ecological resources; reuses and recycles materials and outputs within the
built environment; minimises toxic substance emissions and reintegrates
them with the environment throughout the life cycle of building systems;
and reintegrates with the environment in harmony and flawlessly at the
end of its life cycle. Human health depends on the continuity of the health
of the natural environment (Yeang, 2012: 438). As an increasing number of
consumers are interested in social and environmental issues related to what
they eat and wear, a new trend has emerged to explain these conscious lifestyle
choices: the lifestyle of health and sustainability (LOHAS). These consumers
are characterised as valuing quality of life with an emphasis on health and
sustainability, and as a result, they prefer environmentally friendly locally
produced products that can help sustain their communities (Sung and Woo,
2018: 120). Consumers with LOHAS are characterised as valuing quality
of life with an emphasis on health and sustainability, and as a result, these
consumers prefer environmentally friendly locally produced products that
can help sustain their communities (Sung and Woo, 2018: 120). As consumers
with this awareness increase, a wide customer profile is formed for businesses.
However, for businesses, such consumers or environmentalist consumers are
seen as a customer group that can be persuaded quite difficult (Ozdemir et al.,
2010: 256; Pir, 2019: 1556).
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RENEWABLE ENERGY AND SUSTAINABILITY

Sustainable development faces three critical challenges: rapidly growing
world population, energy scarcity, and ever-increasing environmental
pollution. Currently, many countries around the world are interested in
new energy research, especially renewable energy, to gradually reduce their
dependence on traditional fossil fuels (Zhu et al., 2015). With the developments
in recent years, the risk and reality of environmental degradation have
become more apparent. Increasing evidence of environmental problems has
necessitated potential long-term actions for development. In this regard,
renewable energy sources are seen as one of the most efficient and effective
solutions. Therefore, there is a strong link between renewable energy and
sustainable development (Kaygusuz & Kaygusuz, 2002).

Renewable energy resources, which do not create environmental
pollution problems, are inexhaustible and distributed over a wide geography
because they take their source from nature. These resources are rapidly
renewed in natural processes. The main advantage of renewable resources is
that they can be used throughout the year and with a one-time investment,
they can meet energy needs for decades without affecting the environment
(Alrikabi, 2014). Environmental awareness means that individuals recognise
environmental problems, actively participate in the solution of these problems
and accept their responsibilities towards the environment. In order to reach
such a level of maturity, it is very important to maintain a human-centred
approach when addressing environmental concerns and to avoid endangering
the environment for personal interests (Cansaran, 2015: 70). Due to social
responsibility in organisations, environmental pollution is reduced, vegetation
is protected, cultural assets are preserved, cleaner production processes and
energy savings are ensured (Aktan & Borti, 2007; Yilmaz, 2018).

CONCLUSION

Renewable energy sources, which are called energy sources that exist
in nature and have the ability to constantly renew themselves, have an
environmentally friendly feature compared to fossil fuels. As a result of the
use of fossil fuels, carbon dioxide gas released into the world atmosphere
causes an increase in global warming and as a result of this, it causes the
emergence of world climate changes, the melting of the glaciers in the poles,
thus increasing sea levels and flooding of agricultural lands. For this reason,
it is emphasised how important it is for the infrastructures of the existing
energy sources used by the states around the world to switch to renewable
energy sources. It has started to be emphasised on every platform that the
fossil fuels they are using should be reduced and thus it is necessary to
prevent global warming in the world we live in (Keles and Hamamci, 2002:
105). Energy is at the forefront of economic development. However, countries
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have to determine policies on the use of energy resources according to their
economic, cultural and geographical conditions. In addition to the distance
and cost of the energy produced from the source to the place of use, it is also
desired to be environmentally friendly. Therefore, energy use should be shaped
and developed according to the validity of market conditions, environmental
health protection and technological innovations (Atilgan, 2000).

The environmental dimension of sustainability is based on the idea
of improving or at least preserving the ecological environment for future
generations. Reducing the pressure on natural resources and not damaging
the ecological environment while maintaining development is necessary
to ensure environmental sustainability. Reducing resource consumption,
utilising materials from recycled or renewable resources, recycling wastes,
conserving energy resources and meeting energy demand from renewable
resources are the main objectives of environmental sustainability (Akgiil,
2010: 155-156). Sustainable development aims to ensure environmental
quality of life, social quality of life and economic viability (Tosun, 2009). This,
in turn, will bring sustainable life. Sustainable life refers to a situation where
these three basic components come together in a balanced way. In this model,
economic growth aims to use natural resources without depleting them, to
support social justice and equality and to realise them without harming the
environment. Thus, while meeting the needs of today, it also considers the
needs of future generations. Sustainable living is an important approach to
ensure that future generations have the same opportunities while improving
the quality of life of people today. In this way, sustainable use of natural
resources, sustainability of economic development, ensuring social justice
and preservation of environmental balance are possible.

According to the principles of urban sustainability in the Aalborg Charter;
environmental approach should be integrated into urban management tools
in order to ensure sustainability. It is emphasised that the only sustainable
way for the world is the use of renewable energy sources. The increase in
pollution should be stopped and pollution should be prevented at its source.
The effective participation of citizens is important in this process (European
Conference on Sustainable Cities & Towns, 1994: 2-6). The stock of renewable
resources should not decrease over time, and in case of depletion of exhaustible
resources, the amount of renewable resources and man-made capital should
be increased, and thus depleted resources should be compensated” (Cetin,
2006: 4). In order to ensure sustainable life design, ecological systems must
be protected

Sustainable development necessitates meeting the rapidly increasing
energy need with economic growth and population increase in order to realise
economic activities and raise living standards and is considered as one of the
most basic inputs of development. Both in the world and in Turkey, the need
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for energy is increasing day by day, on the other hand, due to the limited and
constantly decreasing energy resources in the world, countries should review
their energy policies and turn to ways of using energy in the most efficient ways
possible (Seydiogullari, 2013). Renewable energy reduces external dependence
(Karagol and Kavaz 2017: 7). Unlike other energy sources, there is no risk of
supply problems caused by international problems (Akova, 2008: 24), which is
another important issue for sustainable life in the long term.

The most important advantage of renewable energy sources is that they
reduce carbon dioxide emission levels and thus improve air quality (Aydin
2010:319). When all studies are reviewed, it reveals the importance of renewable
energy potentials of countries for sustainable use of energy, reduction of
carbon emissions and increasing development levels (Leng and Zhang 2023).
Turkey signed the Paris Climate Agreement in 2016, one of the global steps
taken on climate change, and the agreement officially entered into force with
the adoption of the agreement in the parliament in 2020. By committing to
zero carbon emissions by 2053, Turkey will increase the share of renewable
energy sources in energy production, reduce the proportion of fossil resources
or reduce the pressure of carbon emissions on the natural environment by
reducing the proportion of fossil resources or implementing processes such
as making waste from fossil resources safe. Thus, important steps will be
taken for sustainable life. In order to achieve these goals, Turkey can invest
in energy efficiency projects, increase forest cover and promote sustainable
practices in the agricultural sector. It should also aim to improve the air
quality of cities by promoting environmentally friendly transport systems
and expand public transport. By raising public awareness on environmental
issues through education and awareness campaigns, Turkey can support the
development of green technologies and promote environmentally friendly
industrial practices. Turkey can also contribute to the fight against climate
change through international co-operation and technology transfer and
should strive for a globally sustainable future.
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Introduction

Green buildings are defined as structures constructed and operated by
implementing principles of environmental sustainability. Such buildings
aim to reduce their environmental impacts by utilizing energy, water, and
other resources more efficiently. The primary objectives of green buildings
are to decrease carbon footprints, prevent the depletion of natural resources,
and enhance indoor air quality (Komnitsas 2011). To achieve these goals,
strategies such as energy efficiency, waste management, water conservation,
and the utilization of renewable energy are employed. Green buildings not
only provide environmental benefits but also reduce operational costs and
offer healthier living spaces for occupants (Zhang et al. 2018).

The increasing popularity of green buildings has gained momentum
alongside the rise in environmental issues and escalating energy costs. Green
building certifications are utilized to attest that such structures conform to
sustainability standards and promote various industry benchmarks for green
building design and construction. Green buildings provide both building
owners and users with greater satisfaction and value (Pitt et al. 2009).
Simultaneously, they play a significant role in the overall environmental
and economic well-being of society. Therefore, green building practices and
technologies will form the cornerstone of a sustainable and environmentally
friendly construction sector in the future.

The damage caused to the environment by climate change and the rapid
pollution of nature have brought the issue of long-term preservation of the
environment and resources to the forefront. The International Union for
Conservation of Nature (IUCN) adopted the World Conservation Strategy in
1982, which is when the notion of sustainability was first articulated (Gezen
2015). The plan underscores the need of managing ecosystems, organisms,
terrestrial and marine resources, and the atmosphere for human use in a way
that maximizes sustainability, as long as it doesn’t compromise the integrity
of ecosystems and species.

One of the main components of sustainable design is environmentally
aware architecture design, which is sustainable through reducing resource
use and utilizing renewable resources. Put differently, examples of sustainable
architecture are built in harmony with the natural world and do not endanger
the environment in which they are situated, either in their active or passive
states. Maintaining continuity via the use of non-depletable and renewable
resources is one of the main goals of sustainable design. Of special importance
is preventing the depletion of essential energy resources needed for homes,
such natural gas, electricity, and water. The primary goal of sustainable
architecture is to enable a structure to obtain the resources it needs on its own
from the surrounding environment. It is thought that the widespread use of
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this architectural type will prevent energy supplies from being depleted (URL
1).

Green buildings are a part of the global response that recognizes the
increasing role of human activity in causing global climate change. Green
buildings are technologically advanced properties that take into account the
environmental and human health impacts of buildings. They are designed
to be powered by renewable energy sources, facilitate the recycling of
wastewater, maximize the use of natural daylight, employ effective thermal
insulation, and aim for self-sufficiency in energy production. These objectives
can be achieved through better site orientation, design, material selection,
construction, operation, maintenance, transportation, and, to the greatest
extent possible, reuse (Yudelson 2010). Today, green buildings, known under
various names such as sustainable, ecological, and environmentally friendly,
are characterized as structures designed with a holistic understanding that
encompasses social and environmental responsibility. They are evaluated
within the framework of their lifecycle, starting from site selection, and
are tailored to climate data and site-specific conditions. These buildings are
designed to be in harmony with their surroundings, consume only what is
necessary, harness renewable energy sources, utilize natural and non-waste-
generating materials, and exhibit sensitivity to ecosystems (Sur 2012).

According to the Ministry of Development’s 2019-2023 Sustainable
Management of Environment and Natural Resources report, 52%, or half, of
production in 2016 came from fossil fuels (URL 2). These include coal, oil,
and its derivatives, as well as natural gas. On the other hand, non-renewable
and ecologically hazardous resources make up the remaining 48% of energy
sources.

Advantages of Green Building

By adopting sustainable techniques and ecologically friendly design, green
buildings provide a number of benefits (Figure 1). The fundamental ideas of
energy efficiency and environmental sustainability underpin these advantages.
Energy-saving techniques that preserve natural resources include installing
air and vapor barriers on building walls and surfaces, installing daylight-
controlled lighting systems, installing water-efficient fixtures, and collecting
rainwater (URL 3). Furthermore, by recycling and recovering garbage,
waste management also follows sustainable principles. Meanwhile, green
infrastructure such as green roofs and greenery protects natural ecosystems.
Cogeneration and renewable energy sources, such as solar panels and mini
wind turbines, can reduce energy reliance and reduce carbon footprint. Water
conservation is aided by low-pressure water systems and the recycling of
greywater and blackwater. Moreover, ventilation systems, natural lighting, and
LED lighting improve energy efficiency. In addition to being environmentally
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benign, green construction features save operating costs, improve interior air
quality, and raise occupant comfort levels. Green building techniques therefore
provide long-term benefits for both the environment and public health (URL 3).

DESIGN FOR

SELECTION ROBUSTNESS

REDUCE AND
REUSE

Figure 1. Advantages of Green Building (URL 4)
Benefits of Green Buildings

Green buildings offer significant advantages as environmentally friendly
and sustainable structures. These advantages not only facilitate the creation
of reliable and healthy living spaces but also reduce energy dependency and
provide economic benefits. Additionally, they minimize negative impacts
on the environment and enhance worker productivity. In a more detailed
examination, green buildings have the following benefits:

« Reliable living spaces are established. Green buildings enhance indoor
air quality, providing residents with a healthy living environment.

« Comfortable living spaces are created. Well-designed green buildings
offer improved thermal insulation, sound insulation, and natural lighting.

« Reduced dependence on energy sources. Green buildings contribute
to sustainable energy usage by promoting energy savings and reducing energy
costs.

« Significant reduction in heating expenses. Well-insulated and energy-
efficient buildings result in significantly lower heating and cooling costs, with
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energy savings reaching up to 70%.

o Minimal environmental impact during construction. Green
building construction offers a sustainable approach to minimizing harm
to the environment through the selection of materials and optimization of
construction processes.

o Excavation waste is repurposed. Green building construction
minimizes waste and encourages recycling.

o Purification and utilization of rainwater. Green building design
includes systems for the collection, purification, and reuse of rainwater.

« Making use of natural light and solar energy. Renewable energy sources
like solar panels and natural lighting are used in green buildings.

o Green buildings lower greenhouse gas emissions, which helps in the
fight against climate change.

« Gives local materials more importance. Green building techniques
promote the utilization of regional resources, which boosts the regional
economy (URL 5).

o Increases worker productivity by up to 16%, positively impacting
workplace performance (URL 6).

For these reasons, green building practices offer long-term advantages for
both the environment and human health. These benefits are encouraging the
increasing prevalence of green building design and construction.

The Most Commonly Used Technologies in Green Buildings

The goal of green buildings is to encourage resource efficiency and
lessen environmental effect while adhering to environmental sustainability
principles. To achieve this goal, various technologies are integrated into green
buildings, such as energy-efficient fluorescent lighting, double-pane glass
windows, water-conserving toilets, water-saving faucets, water-saving urinals,
motion-activated lighting, LED lighting, geothermal heat pumps, solar panels,
energy-efficient hand dryers, exhaust heat recovery systems, airtight entrances,
solar daylight tubes, rain gardens, induction lighting, solar water heaters, wind
power technology, and gray water systems. Thus, the objectives include energy
conservation, water conservation, resource efﬁciency, improved indoor air
quality, and reduced environmental impacts.

Abdallah et al. (2013) focused on the feedback and experiences of
personnel implementing green technologies in a study they conducted. Within
the scope of this study, Figure 2 illustrates the ranking of green measures
implemented in various government buildings based on the reported number
of participants (Abdallah et al. 2013). According to the survey participants’
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responses, energy efficient fluorescent lighting, double-pane glass windows,
water conserving toilets, water conserving faucets, water conserving urinals,
motion activated lighting, LED lighting, and geothermal heat pumps are
among the most commonly used green technologies. Solar daylight tubes, rain
gardens, induction lighting, solar water heaters, wind power technology, and
gray water systems, on the other hand, fall within the category of less frequently
utilized green technologies.
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Figure 2. Percentage of Responses Implementing Various Green-Building Measures
(Abdallah et al. 2013)

Disadvantages of Green Buildings

Sustainable buildings bring about an increase in investment cost ranging
from 1% to 7%. A significant portion of this cost is attributed to specialized
architectural design and innovative energy modeling. Additionally, the cost of
a sustainable building varies based on the building’s location, function, and
local climate conditions, in addition to consultancy fees. The earlier sustainable
building criteria are incorporated into the design process, the lower the cost
becomes. In fact, the financial advantages of a sustainable building far exceed
the structure’s cost when considering original investment, operating, and
maintenance costs. These benefits also show that this situation is not first seen
as a disadvantage (URL 7).
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However, green buildings may need to meet various specific requirements to
directly comply with national regulations in some countries (Wei et al. 2015). In
such cases, this may require more planning, monitoring, and cost. Additionally,
retrofitting older buildings with green practices may not be practical in some
technical and administrative circumstances. Green building technologies are
continuously evolving and changing. Therefore, green buildings may require
regular updates and improvements (Doan et al. 2017).

What is the Difference of Green Buildings from Other Buildings?

Green buildings exhibit a distinct difference from traditional buildings
in terms of environmental and sustainability aspects. High criteria are set for
these buildings in areas including indoor air quality, resource efficiency, energy
efficiency and water conservation (Seif 2023). Green buildings contribute to
energy and resource savings with features like high-quality insulation, energy-
efficient lighting, environmentally friendly materials, and renewable energy
sources. Moreover, they prioritize health and comfort by enhancing indoor
air quality. Subjecting green buildings to certification programs allows for the
standardization of these sustainable practices (Seif 2023).

The goals of designing green buildings are to maximize occupant
productivity, preserve occupant health, and use energy, water, and other
resources effectively. Studies on environmentally friendly buildings have
shown that when these buildings are planned and run this way, energy use can
be reduced by up to 50%, carbon dioxide emissions by up to 39%, water use by
up to 50%, solid waste generation by 70%, and maintenance costs by 13% when
compared to average buildings planned and run with traditional methods (URL
8). According to data released by the United States Green Building Council
(USGBCQ), a green building typically uses 32% less power, which results in an
annual reduction of 350 metric tons of CO, emissions. (URL 8).

Green Building International Certification Systems

Certification systems aimed at reducing the environmental impact of
buildings providean unbiased assessmentofabuilding’seffects. The firstbuilding
certification system was introduced by the Building Research Establishment
(BRE) in 1990 in the United Kingdom, known as BREEAM. Following this
system, the Leadership in Energy and Environmental Design (LEED) system
was established by the United States Green Building Council (USGBC) in 1998.
Subsequently, certification systems such as the German Sustainable Building
Council (DGNB), Comprehensive Assessment System for Built Environment
Efficiency (CASBEE) in Japan, and GREEN STAR in Australia were developed.
In addition to these, other countries have also developed their own certification
systems in accordance with their standards. Table 1 lists certification systems
by country (Gokgen 2020).
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Table 1. Certification Systems by Country (Gokgen 2020)

Certificate System Country
BREEAM United Kingdom
LEED United States
DGNB Germany
CASBEE Japan
GREEN STAR Australia
VERDE Spain
LEED Brasil Brazil
HQE France
ESTIDAMA United Arab Emirates
BREEAM Netharlands Netherlands
GREEN Star SA South Africa
LEED Mexico Mexico
Teri GRIHA India
LEED Canada Canada
Minergie Switzerland

Established in the United Kingdom in 1990, the Green Building Certificate,
also known as BREEAM (Building Research Establishment Environmental
Assessment Method), establishes best practices for buildings’ environmental
performance in terms of design, specifications, construction, and operation.
The first green building evaluation system was developed in 1990 and was
called BREEAM. By 1990, it was in use in 77 countries around the Persian
Gulf, the United Kingdom, EU, and EFTA (European Free Trade Association)
member nations (URL 9). But as time went forward, the LEED Certification
in particular became well-known around the world and developed a robust
online infrastructure. As a result, BREEAM was still applicable in the UK.
With the USGBC, the US Green Building Council, the topic of green building
certification became more widely available (URL 9).

The United States Green Building Council created the LEED (Leadership
in Energy and Environmental Design) certification for environmentally
friendly buildings. The most well-known green construction certification
in the world today is the LEED certification, which has been granted since
1998 and is also used in our nation (URL 10). Buildings that have achieved
LEED certification are guaranteed to be economically, ecologically, and
health-wise designed. Buildings thus consume less energy and water, affect
the environment less, and produce healthier, more habitable places. The
building’s worth is raised by the LEED certification, which also improves the
building’s international recognition and the standing of the businesses and
organizations who constructed it. Buildings that already exist can get certified
LEED". The LEED" for Existing structures certification is awarded to existing
structures that have not reached the end of their economic life but nonetheless
strive for energy efficiency, health, and low environmental impact (URL 10).
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The Australia Green Building Council (GBCA) created the Green Star
rating system in 2003 to evaluate buildings for their environmental design and
construction (Anbarci et al. 2012). Green Star measures the environmental
potential of a building’s design, construction, and management processes
under ideal conditions. The Green Star certification system has been created to
establish a common language for the environmental assessment of buildings
and to increase public awareness to lead to sustainable design, like in other
certification systems. As in other certification systems, categories such as
energy, emissions, materials, management, indoor environmental quality, land
use and ecology, water, and transportation have been defined for assessment.
The points collected for these specified categories are multiplied by weighting
factors considering the conditions of the region where the assessed building is
located. Innovation points are also added to create the final assessment score
(Anbarci et al. 2012).

Casbee is a thorough evaluation system for a building’s environmental
performance. The Japanese Sustainable Building Consortium first presented
Casbee, an environmental labeling system for buildings, in 2004 (Endo et al.
2005). Casbee has developed four assessment tools related to the life cycle of
buildings. The collective name for these four tools is ‘Casbee Family,” and it
is customized for specific purposes. Casbee for Pre-Design, Casbee for New
Buildings, Casbee for Renovation, and Casbee for Existing Buildings are the
evaluation tools that comprise the Casbee Family. Every tool is made to fulfill
a variety of user needs and serve distinct functions (Casbee 2007).

Situation in Turkey

To address this need, Turkey has established the YeS-Tr certification within
the scope of 6 international and 2 national certifications. YeS-Tr certification
is a system that conducts the certification process online for the national green
certification system. It includes information and document entry, review and
evaluation stages, and concludes with approval and certification. on June 12,
2022, the Regulation on Green Certification for Buildings and Settlements
was published, and a guide for buildings and settlements was released for the
YeS-Tr certification. According to the guide, the evaluation categories for
green buildings are as follows;

» Integrated Construction Management and Building Design
» Quality of Indoor Environment

» Building Materials: Life Cycle Analysis

» Energy Use and Efficiency

» Management of Water and Waste

» Produced by modules of innovation.



298 * Mirac Nur Ciner, Emine Elmaslar Ozbas, H. Kurtulus Ozcan

The Integrated Building Design and Construction Management module
ensures the creation of a delivery process involving all stakeholders for both new
and existing buildings, ensuring that the building is designed, constructed, and
managed to meet expectations. Indoor environmental quality ensures a healthy
indoor environment and comfort. Building material and life cycle support
health, comfort, and safety conditions through the use of environmentally
friendly materials. Energy use and efficiency provide energy-efhicient buildings
supported by renewable energy sources. Water and waste management ensure
sustainable planning for efficient water use and waste management. The
innovation module for the building vision offers innovative solutions that
provide users with a high quality of life, as well as social and health benefits
(URL 11).

Conclusions

The increasing global population, along with global warming,
environmental pollution, water scarcity, and the rapid depletion of natural
resources on a global scale, has brought ecological buildings into the
construction sector. Consequently, constructions called “green buildings” have
surfaced. By promoting sustainability features including resource efficiency,
interior environmental quality, and energy efficiency, these structures hope of
reducing their negative effects on the environment. The advantages of green
buildings include energy and water savings, reduced operating costs, healthier
indoor environments, and minimized environmental impacts. However, the
construction and maintenance costs of green buildings can be higher than
those of conventional buildings, and the rapidly changing nature of green
technologies may necessitate updates. While green building practices are
becoming increasingly widespread worldwide, countries like Turkey are also
promoting sustainable construction practices.

The global proliferation of green buildings encourages more efficient
resource utilization and reduced environmental impacts while offering
economic and health benefits. Countries like Turkey contribute to this global
trend by supporting green building practices and promoting green building
projects through local regulations and certification programs. This way,
the sustainability of green buildings can be enhanced, and environmental
impacts can be reduced. New developments in the construction sector
conforming to global standards will play a significant role in preserving
natural resources. The importance of certification systems that assess and
evaluate buildings reliably and accurately in this regard is increasing. Finally,
the most crucial factor in ensuring sustainability is environmental awareness.
These certification systems aim not only to promote sustainability but also to
increase environmental consciousness among individuals.
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1. Introduction

The VLC systems have been investigated from many researchers since they
can support very high speed data transmission when consider the hybrid
communication systems (Hu et al., 2023; Shukla et al., 2022; Zhang, et al.,
2023). Specifically, it is considered that VLC is a preferable indoor
communication technology because it supports both the data transmission
and the lighting at the same time (Inn et al., 2023; Younus and Hussein, 2021).
Therefore, optical communication technologies must serve major options
such as variable dimming level in the future. The target dimming level can
ensure both an effective user connection and a requested lighting level. In this
context, it seems important to adjust the dimming level in VLC systems.

Due to providing both lighting and data transmission at the same time, the
majority of dimming methods have been investigated in VLC systems (Belli et
al., 2022; Guo et al.,, 2020; Yoo et al., 2015; Zhu and Zhang, 2020). The
brightness of LEDs can usually be adjusted using two techniques, typically
through digital and analog methods (Yang et al., 2017; Zafar et al., 2015a). The
analog dimming methods are used to change signal amplitude while digital
dimming techniques are achieved adjusting duty cycle of the modulated
signal. In the literature, adjusting the brightness of LEDs using digital
dimming techniques has better performance compared to analog dimming
methods because it can be asserted that the change in brightness is much more
linear with digital dimming (Feng et al., 2018; Zafar et al., 2015b).

The VLC technologies have utilized many modulation methods to provide
data transmission via optical links (Lee and Park, 2011; Li et al., 2013;
Salmento et al., 2019; Sonmez, 2018; Yoo et al., 2015). Additionally, these
transmission methods can be employed to adjust LED brightness for indoor
systems. Since wireless data sharing and network systems have been
expanding exponentially, modulation schemes used in VLC links have been
investigated in terms of data rate, spectrum efficiency (Li et al., 2019), energy
efficiency (Kumari and Arya, 2023), and complexity (Miriyala and Mani,
2021). With the promise of the sixth generation (6G)/VLC, higher efficiency
will be achieved, where it can be considered recent optical technologies as a
complementary technology in the scope of a heterogeneous wireless
communication networking system (Sharma and Jha, 2022). Specifically, these
wireless technologies will provide the transmission for extremely high data
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rate services, where there are requirements for a substantial communication
bandwidth (Bravo et al., 2023).

One of these methods is Pulse Amplitude Modulation (PAM). Although
the PAM scheme allows multilevel data transmission (Belli et al., 2022), it can
support the binary level data transmission that is referred to as On-Off Keying
(OOK) (X. Li et al., 2019; Sonmez, 2020). This modulation scheme is
spectrum-efficient technique when compared with other methods (Mahdiraji
and Zahedi, 2006). However, the mobility supporting is very complex in
Multilevel PAM systems. This is because M-PAM consists of many threshold
levels. To ensure the variable dimming support, the Pulse Width Modulation
(PWM) scheme is employing for OOK and Pulse Position Modulation (PPM)
that is a position-based transmission scheme (Lee and Park, 2011; Ozaki et al.,
2014). The modified modulation schemes are defined as VOOK (Variable
OOK) and VPPM (Variable PPM), respectively.

In VLC technology, the machine learning and the deep learning schemes
have been widely used to the threshold detection (Ayten and Sénmez, 2021),
the modulation classification (Agir and Sénmez, 2023), the design of equalizer
(Chen et al., 2021; Pouralizadeh, Baghersalimi, et al., 2022; Rajalakshmi, et al.,
2023), the reducing of signal distortion (Lin, et al., 2021), indoor positioning
(Wang and Shen, 2019), and etc. Specifically, the SVM method has been used
to detect the threshold level of received signal and classify the modulation
order of PPM signals (Agir and Sonmez, 2023; Yuan et al., 2017). In the
literature, a SVM based receiver scheme has been employed for 8-Superposed
Pulse Amplitude Modulation (8-SPAM) scheme (Yuan et al., 2017). The
results have been obtained by considering the data transmission rate. Another
paper focused on modulation classification by using machine learning
techniques such as K-nearest neighbor (KNN), SVM and Decision Tree Model
(Agir and Sonmez, 2023). Moreover, the SVM method was used for signal
detection and Light Emitted Diode (LED) selection for generalized spatial
modulation scheme (Sun, et al., 2021; Zhang et al., 2021). Addition to these,
IoT (Internet of Thinks)-VLC systems consist of SVM based receiver structure
in the literature (Khadr et al., 2021).

As mentioned above, many papers focused on SVM based receiver scheme,
including the detecting, the estimation and the classification. Furthermore,
the threshold detection for OOK transmission scheme has been investigated
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in the literature (Li et al., 2016; Li et al., 2017; Sonmez, 2020). In this paper,

the main objective is summarized as follows:

e A threshold detection method is implemented on VOOK transmission
scheme. The BER performance of receiver system is investigated by
considering the distance between receiver and transmitter under user
mobility condition.

e A data transmission structure is employed to detection threshold using the
machine learning techniques including SVM and Tree models. This
transmission scheme consists of a calibration signal which is used to classify
the logical levels by the SVM and Tree.

The calibration signal may include either full filled slot or signal with target
dimming level. Therefore, a comparison of BER performance is obtained by
using two calibration signals. In these cases, it is investigated which the
threshold is being level. Addition to these, it is given a comparison between
traditional system and ML based receiver schemes.

2. VOOK Scheme

In this paper, we give the VOOK transmission method which provides the
dimming supporting for the VLC systems. The VOOK transmission method is
achieved by implementing of PWM technique on OOK scheme. While the pulse
width of filled slot is regulated by PWM, the logical level of modulated signal is
determined by the OOK scheme. The disadvantage of amplitude based
transmission method is required a detection threshold method to estimate the
logical level of received signal. Specifically, it is very crucial under mobility
condition which causes dynamic threshold level since the distance between
receiver and transmitter is changing.

The bandwidth efficiency of VOOK-VLC system can be decreased while the
PWM method provides an advantage in terms of adjusting of brightness level.
Moreover, the BER performance of VOOK-VLC system is decreasing while the
target dimming level is moving away from 50% of dimming level. Hence,
transmission performance further falls when compared to traditional OOK
scheme that is 50% of average dimming level. In Fig. 1, it can be shown VOOK
signal versus bit time. According to the figure, each bit period is divided by 10
slots to detect the transition of VOOK signal. The number of filled slot is equal
to 6 for data bit '1' under 30% dimming level of VOOK signal. For data bit '0', all
slots are empty. Under 70% of dimming level, the all slots are filled for data bit '1'
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while the number of filled slot is equal to 4. Hence, the term of average dimming
level can be used for the VOOK transmission scheme. The average dimming level
for VOOK scheme can be expressed by,

l(dOerl)
2 8

n

S= (1)

where, § is dimming level of VOOK signal. The d, and d, are explained as the
number of filled slot for data bit '0' and data bit '1', respectively. For instance, the
number of filled slot is equal to 10 for 70% of dimming level while the VOOK
signal fills 4 slots.

We define the VOOK signal as follows:

()= 3 dgli-k7;) @

i=—

where, d,,T;, and g(t) are expressed as binary codeword, bit time, and a basis
function of which duty cycle can be adjusted by considering target dimming
level, respectively. A framework of VOOK signal can be given by taking into
account two cases: Firstly, the dimming level is 50% or lower. Other case is more
than 50% of brightness level.

First Case: The dimming level is 50% or lower:

In this case, the basis function can be defined by considering the target dimming
level. According to Table 1, the duty cycle of Logical '1' and Logical ‘0" levels can
be changed according to target dimming level. The basis function g(t) can be
given by,

g(t)zrect(t_gTbJ (€)

26T,

where, § can be expressed as target dimming level of VOOK signal. The width of
filled slot is equal to twice of § T, as shown in the Table 1.

Second Case: The dimming level is more than 50%:

According to the table of VOOK codeword, both data bit '1' and data bit ‘0’
consists of filled slot under more than %50 dimming level. Hence, the VOOK
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signal can be defined by considering conditions of these two logical levels.

g([):(l—dl-)l’ect(tz_((]_é‘)nj-}_rect M (4)

1-0)7, (26 1)1,

Part—1

Part-2

In this case, we define the VOOK signal by considering two parts. The part-1
shows filled slot for data bit '1' in which the all slots of VOOK signal are filled as
logical '1". If the optical received VOOK signal is expressed by y(t), it is given as
follows:

y(t)=s(t)®h(t)+n(1) (5)

where, '®" is defined as convolution operator. The h(t) and n(t) denote the
impulse response of optical channel and noisy signal.

After the received signal is passed through the integral processing, it is applied
on SVM input to train the learning system. The trained SVM system can detect
the data signal from received VOOK signal. At the receiver side, we can define
the output of integrator as follows (Lee and Park, 2011):

20Th
1(0)= | y(o)ar s irs<0s
0
2(1-6)Tb ©)
1(0)=[ w(@d ; ifs5>05
0

where, I(t) is output of integral block. According to the Eq. (6), the output of
integrator is given by considering the the dimming level of received VOOK
signal. In training stage, we apply the I(t) to the SVM system. Afterwards, a
threshold level is determined by SVM to detect the data bits.
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Table 1. Codewords for VOOK scheme according to dimming level (8)

S (%) VOOK codeword

1 1111111111

0.9 dd11111111

0.8 ddddi11111

0.7 ddddddi111

0.6 ddddddddi11

0.5 dddddddddd

0.4 ddddddddoo

0.3 ddddddo0o00

0.2 dddd0o00000

0.1 dd00000000

0 0000000000

Dimming Level is 30%

o0 ! L
prrrrdrerirerrererebrrrererer b eeere e b
rrerrrrrreerrrrerrrrrrrerrerrrerrrrrrrrrrrrerrerrel

Dimming Level is 50%

0 0 1 1
AR AR NN RNNAN|
rrrrrrrrrerrrrrreerrrrrrerrrrrrerrrrrrrrrrrrererel

Dimming Level is 70%
0 0 1 1

|
T |
anging of VOOK signal according to time under variable dimming
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levels

AN
FTETrTrrl
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3. Machine Learning Based Demodulator

In the literature, machine learning based systems has been attracted attention
from many researchers since variable conditions can’t be severally modelled.
Hence, a prediction can be computed by using Machine learning systems after a
learning process. In this section, we give SVM technique and Tree model based
demodulator architecture for VOOK signal.

It is considered an indoor communication media and a user that is a mobility
condition. Because of mobility condition, transmitted signal has variable power
at the receiver side. Under the case of using position based modulation schemes
such as PPM method, the variable power at the receiver side don’t effect the
demodulation process due to waveform of position based signal. However, the
power level of received signal is very crucial where modulation methods that
require a threshold level have been employed. In particular, OOK scheme that
allows data transmission at logical '1' and logical '0' levels requires using of a
variable threshold level at the receiver side. It must be used an adaptive threshold
system since variable OOK scheme is one of types of OOK techniques. The
adaptive threshold system can be designed by using Machine Learning Methods
such as Support Vector Machine, and Tree model.
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Figure 2. A flowchart for Machine Learning Based Receiver

Fig. 2 gives a flowchart for machine learning based receiver model to present
the design of VOOK demodulator scheme. Training data is applied for learning
stage before pre-processing level that consists of an integration process. It is
required the dimming level information of VOOK signal to get the integral
because the dimming level of received VOOK signal determines the boundary of
integral operation. To detect data bits received signal by using estimated
threshold value, test data is firstly applied to Pre-processing stage where received
signal is passed through an integrator. The optimum threshold value can be
obtained for distance between receiver and transmitter by using machine
learning techniques. The received signal consists of two amplitude level: logical
‘0" and logical '1'. Hence, it is necessary to detect a threshold value that can
separate the logical '1' and logical '0' levels.
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(a) (b)

Training
Signal |

SVM or Tree
Block

Optimum ™ |_ | Detected
Threshold Data

Figure 3. ML based VOOK demodulator

The Fig. 3 demonstrates a block scheme to represent the ML based VOOK
demodulator. It can be reported that the training signal aids to estimate the
threshold level of VOOK signal for the first time. The detected threshold, which
is referred to as M.L. Threshold in the figure, is implemented to SVM or Tree
blocks to detect the data signal from received Test Data. Optimum threshold is
determined by traditional technique. It can be considered that optimum
threshold is equal to mean of filled and empty slot. By using Eq. (6), the optimum
threshold can be defined follow as:

th=ASTh ; if 5<0.5

th=A(1-5)Tb ; if 5>0.5 &
where, th is threshold level for VOOK receiver. In the equation, A can be defined
as peak value of received VOOK signal at the any distance between receiver and
transmitter. It is assumed that VOOK is noiseless signal at the output of
photodiode for this threshold value. However, we apply the modulated signal
with noise for classification under training stage.
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4. Simulation Results

In this section, it is introduced simulation results by using main simulation
results that are given in Table 2. As mentioned previous section, SVM and Tree
methods that are defined as machine learning techniques are applied to VOOK
receiver scheme to demodulate received signal. It can be characterized as a basic
demodulator scheme since the improved receiver structure has based on logical
'0" and logical '1' levels. We obtained the simulation results by taking into account
dimming levels of 30%, 40%, and 50% because modulated signal at 30% and 40%
of dimming levels has same BER performance as signals at 70% and 60%
dimming levels, respectively. In the simulation results, it is employed Tree and
SVM algorithms as machine learning techniques. Addition to this, a traditional
receiver scheme that have optimum threshold value is used to compare with
machine learning methods. Other scheme is referred to as traditional scheme
that uses threshold value for the distance of 2.35m.

Table 2. Main Simulation Parameters

Parameters Values
Room Dimension 5x5x3m
Semiangle Half Power 60°
Order of the Lambertian emission 1
Physical area of the PD 0.0001 m?
Optical filter gain of the PD 1
Concentrator gain of the PD 2.548
Field of View (FOV) Angle of the PD 70°
Semiangle Half Power 70°
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Dimming Level of 30% and Training Data of 10
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Figure 5. Simulation results for dimming level of 40%
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Figure 6. Simulation results for dimming level of 50%

Other performance comparison is obtained by considering the variable
training data set. Training data of 10, 30, 50, and 100 is used to observe the BER
performances of Tree and SVM algorithms under variable distance between
receiver and transmitter. In Figure 4, simulation results are obtained at 30% of
dimming level by considering variable training data size. The CRec represents
traditional receiver that uses threshold value for distance of 2.35m. According to
simulation results, TRR has the best performance compared with others since
this scheme has optimum threshold value for all distances between transmitter
and receiver. The SVMR which referred to as SVM based receiver gives better
BER performance than that of Tree-based receiver model TREER. It is shown
from simulation results that the BER performance is increasing while the training
data size is extended. Similar BER performances are obtained from 40% and 50%
of dimming levels that are given in Figure 5 and Figure 6, respectively. TRR
method gives lower BER than that of others for both 40% of dimming level and
50% of dimming level. Addition to this, the SVM technique is superior when
compared with Tree model.
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When evaluated aspect of dimming level of received signal, it is shown that the
duty cycle is crucial for BER performance of VOOK transmission method. The
best BER performance is obtained at the 50% of dimming level. It is illustrated
that the performance is gradually increasing while dimming level is approaching
to 50%. The simulation results show machine learning based receiver models is
preferable methods in terms of variable threshold level when compared to
traditional method that uses static threshold level.

5. Conclusion

It is expected that visible light communication system has low power
communication technology due to usage of prominent LED lighting systems.
Addition to this, power consumption can be maintained by using modulation
method that adjusts LED brightness. The VOOK transmission method is one of
these dimmable modulation schemes. Hence, this chapter has reported a
threshold challenges under user mobility condition. The detected threshold level
must be chosen very close to optimum threshold level that cannot obtain for
experimental system since BER performance of VOOK method can be target
limits. Therefore, it is shown that machine learning based receiver models can be
given acceptable results in terms of BER performance of VOOK technique.
Specifically, simulation results have illustrated that the threshold level can be
effected from the type of Machine Learning method. It is observed that SVM-
based ML method has better BER performance than that of Tree-based
technique for design of VOOK receiver. In future, it is considered that ML
methods will be widely used to solve many challenges in experimental visible
light communication systems.
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1. INTRODUCTION

Drying is a process that consumes very high amounts of energy. Many
sectors, especially food, benefit from the drying. In recent years, negative
situations such as pandemics, natural disasters, wars, and regional conflicts
have caused disruptions in the supply chain on a global scale. The areas most
affected by these disruptions were the food and energy sectors. So much so
that the difficulties experienced in these sectors have placed the concepts
of energy and food supply security at the focal point of governments and
scientific circles in every country of the world.

Drying is defined as the removal of water from a solid, liquid, or gas.
Drying food products means reducing the moisture level in them to a level
where microbial activities will not occur. Food drying has been one of the most
preferred food preservation methods from ancient times to the present. This
method has been adopted so much that, in addition to basic food products,
various food products are also dried.

Fresh vegetables and fruits, which are food products, should be consumed
within a short time after harvesting. Otherwise, spoilage such as rotting and
mold may occur in food products. If a very high amount of product is harvested
during harvest periods, the market price is low. In this case, if these products
are dried, their deterioration will be prevented and their value in the market
will increase even more in their dried form. Drying reduces the volume of
food products. Thus, there is a decrease in storage and transportation costs. In
addition, the color of dried products may change and their nutritional value
may decrease. On the other hand, it is desired that the color and nutritional
values of food products change minimally after a drying process. Considering
the commercial objectives, the main ones are to complete the drying process
in the shortest time and thus keep energy costs low.

Around the world, especially in underdeveloped and developing countries,
drying is done using traditional methods. With this method, the products
are dried in the open sun on platforms such as sheets, brands, exhibitions,
crates, etc. In the traditional drying process, very large amounts of product
can be dried without energy costs. However, this requires huge amounts of
space. The drying time in this method is much longer than the drying process
using technical methods. However, a large number of human workforce is
needed for the processes of laying, inspecting, and collecting the products.
Since the products dried in this method are open to the atmosphere, they
may be exposed to the negative effects of dust, garbage, pests, birds, and other
animals. In this regard, it is very difficult to say that the product dried in this
method is hygienic. The biggest disadvantage of this method is that it depends
on meteorological conditions and the products are open to the atmosphere.
Namely, if the weather becomes cloudy during drying, the drying time is
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prolonged and, moreover, in case of possible rain, significant product loss may
occur.

Solar energy can be used in the drying process using more technical
methods. There are many drying styles and methods for this. With these
methods, it is possible to obtain dried products of the desired quality under
more hygienic conditions and by keeping the drying parameters under
control. In addition, by making the necessary arrangements, a larger amount
of product can be obtained in a shorter time, and the final product with the
desired properties. However, in these methods, the heat provided for the
drying process has an energy cost. Energy cost has a significant proportion
in the unit cost of the dried product. Upward fluctuations in energy costs are
the most important disadvantage of these methods. There is a trend towards
renewable energy sources in order to minimize energy costs in drying
processes. Solar energy has become the most used renewable energy source.

2. SOLAR DRYING METHODS

The solar drying method is the oldest known drying method. Beyond
solar drying using technical methods, even open sun drying is still preferred
today. Solar dryers are classified according to criteria such as their design,
solar utilization, drying air circulation method, etc. Kumar and Singh (2020),
classified solar drying methods for crop drying as the open sun and solar dryer
in the first stage (Figure 1). Solar dryer is divided into two different methods
according to active and passive mode. These two methods are divided into
three sub-branches (direct, indirect, and mixed).

CROP DRYING USING
SOLAR ENERGY
crop drying in open sun crop drying using solar dryer
(open drying) (closed drying)

solar passive active solar
dryer dryer
I L8 1 : L || 1
direct indirect mixed direct indirect mixed
mode mode mode | mode mode mode

Green house conventional
' cabinet dryer l dryer | dryer (using grid

electricity)

hybrid PV

operated dryer

Figure 1. Crop drying methods using solar energy (Kumar ¢ Singh, 2020)
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Solar dryers are typically designed as direct, mixed, and indirect
according to how they benefit from solar radiation. In addition, according
to the circulation method of the drying air in the dryer, it is divided into two
types: passive and active convection. In direct-mode, products are directly
exposed to solar radiation. The design, manufacture, and operation of this
type of dryer is simpler than other modes. Additionally, the initial installation
cost is lower. These types of dryers are preferred for drying products that
are not adversely affected when exposed to sunlight. Indirect-mode solar
dryers are preferred for drying products that are negatively affected by
solar radiation. Solar dryers in this mode are more complex and difficult
to design, manufacture, and operate compared to direct-mode solar dryers.
Additionally, the initial investment cost is high. In this mode, the heat source
is heat generated from solar energy in an external unit. This generated heat
is transferred to the environment where the products are located through a
channel or a direct connection. Mixed-mode solar dryers are designed by
combining direct and indirect-mode solar dryers. As can be understood,
the part where the products are placed is made of completely or partially
transparent material, the products are exposed to solar radiation, and the heat
obtained from the water or air-heated solar collector is also transferred to this
part.

The solar dryer can be designed with natural convection, in which the
heated air rises as a result of the density difference or circulates under the
influence of winds. There are no energy costs in this type of application. On
the other hand, it can also be arranged in forced convection, where the air
inside the dryer is moved by a fan. In such an application, an electrical grid
or a photovoltaic system is needed. As a result, such a mechanism increases
both the initial installation cost and the operating cost of the solar dryer.
However, compared to passive mode, active mode reduces drying duration
and increases the efficiency of the dryer.

2.1. Open Sun Drying

It is possible to say that this drying method has been the most preferred
drying method in the world for centuries. It is especially preferred in
underdeveloped and developing countries around the world. Although this
method does not require a high initial investment and energy consumption
costs, it also brings with it many drawbacks. The most important disadvantage
is that it has a long drying time. In particular, farmers are most concerned
about adverse weather conditions (clouding, rain, etc.) during the drying
process. Because the weather remains cloudy for long periods of time, which
significantly extends the drying time. Moreover, there is a risk of spoilage of
products in case of rain. In addition, disadvantages such as requiring very
large areas, requiring a greater number of workers, and being exposed to
external environmental effects (bird, rodent, fungal attack, dust, garbage, etc.)
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can be listed. Open sun drying is not currently the subject of any scientific
study. However, in scientific studies, the designed dryers are compared with
the open sun drying to evaluate their performance (Rabha, Muthukumar, &
Somayaji, 2017; Chauhan, Kumar, Nuntadusit, & Banout, 2018; Fadhel, Charfi,
Balghouthi, & Kooli, 2018). Figure 2 shows a schematic diagram of a typical
open sun drying method (Bhardwaj, Kumar, Kumar, Goel, & Chauhan, 2021).
After the short wavelength of solar radiation from the sun hits the products,
the wavelength increases and is reflected into the atmosphere. Dried products
lose the heat obtained from solar radiation by conduction to the base on which
they are placed and to the atmosphere in high amounts through convective
and evaporative means.

Long wavelength
raduation loss to ambient

Shoret wavelength

solar rachatuon
Reflected
High comvective +
evaporative heat losses
Heat abrorbed

Product

~

Conductive losses

Figure 2. Schematic diagram of a typical open sun drying method (Bhardwaj et al.,
2021)

2.2. Solar Dryers

Solar dryers, which include a technical system, have many advantages
over open sun drying. Its most important advantage is that it allows drying
under more hygienic conditions. In addition, they occupy a small area,
making it easier for producers. The drying process takes less time and is more
controllable than open sun drying. It is minimally affected by adverse weather
conditions.

2.2.1. Direct Mode

Direct-mode dryers are generally designed as greenhouse and cabin types.
Additionally, it can be manufactured in tunnel form with different designs.



324 + Mesut Yazici, Ramazan Kose

According to the classification, this type of dryer does not have an external
heater. To make these dryers more efficient, which are generally operated in
passive mode, and to reduce drying times, the effect of active mode supported
by photovoltaic systems is also being investigated.

2.2.1.1. Greenhouse Dryers

One of the solar dryers in direct type is the greenhouse dryers. Greenhouses
are structures created from glass or plastic covers. Generally, they are also
known as structures that protect agricultural products from the effects of
adverse weather conditions in order to ensure that they grow earlier. These
structures are also used in drying processes after the necessary transformations
are made (Figure 3). These; It has wooden floors (Badaoui, Hanini, Djebli,
Haddad, & Benhamou, 2019), north wall insulation (Chauhan & Kumar, 2018),
indirect type arrangement (Mehta, Samaddar, Patel, Markam, & Maiti, 2018),
and tunnel type (Morad, El-Shazly, Wasfy, & El-Maghawry, 2017).

Figure 3. A typical greenhouse dryer view (Kaewkiew et al., 2012)

When literature studies are examined, researchers make various
modifications and innovations on typical greenhouse-type dryers. Tiwari
and Tiwari (2016) integrated a PV-T (photovoltaic-thermal system) into
a single-pitched roof greenhouse-type dryer in natural and forced modes
and investigated this dryer’s performance under India’s climatic conditions.
Thermal modeling of the PV-T system in natural and forced mode without
load conditions has been experimentally verified. Additionally, the impact of
characteristic curves, mass flow rate, and packing factor were also evaluated
on some thermodynamic criteria. Solar cells, total thermal, thermal, and
overall exergy efficiency were taken into account as criteria. With the rise
in the packaging factor of the PV module, thermal energy was reduced, and
electrical energy production rose by 76.39 and 88.73%, respectively. It was
determined that the increase in mass flow rate increased thermal energy by
65.7 and 89.44% for forced and natural modes, respectively.
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Chauhan et al. (2017) manufactured a greenhouse dryer with a PV-
integrated solar collector and examined it in ventilated mode at no load.
Different significant thermal performance parameters including convective
heat transfer coeflicient, COP, heat usage factors, and net heat gain percentage
were evaluated for the effectiveness of the modifications. The energy, electricity,
and exergy efficiency of the PV system installed for the exhaust fan were also
analyzed. Greenhouse dryer experiments were carried out with and without
solar air heater. The increase in peak convection heat transfer coeflicient for
the greenhouse dryer with the solar air heater was 150% compared to the
absence of the solar collector.

Azaizia et al. (2017) modeled a new greenhouse dryer for drying red
peppers. A mathematical model was improved with the packet program
(TRNSYY). This model estimated the alteration in drying kinetics throughout
the drying process. The experimental part of the investigation was created
to investigate the solar air heater’s performance. Testing revealed that the
efficiency of this air-heated solar collector ranges from 0.5% to 0.65%. The
model was confirmed with the obtained outcomes. Obtained modeling results
demonstrated good agreement with test data. The effects of dried product area,
air flow rate, moisture content, and collector area changes on air moisture and
temperature distribution in the greenhouse were examined.

In another study, Eltawil et al. (2018) examined the performance of a PV-
supported tunnel greenhouse dryer suitable for potato drying. The dryer’s
performance was calculated with and without load. Additionally, the use
and non-use of thermal curtains on potato slices on sunny days were also
examined. In the study, performance changes for distinct air flow rates (4.18,
3.12, and 2.1 m*/min) and pre-treatment of samples were examined. The
system operated with PV reached the safe humidity level of the products in
6 and 7 hours, respectively, with and without using the thermal curtain at
an airflow rate of 3.12 m*/min. The highest drying efficiency was recorded as
28.49% and 34.29% at 0.0786 kg/s air flow for using and not using thermal
curtains, respectively.

Hamdi et al. (2018) compared the numerical and experimental results
of grape drying using a greenhouse-type solar dryer. The experimental setup
mainly comprises a chapel-shaped greenhouse and an air-heated solar collector.
The experiments were conducted in two stages, firstly, the performance analysis
was made for the case where the solar collector was not integrated. Finally,
drying experiments were made. The changes in the moisture content and main
drying parameters of the product were analyzed. The grapes’ moisture content
reached the target level from the initial level within 128 h. A model was created
in the TRNSYS program to simulate the system. Simulation outcomes were
compared with experimental values. Additionally, comparisons were made
with the classical model to validate the new model.
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El Kahdraouni et al. (2019) carried out red pepper drying experiments
using a new forced convection greenhouse-type dryer. To evaluate the
dryer’s performance, open sun drying was made under same conditions.
Experimental drying values were placed into eight distinct thin-layer drying
models. The compatibility of data with these models was evaluated using
chi-square, coefficient determination, and RMSE (Root Mean Square Error).
The outcomes obtained demonstrated that there was no constant rate time
in the experimental drying curves. The proposed system dropped the drying
duration by one day compared to the open sun method. Finally, an economic
evaluation was made. It has been determined that the system’s payback period
is 1.02 years.

Khanlari et al. (2020a) improved the thermal performance of the
greenhouse dryer by integrating a cost-effective and easy-to-implement tube-
type solar air heater (T-SAH). As the first step of the research, the authors
numerically analyzed the dryer’s thermal performance. In the next stage of
the study, a dryer was manufactured based on the results obtained. To see the
performance of the dryer, apricot samples were dried at flowrates of 0.015,
0.013, and 0.010 kg/s. Findings of the investigtion have shown that T-SAH’s
contribution to greenhouse dryer significantly reduces drying time.

Heat loss from the north wall of greenhouse-type dryers is one of the
most important problems to be overcome. To solve this problem and increase
the performance of the dryer, researchers are looking for innovative solutions.

2.2.1.2. Cabinet-Type Solar Dryers

The structural features of this type of dryers vary according to the
designs in the studies in the literature. However, it generally has a wooden
or metal case and its upper part is inclined and covered with a transparent
material. Depending on the design, drying air enters through holes opened
at the bottom of the cabinet or on the sides, and exits from the top of the
cabinet through a chimney or from the side surfaces if it has a fan. This type
of dryer has a simple structure, is easy to manufacture, and has low cost. The
difficulties that must be overcome are that the drying air in the cabin is not
distributed evenly and the moist air is insufficient to be expelled. Figure 4
shows a typical cabinet-type solar dryer (Bhardwaj et al., 2021). By using a
transparent material in the part where solar radiation enters the cabin, the
amount of heat loss to the atmosphere is minimized.
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Figure 4. Typical cabinet-type solar dryer (Bhardwaj et al., 2021)

Tunde-Akintunde (2011) examined the chili peppers’ drying
characteristics using an open sun drying and solar dryer. The peppers to be
dried have been pre-treated. Additionally, some peppers were not pretreated
as a control variable. Pre-treated chili peppers dried faster than non-pre-
treated peppers. To select an appropriate drying equation, four mathematical
models (Henderson and Pabis, Newton, Logarithmic, and Page) were fitted
to the test values. It was determined that the Page model best describes the
drying behavior of chili peppers for drying in both dryers.

Sallam et al. (2015) aimed to dry mint in two identical indirect and direct
solar dryers for the same dimensions. Both dryers were run in forced and
natural convection modes. The impact of working mode and solar dryer type
on the mint’s drying kinetics was examined. Ten thin-layer drying models
were employed to fit the drying curves. Only one of them did not comply. The
outcomes showed that mint drying under both operating conditions happened
in the falling rate period. Additionally, the results show that mint’s drying rate
for forced convection was higher than natural convection, especially in the
first hours of drying.

Singh and Sethi (2018) proposed a new direct-type cabinet dryer (Inclined
Solar Cooker-Cum-Dryer). To develope the drying performance of this dryer,
a single reflector north face booster mirror has been integrated into the dryer
(Figure 5). Tempered double glass with 10 mm between two layers is used
to reduce heat loss. Jangsawang (2017) designed a compact solar cabin dryer
for drying meat and measured its performance. The solar cabinet comprises
a transparent cube-shaped drying chamber made of acrylic material and a
trapezoidal roof. The drying chamber has dimensions of 120 x 120 x 120 cm.
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During the two-day drying process, the mean temperature on the shelves
varied between 45.75°C and 48.63°C. The temperature at the lower shelf level

remained lower than the upper shelves.

Double

Side
loading

North facing
booster mirror

Insulation

All dimensions in cm

Figure 5. Technical drawing view of Inclined Solar Cooker-Cum-Dryer

2.2.2. Indirect Solar Dryers

Figure 6 shows a typical indirect solar dryer design. Solar dryers in
indirect-mode, food samples are placed in the drying chamber. Heat is
produced in an external unit and sent to the drying room. Heat is generally
produced in air-heated solar collectors. Solar air collector can be either directly
connected to the drying room or connected through a channel, depending on
the design. In this regard, the units where heat is produced become important
for this type of dryers. For this reason, many researchers have focused on air-
heated solar collectors with different design features to increase the efficiency
of this type of dryers (Khanlari et al., 2020b; Potgieter, Bester, & Bhamjee,
2020; Hassan et al. 2022; Heydari, 2022).
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Figure 6. A typical indirect solar dryer design (Zoukit et al., 2019)

When the literature is examined, indirect-mode solar dryers are
generally operated with forced convection (Janjai, Srisittipokakun, & Bala,
2008; Akpinar, 2010; Sami, Etesami, & Rahimi, 2011). On the other hand,
there are also designs where performance research is carried out by operating
with natural convection (Pangavhane, Sawhney, & Sarsavadia, 2002; Romero,
Cerezo, Garcia, & Sanchez, 2014; Lingayat, Chandramohan, & Raju, 2017). In
addition, many researchers have compared the performance changes of these
types of dryers in natural and forced convection modes (Bhavsar & Patel,
2021; Gilago & Chandramohan, 2022; Mugi & Chandramohan, 2022). Varun
et al (2012) have aimed to improve a solar dryer with natural convection and
an indirect type for drying horticultural products. In this study, the authors
also investigated the performance change compared to natural convection by
operating the dryer under forced convection conditions. Air mass flowrates
of 0.019 and 0.00653 kg/s were acquired for forced and natural convection,
respectively. The heated air increased a mean temperature of 40°C and 45°C
for natural and forced mode, respectively. Moreover, the outcomes acquired
were compared with open sun drying outcomes. For indirect solar dryers,
a balanced temperature distribution is expected in the drying room. Zoukit
et al (2019) modeled the temperature distribution inside the drying room
for forced and natural convection. They used the Takagi-Sugeno fuzzy logic
model to estimate. Firstly, some tests were conducted on the dryer to find out
its dynamic and static properties for distinct climatic conditions. Secondly, the
temperature measurements inside the drying room were carried out around
some locations under both convection modes. Linear transfer functions are
defined around some selected operating points. The estimates agree with the
experimental results with the RMSE remaining below 1.94% (0.52°C) and
0.81% (0.4°C) in forced and natural convection.
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El Sebaii and Shalaby (2013) purposed to design and manufacture a solar
dryer in the ventilated and indirect type. The system’s thermal performance in
the prevailing climatic conditions of Tanta was investigated experimentally.
The setup consists of drying room and double-pass V-groove solar air
heater. Thymus and mint drying tests were employed to observe the dryer’s
performance. Mint and thymus were dried in 5 and 34 hours, respectively.
Fourteen thin-layer drying models were employed to detect the appropriate
model to explain the drying action of the examined samples.

Kabeel and Abdelgaied (2016) presented theoretical analysis results the
impact of the rotary dryer wheel on the solar dryer’s thermal performance. As
seen in Figure 7a, the dryer comprises a rotary dryer wheel, a solar air heater,
and a drying room. Figure 7b shows a solar dryer without the rotary desiccant
wheel. Theoretical models of the dehumidifying wheel and the solar air
heater are confirmed using experimental outcomes. Additionally, the impact
of the rotation velocity of the dryer wheel on this system’s performance was
examined. Moreover, the findings show that the optimum rotation velocity
of the dryer wheel, which achieves the maximum drying air temperature and
minimum moisture content of the dryer unit, is 15 rph. By integrating the
rotary dryer wheel into the solar drying unit, a useful heat gain of 153% was
achieved.
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(b) Solar dryer unit without rotary desiccant wheel

Figure 7. a) Solar dryer units integrated with rotary desiccant wheel, b) Solar dryer
units without rotary desiccant wheel

Benhamou et al. (2014) aimed to detect the solar drying curve and
drying change rate on olive pomace and colonite relying on solar radiation. A
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solar dryer with ventilated and indirect mode was used to detect the drying
dynamics of these products. In the study, the impact of some criteria on
drying kinetics was evaluated. To verify the reliability of the dryer for drying
products with different moisture values, the variation of drying rate, solar
radiation, and variable outdoor temperatures were examined.

Chandrasekar etal. (2018) used the heated air coming out of the condenser
unit of a split air conditioner in a solar dryer with an indirect mode. Thus,
an established mechanism was employed to rise the temperature and speed
of the drying air. The drying behavior of this dryer for Sultana grapes was
examined. The tests were conducted in India in spring climatic conditions.
The use of condenser-exit drying air from the split air conditioner dropped
the drying duration of samples by 16.7% compared to the open sun drying.
By integrating the air conditioning condenser into the indirect solar dryer, a
13% rise for dryer efficiency was achieved. From the results, it was determined
that the exponential model could describe the drying characteristics of
samples. The predicted humidity values were found to be compatible with the
experimental findings. Exergy analysis showed increased heat accessibility
within the drying room.

2.2.3. Mixed-Mode Solar Dryers

Figure 8 shows the technical drawing and real view of a mixed-mode
cabin solar dryer (Da Silva et al., 2021). A solar dryer in mixed mode is a type
of dryer created by combining the characteristics of direct and indirect solar
dryers. Namely, the foods in the drying chamber are exposed to both direct
sunlight and hot air sent by heating the air in the heated solar collector. The
manufacture of this type of dryer is more difficult, complex, and expensive
than direct and indirect dryers. On the other hand, drying performance is
higher.
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Figure 8. Technical drawing and real view of a mixed-mode cabin solar dryer (Da Silva
etal., 2021)

Singh and Kumar (2012) designed a solar dryer with mixed-mode to
dry potato products such a cylindrical. Sixteen drying mathematical models
were obtained for an extensive range of drying process variables. Loading
density, food sample thickness, air mass flow rate, and absorbed thermal
energy were the investigated criteria. A testing methodology in a new concept
is proposed to evaluate the dryer’s performance. This methodology is based
on drying time and moisture component ratio. The proposed methodology is
described to a dimensionless parameter called the dryer performance index
that characterizes the efficiency of the drying setup. To verify the proposed
methodology, potatoes, bananas, and wheat were dried in different solar
dryers under actual climatic conditions.

Singh and Kumar (2013) conducted experiments drying cylindrical potato
slices in a solar dryer in mixed-mode to determine an extensive range of process
variables. Here, air flow rate, absorbed thermal energy, and sample loading density
and thickness are the variables investigated. A numerical methodology has
been improved to predict various performance index. These are CO2 emissions
reduction, SEC, drying efficiency, carbon credits earned, and the quantity of
distinct hydrocarbons saved due to the use of solar drying. The hydrocarbons
including LPG, coal, natural gas, and diesel are investigated in this study. Research
results show that for all conditions, dryer can reduce maximum CO, emissions
by replacing coal with solar energy. There was a significant increase in absorbed
energy and charge density, resulting in SEC and possible CO2 reduction, while
the opposite tendency was seen for product thickness. But, the effect of airflow
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rate on these parameters was discovered to be quite distinct. A correlation was
improved using the Levenberg-Marquart algorithm to establish the functional
relationship between process variables and SEC.

Frerich et al. (2018) presented the tomato drying performance results
of a forced convection solar dryer in mixed mode. The examined system
comprises a PV-T (photovoltaic-thermal) collector and a drying chamber.
Airflow enters the aluminum tube channels at the bottom of the PV panel
and simultaneously spreads into an overhead space. As a result, it supplies
heat exchange on both faces of the PV, which helps in cooling the PV cells and
transporting thermal energy to the drying room. Using the prototype, the
sample’s moisture content was declined from 91.94% to 22.32% for shelf-1, and
28.9% for shelf-2. In contrast, it dropped to only 30.15% for open sun drying.

Cesar etal. (2020) presented to design, and test results a solar dryer in passive
mode. The dryer (Figure 9) was operated in mixed mode (MSD) and indirect
mode (ISD). Drying efficiency, energy efficiency, and drying kinetics were
selected as the performance examination parameters for the dryer. Throughout
the experiments, the temperature in the drying room during sunny noon hours
varied between 65-70°C for MSD, and 55-60°C for ISD. ISD and MSD dried
tomatoes in 26 and 17 hours, respectively. The solar air heater’s efficiency varied
between 52.3% and 55.45%. The efficiency of the dryer in ISD and MSD mode
was between 8.8% and 10.6%, respectively, whereas the drying efficiency was
5.47 and 4.48%, respectively. Investigation outcomes on sample drying kinetics
were fitted to five thin-layer drying models. The modified Henderson and Pabis
model demonstrated a good fit as R* for MSD and ISD was 0.9888 and 0.9996,
respectively, while for RMSE it was 0.0027 and 0.008, respectively.
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Figure 9. Technical drawing of passive solar dryer in mixed type and placement of
measuring devices on it (Cesar et al., 2020)
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Djebli et al. (2020), presented the potato drying performance results of
ventilated solar dryers in mixed and indirect modes. Figure 10 shows indirect,
and mixed mode solar dryers. Mixed-mode is also in the form of a greenhouse-
type dryer and the products are placed on the shelves. The drying temperature
in the indirect mode was lower than in mixed mode. Mixed mode dried the
products 65 minutes later than the indirect mode. Laplace transforms and
Fourier series were employed to figure out the diffusivity equation. Seven
mathematical models were examined and their relative correctness was
verified against test outcomes. Two new models were determined to good
agreement the drying curve of samples for both working mode.

Figure 10. The ventilated mixed solar dryer (left), the indirect solar dryer (right)
(Djebli et al., 2020)

2.2.4. Solar Dryers With Integrated Heat Storage System

Although each drying method has some advantages, it also has some
limitations. While solar dryers can dry during periods when solar radiation is
active, they cannotdry during periods outside of this. While some fruits, vegetables,
medicinal and aromatic plants, etc. dry in a short time, some of them dry in
more than one day. Solar dryers are insufficient to provide continuous drying.
Heat storage systems are used to benefit more from solar energy throughout the
daytime and increase the time the solar dryer is active. In this application, the
stored heat can be utilized in cloudy weather when solar radiation is ineffective
and after sunset. Heat storage systems increase the reliability of solar energy.

Heat storage systems can be indexed as low-, medium-, and high-
temperature heat storage systems. Low-temperature heat storage systems
are divided into two: sensible and latent heat storage systems. It is possible
to perform low-temperature heat storage in liquids or solids in isolated
environments. The heat stored in this process can be used again in thermal
applications. However, its conversion into energy types such as electricity and
mechanics is quite inefficient.
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The impact of heat storage systems on solar dryers’ performance has been
focused intensively by researchers for several decades. Phase change materials
are extensively preferred in heat storage systems. Vasquez et al. (2019) aimed
to model product drying kinetics in a solar dryer with a PCM heat storage
medium. Additionally, thermal modeling of this dryer was done. The results
obtained were confirmed by experimental outputs. Paraffin wax was preferred
as PCM material. In many studies, paraffin wax is preferred as a heat storage
medium (Jain, & Tewari, 2015; Raj, Srinivas, & Jayaraj, 2019; Arun et al., 2020).
Energy balances were created for the system components and heat transfer
coeflicients were determined.

Bhardwaj et al. (2019) explored the performance of forced convection
indirect solar dryer integrated with phase change material (PCM) and sensitive
heat storage material (SHSM). Both gravel iron scrap mixture and engine oil
SHSM were preferred in the solar air heater. Paraffin RT-42 was placed in the
unit where the products were placed. Drying experiments were made for a
medicinal plant of the Valeriana Jatamansi species and the moisture content
was dropped from 89% to 9%. When SHSM and PCM were used at the same
time, the total drying rate was determined as 0.051 kg/h. These values are
0.028 and 0.018 kg/h without using thermal storage media and in conventional
shade drying, respectively. In the recommended dryer, it took 120 hours for
the products to reach the final moisture level. Drying without thermal storage
and conventional shade drying took 216 and 336 hours, respectively. While
the solar collector without SHSM had a mean exergy and energy efficiency of
0.14%, and 9.8% respectively, in the presence of SHSM, these parameters were
determined as 26.1% and 0.815%, respectively.

Iranmanesh et al. (2020), aimed to evaluate the performance of a cabin-
type solar dryer with a thermal storage system (PCM). The solar collector is
in the form of an evacuated tube heat pipe. In the study, drying efficiency,
quality evaluation of dried samples, CFD modeling of the system, and thermal
analysis of the solar collector, were investigated. The dryer’s performance
was simulated and verified with experimental values. Experiments with and
without using PCM were carried out at different air flow rates (0.09, 0.05, and
0.025 kg/s) for the drying system, to dry 5 mm thick apple slices. Thermal
investigation outcomes demonstrated that using PCM increased the inlet heat
energy by 5.12% and 1.72% for airflow rates of 0.05 and 0.025 kg/s, respectively.
However, it has been understood that an excessive rise in air flow rate reduces
the inlet heat energy. The maximum total drying efficiency was figured out to
be 39.9% at 0.025 kg/s when associated with the PCM system. Experimental
and simulation outcomes of the dryer and heat storage unit confirmed each
other.
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2.2.5. Solar-Assisted Heat Pump Dryers

Heat pump drying systems can be used to utilize an existing heat source at
low temperatures. The humid air leaving the drying room can be dehumidified
by the heat pump system and reintroduced into the drying system. In a closed
circuit system, moist drying air is passed through the evaporator of the heat
pump system and both its heat and humidity are removed. Afterward, this
drying air is passed through the condenser, its temperature is increased, and
given back to the drying room. Fresh air can be added to the drying air at
certain rates with different designs.

Solar systems are inadequate for drying applications outside the summer
season. For heat pump dryers, a higher temperature heat source may be
advantageous during these periods. In such cases, a solar collector with air
heating can be integrated into the heat pump drying system. Thus, the low-
temperature heat produced from solar energy becomes more useful for heat
pump dryer applications.

Studies on solar energy-assisted heat pump dryers have been continuing
for many years. As seen in Figure 11, Sevik (2014) designed a new solar dryer
comprises a heat pump, a double-pass solar air collector, and photovoltaic
units. Carrot drying tests were applied to determine the solar dryer’s
performance. In the drying system, a double-pass solar air collector provided
heat for the drying process. The recommended dryer dried carrot slices at
variable air speed and 50°C temperature. They were brought from an initial
moisture content of 7.76 g water/g dry matter (d.b.) to a target moisture content
of 0.1 g water/g dry matter (d.b.). The air velocity was varied depending on the
air inlet temperature of the drying room. The thermal efficiency of the double-
pass collector was calculated to be between 60-78% based on experimental
outcomes. Samples were dried for 220 minutes in a solar-assisted heat pump
dryer using a double-pass solar air collector. Mohanraj (2014) investigated
a SAHSHPD’s performance (Solar-Ambient Air Source Hybrid Heat Pump
Dryer) for drying in hot humid atmosphere conditions. Performance criteria
including condenser heat capacity, COP, and SMER were examined. The
findings revealed that the COP value of SAHSHPD was 2.54 on average and
varied between 2.31 and 2.77. The heating capacity of the condenser varied
range 2.9 kW and 3.75 kW, with a mean value of 3.290 kW. SMER was 0.79 kg/
kWh. The moisture content of the dried product decreased from approximately
52% (w.b.) to approximately 9.2 and 9.8% in 40 hours in the lower and upper
trays, respectively.
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Figure 11. Schematic view of double-pass solar air heater integrated heat pump dryer
(Sevik, 2014)

Yahya et al. (2016) aimed to compare the drying performance of solar-
assisted heat pump dryer (SAHPD ) and SD (solar dryer) on cassava sawdust.
SD and SAHPD reduced cassava mass from 30.8 kg to 17.4 kg in 13 and 9
hours, respectively, at mean temperatures of 40°C and 45°C. The mean
thermal efficiencies for SD and SAHPD were calculated as 25.6% and 30.9%,
respectively. While SMER for SD and SAPD were 0.38 and 0.47 kg/kWh,
respectively, the average drying air flow rate for SD and SAHPD were 1.33 and
1.93 kg/h and, respectively. Average solar fractions were determined as 44.6%
for SAHPD and 66.7% for SD. The mean COP value of the heat pump was 3.38
and varied between 3.23-3.47.

In some studies, heat storage systems have been integrated into solar-
assisted heat pump dryers as an innovation. Qiu et al. (2016) suggested a
new solar-assisted heat pump drying system with thermal storage and heat
recovery. Additionally, the impact of distinct economic parameters on the
payback period was determined. The condenser and evaporator are integrated
into the drying room, and a water storage tank is installed in the setup. It
is aimed to improve the practice of solar energy and effectively recover heat
in performing these operations. Depending on the total heat of 23,157 M]
required to dry 10 kg of radish, numerical investigation findings showed
that the system operates in solar dryer mode when the daily mean radiation
intensity is 0.48 kW/m?. When this value is between 0.43 and 0.48 kW/m?,
the system operates in solar-assisted heat pump drying mode. Additionally, it
was determined that the setup operates in heat pump drying mode when this
value is less than 0.43 kW/m?. The drying system’s COP varied between 3.21
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and 3.49 for solar-assisted heat pump dryer mode. It has also been reported
that SAHPD reduces energy consumption by 40.53% with regard to thermal
storage and heat recovery. The payback period for drying radishes, peppers,
and mushrooms throughout the system life is calculated as 6, 4, and 2 years,
respectively.

Khouya (2020) proposed a new concentrated photovoltaic thermal
energy-powered water/air heat pump dryer to realize the softwood drying
process. The proposed system comprises a concentrated photovoltaic/thermal
system, closed supply air heater, us/air heat pump, and drying chamber,
(Figure 12). Numerical and experimental analysis was performed to estimate
the drying system’s performance. The test findings demonstrated good
agreement with the numerical analysis outcomes. The COP value ranged
from 3.91 to 7.2. When the heat pump set value was decreased from 75°C to
65°C, there was an increase of at least 17% in the COP value. The combined
use of concentrated photovoltaic thermal systems and heat pump declined the
energy consumption rate by up to 86%. The dryer’s thermal performance has
been developed with the proposed system.
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Figure 12. Schematic diagram of concentrated photovoltaic thermal energy-powered
watet/air heat pump dryer (Khouya, 2020)

2.2.6. Geothermal Energy Assisted Solar Dryers

Hybrid energy drying mechanisms are designed for uninterrupted
drying of foods with long drying times. The dryer is operated with solar
energy during the day and a second energy source such as geothermal is used
at night. In addition, in case the weather becomes cloudy or rainy during
the day, geothermal energy is activated and solar energy is supported. These
energy source changes can be made manually or controlled by automation
systems. Studies on this subject remain very limited. Ivanova and Andonov
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(2001) carried out unloaded and apricot drying experiments in a hybrid-type
dodecahedral sharp pyramid-shaped dryer with solar and geothermal energy.
Temperature distribution and thermal efficiency in the drying room were
determined in no-load experiments conducted during the day. Additionally,
a drying model based on temperature and humidity was created. In apricot
drying experiments, solar energy throghout the day and geothermal energy
at night were used. In another study on the same dryer, Ivanova et al. (2003)
carried out an energy and economic analysis based on data obtained from the
previous study. In this study, the dryer examined was compared with different
energy-based drying applications in terms of parameters such as payback
period and savings. The dryer’s payback period was determined 2.4 years.

In order to develop the thermal performance of the solar dryer in direct
mode, Sandali et al. (2019) integrated a double-level tube heat exchanger in
which geothermal hot water circulates into the system. The heat exchanger
is placed on the absorber plate. The temperature of the water circulating in
the heat exchanger was fixed at 70°C with an electric heater to simulate the
temperature of geothermal water in the southern region of Algeria. Numerical
simulation was also performed and the findings were compared with test data.
The outcomes demonstrated that integrating the heat exchanger importantly
improved the solar dryer’s performance. With heat exchanger, the lowest
and highest temperature value was 46°C and 58°C, respectively. At night,
the drying temperature remained at an average of 46°C. Hadibi et al (2021)
dried tomato pastes simultaneously in two natural convection direct-type
solar dryers, one with a geothermal heat exchanger and the other without.
The drying performance, economic analysis, and drying kinetics of the dryers
were compared. Insulation was added to the dryer with the geothermal heat
exchanger to prevent heat loss after sunset. By integrating the geothermal heat
exchanger into the system, a temperature increase of 11.5°C was achieved.
In the night, the difference between the cabin interior temperature and the
outdoor temperature at night reached 30.8°C. While tomato paste was dried
for 22 consecutive hours with the hybrid dryer, without a heat exchanger took
a total of three days. According to the outcomes of the economic analysis, the
hybrid dryer’s payback period was determined as 2.21 years.

In these studies, natural convection conditions were evaluated. However,
studies have also been conducted on how ventilation will contribute to the
performance of the hybrid dryer. Hadibi et al. (2022) compared the drying
performance of four different dryers (solar direct mode (SDM), solar
geothermal direct mode (SGD), ventilated direct solar dryer mode (CVD),
and ventilated direct solar geothermal dryer mode (VHD)) for tomato paste.
The effects of these drying modes on product quality, economic analysis, and
exergy efficiency were investigated. As a result of the experiments, the drying
time of tomato paste in SDM, SGD, CVD, and VHD modes was determined as
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10, 9, 8, and 4.5 hours, respectively. The highest specific energy consumption
value and drying efficiency were obtained in VHD mode with 3.21 kWh/kg,
and 68.27%, respectively. The highest exergy efficiency was obtained in VHD
and SGD modes as 54%. The payback period of SDM, SGD, CVD, and VHD
modes was found to be 0.28, 0.325, 0.3, and 0.169 years, respectively. It has
been stated that solar drying, in which geothermal energy and ventilation are
integrated, shows the best performance with regard to energy, drying time,
exergy efficiency, quality features, and economic analysis.

CONCLUSIONS and FUTURE PROSPECTS

Solar energy has become more preferred in electricity generation and
space heating processes in recent years. In addition to these two areas of use,
solar energy is used extensively in the drying of many products, especially
agricultural products, wood, paper, textile products, etc. Significant increases
in the prices of fossil fuels in recent years have directed consumers to solar
energy. However, a decrease in these prices again in the coming years may
reverse this trend of consumers towards solar energy. The most important
reason behind this is that energy production stops when there is no sun.

Studies on solar dryers have been ongoing for many years. Researchers
working in this field generally focus on designs and applications to increase
the solar dryer’s performance (direct, indirect, and mixed-mode). However,
in recent years, there has been a tendency to make solar dryers capable of
working day and night. For this reason, many studies are being carried out
on integrating heat storage systems into solar dryers. The most notable trend
has been the use of phase change materials. In addition to this subject, solar
energy-assisted heat pump dryers and hybrid dryers using more than one
energy source have become popular research topics. With these two methods,
drying processes as highly efficient as possible were conducted, especially
during periods when the sun was absent or had low influence. However, it is
not possible to say that the point reached is sufficient.

The designs discussed are generally applications where efficiency was
achieved by testing on a pilot scale, and it is a matter of curiosity how they
can be adapted to industrial or mass drying processes. Of course, such
applications will not be easy to implement as they will take a long time and
involve high costs. Studies on this subject are important so that the gains
obtained can compete with fossil-based industrial drying systems in which
very high amounts of products are dried at the same time.
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1. Introduction

Silicon-based computer systems play a dominant role in technology. There-
fore, modern computing is based on the Boolean logic operations which are
executed by binary numbers. Binary numbers are used to perform logical ope-
rations that assigned “true” to “1”in bit form and “false”to “0”. As the result
of limited capacity of silicon and increasing computational demands alterna-
tive solutions for building computer systems are investigated. Thus, biomole-
cules are expected to solve these demands and additionally, complex problems
that are difficult to handle by traditional silicon-based computers (Geng et al.,
2020).

Bioelectronics is a multidisciplinary research field that combines biology and
electronics for implementing electronic functions on the chip using biomole-
cules. Biomolecules are the essential mediums for development of bioelec-
tronic devices since they have inherent properties like redox properties of met-
alloproteinase and catalytic reaction of the enzymes. Bioelectronics is being
recognized that is able to overcome the current limitations of conventional
silicon-based devices by taking advantage of the unique characteristics of na-
nometer-sized biomolecules (Yoon et al., 2022).

Because of these discoveries, the biochemical systems performing various lo-
gic operations like AND, OR, XOR, simple computing steps like full-ad-
der/full-subtractor and auxiliary computing processes like molecular multip-
lexing/demultiplexing have been formulated. However, there are two major
problems in this area: 1) There are still a few biomolecular computer systems
in practice. So, a real biocomputer or a biocomputing system is not feasible in
today’s level of technology except some simple logic games like tic-tac-toe.
2) Biomolecular systems should have enough number of individual logic ele-
ments connected in complex computing networks, similar to electronic sys-
tems. This will allow to perform real computational tasks as it is done in com-
puters (Guz et al., 2016).

Biological materials, such as DNA fragments, RNA fragments and even whole
cells are targeted to be employed for computational tasks. The concerning
approaches in this field are various since the biological systems are highly
complex. Due to these factors, the suggested approaches for designing bio-
computational systems can be sought in living systems at various levels of
their organization. On the other hand, multicellular systems are capable of ac-
ting as computational instruments where brain itself is the most efficient
example (Gotovtsev et al., 2020).

This study has been organised as follows: In section 2, biocomputaion concept
has been investigated with the possible biologic mediums for biocomputation.
In section 3, the concept of biocomputer has been evaluated by considering
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the traditional computer systems. Finally, a general outcome has been reached
in section 4.

2. Biocomputation

The most simple bioinformatics components are enzymes and antibodies.
Since they recognize self-molecules, they can be considered as bioelectronics
preprocessors. The antigene molecule, which is a non-self material for the
body, is taken as an input signal. The chemical transformation as the result of
chemical reactions to protect the body, can be considered as the output. Struc-
tural genes store the strict work-flows of antibodies, enzymes, ribosomes and
etc. Since these work-flows are defined as sequential nucleotides and they are
not trained, the term “preprocessor” is proven. Various levels of organisations
for designing biological systems is shown in Fig.1.

The weight of a biological molecule is of the order of 10°. The weight of
amino acids part is of the order of 10°. The active section which indirectly
interacts input molecule section contains 3-10 amino acids. There is no ener-
gic pumping in antibodies and enzymes which is significant for genome and
ribosomes. Atoms are in basic state in the beginning and so it is possible to
substitute Josephson oscillator model by the simplest one that is the combina-
tion of one dimensional electronic oscillators. It can be interpreted as the simp-
lest coherent process because of the synchronisation of atom-electron oscilla-
tor with zero vibration. From quantum theory of dispersion forces, the vibra-
tion between the atoms are additive with good accuracy. Thus, the total inte-
raction of N atoms will be N?. This interaction energy will be nearly leV if N
is kept at 30 (Bannikov, 1996). In this section, we are going to investigate the
biological materials with the aim of computing.
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Figure 1. Various levels of organisations for designing biological systems (Gotovt-
sev et al., 2020).

2.1. Computations via protein molecules

Because of their multiplicity of structural variants, catalytic properties, and
capability of playing a role in electrochemical processes proteins provide
broad opportunities for designing biocomputer components. However, protein
structures are difficult to predict from the amino acid sequence. But several
recent studies were aimed at creating the biological components that could be
used as components of computational systems, focusing primarily on transis-
tors. In the beginning of 2000s, application of metalloproteins as transistors is
a promising field. But is was noted that such a transistor could work only in
an aqueous medium of a certain chemical compositions and its operating effi-
ciency was highly limited by oxidation rate and reduction processes.
Nowadays, this issue is investigated in the scope of synthetic biology.

Another biological component showing characteristic of a transistor is an an-
tibody conjugated with two gold nanoparticles. In addition to this, it was noted
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that the designed biotransitor was shown to be gated by an optical signal when
a quantum dot was attached to the antibody.

If we consider logic gates as another issuse, Cascades of enzymatic reactions
can be employed. Fig.2 shows a few of the simplest logical elements based on
enzymatic reactions.

Logic operation Possible enzymatic reaction
AND
A B AaB A
0o 0 0 ~S .
0 1 0 . 9
1 0 0
1 1 1
OR
A B AvB
0 0 0 A—p.—:!- C
0 1 1 El
1 0 1
1 I B—g—C
E2
NAND
0 0 ] A ~ C— @ —F
0 1 1 e ° A /‘[5)2
o0 1 B Q \.
b0 2 B

Variant 1 Variant 2

Figure 2. Logic gates based on enzymatic reactions(Gotovtsev et al, 2020).

AND can be represented by a simple synthetic or an ATP-dependent enzyma-
tic reaction. In the latter case, an enzyme converts the substance A to subs-
tance C by utilizing Adenosine Triphosphate (ATP), which can be taken to be
the substance B. OR can be designed using two reactions which use similar
substrates to yield the same product. NAND can be designed the same way as
AND but the product D is taken to be zero. In spite of these developments, a
protein based functional computational instrument has not been constructed
(Gotovtsev et al., 2020).
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2.2. Nucleic Acid based computers

In recent years, DNA logical circuits are constructed to implement multiple
functions based on functional DNA structures and DNA-based hybridizations
as seen in Figure 3. Many basic/advanced logical DNA operations or even
functional logic circuits were designed and carried out in the literature. Des-
pite significant advancements in DNA computing, there are still a range of
restrictions like producing undetectable optical signals, being incapable of re-
alizing complex mathematical operations and the lack of a whole platform to
integrate multiplex logic operations (Geng et al., 2020). That’s why we are
going to investigate DNA in terms of its usage for information processing.

During information processing process, information is firstly encoded in the
primary structure of the molecule thus the code is rendered to be simple to
read. Then, information of one molecule will be possible to read from at seve-
ral locations simultaneously. And finally, a DNA molecule is possible to cut
at certain sites with restriction enzymes to produce fragments with sticky ends.
Theoretically, this makes DNA possible to perform a large number of compu-
tations in parallel by using many molecules. That’s why the most impressive
demonstrations of biocomputing systems were consequently made with DNA
computers. Accordingly, the first DNA computers included the following
steps:

e An encoding method and DNA molecules which were synthesized by
considering this encoding method,

e Determination of biochemical methods to perform the necessary re-
actions and ligases and restriction nucleases,

e Reactions carried out in parallel

e PRC and electrophoresis to read the computation results.

The most popular implementation of DNA computers, is the traveling sales-
man problem. Calculation of the square root (Gotovtsev et al., 2020).

2.3. Human Brain

The mystery of how brain works is fascinating. The human brain is an enor-
mous neural network where billions of neurons make connection with eachot-
her via synapses as indicated in Fig. 3a-d. The human brain can perform comp-
lex computation tasks in parallel with low power consumption, significant fa-
ult tolerance and strong robustness by means of its complicated connectivity
and the systematic hierarchy. As denoted in Fig. 3e, a high-performance Al
chip is needed to obviate the gap between artificial computing platforms and
the human brain.
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From an algorithmic point of view, scientists generally interested in brain-like
computing. Artificial Neural Networks (ANNSs) is the concrete example of this
field.

From a hardware point of view, synaptic and neuronal computations are criti-
cal. Traditional implementation of synaptic plasticity and neuronal dynamics
based on nonbiomimetic complementary metal-oxide—semiconductor transis-
tor (CMOS) circuits require higher power consumption and larger chip space.
However, the developments in microelectronics and materials science made
novel functional devices possible to perform (Yang et al., 2020).

(@ ®)

xx::u \‘.II
;n_'l_L/y,

Spiking neral network Spiking neuron

Figure 3. Demonstration of biological and artificial computing systems. a) Human
brain. b) Biological neural network. c) Biological synapse. d) Biological neuron. ¢)
Al chip. f) Spiking neural networks. g) An artificial spiking neuron (Yang et al.,
2020).

3. Closer to Biocomputer

Several important features distinguish modern computers from biocomputers
in terms of information input and output, random access memory and the most
important issue; the capability of executing a broad variety of algorithms. A
biocomputer should have all of these elements in order to be classified as a
computer (Gotovtsev et al., 2020). Namely, the ultimate goal of combining
molecular biology and engineering is to form a biocomputer. Synthesis of fun-
damental Boolean logic gates and design of genetic oscillator, have been
partly successed. However, the rapid development in synthetic biology made
development a class of combinational and sequential genetic logic circuits fo
specific applications possible since most of the biochemical reactions can be
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described in terms of mathematical models. Besides, employing computer si-
mulation before conducting real-world experiments is a confirmation stage
(Lin et al., 2018).

To build up a functional bio-computer there should be a universal coding style,
a memory, a processing unit (CPU) and peripheral devices. In this section, we
are going to discuss whether adaptation of these mentioned components of
traditional computer systems starting from coding styles to peripheral devices
is possible to biocomputer systems.

3.1. Arithmetic coding via genetic codes

Information systems are produced by arithmetic coding. Numeration system
is necassary for arithmetic calculations. Genetic code is a sui generis alphabet
of genetic texts. Nature of these texts has been investigated but computing has
not been clearly performed in genetic text since their digital nature is not clear.
However, amino acids can hardly be digitized because of their hydrophobicity.
Thus, the nucleons in amino acids seem more suitable for arithmetic operati-
ons.

Accordingly, we can make an assumption that some organelles of a cell could
work as biocomputers. The only essential thing which has to be done is to
discover their number systems. It is reported that the genetic code has many
similarities with the ASCII code (shCherbak, 2003).

3.2. A simple biocomputer model

The biocomputing system should perform the similar tasks of conventional
computing system using biomolecules instead of silicon- or inorganic-based
components. Although bioelectronic functions are conducted at the protein or
nucleic acid level in nowadays’ conditions, it is expected that the development
of a biocomputing system could be ultimately possible in the near future via
the convergence of different functional bioelectronic devices and demonstra-
tion of electronic functions at the cellular level (Yoon et al., 2022).

A prototype bio-arithmetic architecture is proposed by Kuo et al. in 2016
which forms a fundamental development for the biocomputer. The simplified
architecture is shown in Fig. 4. There are minimally four genetic regulatory
circuits connected consequently. There are a trigger, a four bit genetic full
adder and a two four bit parallel input and parallel output (PIPO) genetic re-
gisters. One of these registers is served as a temporary register and while anot-
her one is being served as a genetic accumulator.
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Here, this simple construction is enough to perform three fundamental opera-
tions; fetching, arithmetic addition and data storing. In the design of a biocom-
puter, all functional modules should be realised by gene circuits (Kuo et al.,
2017).

Bioregister trigger

(Clock)
So
@
@ ®)
Bio rte) 4-bits 60 Bio 0%
accumulator [ I «— Full — UL tev"nP Rgigs
register Adder register

Fig 4. Schematic diagram of a simplified biocomputer (Kuo et al., 2017).

3.3. Biomemory

Memory is one of the most important components of computer systems where
storing is performed. Many significant researches have been performed to de-
velop efficient memory functioning devices by controlling two distinct states;
“0" and “1"in conventional silicon-based electronic memory devices.
However, the mail limitations of semiconductor oriented computing systems
are the thickness limitation of silicon-based circuits and the occurrence of er-
rors or malfunctions due to the increased degree of integration in the circuit.

In biomemories where the unique characteristics of biomolecules are used,
memory functions can be conducted the at the nanometer scale. Metalloprote-
ins offer great advantages for biomemory because the state of the metal ions
(oxidation and reduction) can be controlled by external electrical or electroc-
hemical stimulation. Nucleic acid, especially DNA, is another molecule that
has also attracted attention for the development of biomemory. At the same
time, DNA has been widely used to develop the biomemristor, known as the
resistive random-access memory (ReRAM) device, which has been researc-
hed for commercialization because of its rapid processing, high storage den-
sity, and low energy consumption. The biomemristor is recognized as the next
standard for biomemory. In addition to DNA, some researches have been con-
ducted by developing metalloproteins, and nucleic acids by combining novel
nanomaterials with RNA, chitosan, and viruses (Yoon et al., 2022).
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3.4. Bioprocessing device

Processing is the essential task in all electronic systems that processes and
converts input information to output data. Conventional silicon-based electro-
nic processing devices have reached physical and technological limitations
since the number of electronic elements are concentrated in a limited area.
This results in problems, such as high energy consumption and heat genera-
tion. Moreover, the electrical current often leaks and flows to adjacent elect-
ronic elements value due to the excessive miniaturization of the processing
devices. This causes unstable processing functions and errors in the output.
Therefore, there is a strong need to find new materials to overcome these is-
sues.

Biomolecules can be used to realize the processing function. Here, DNA pro-
vides a great alternative medium that shows excellent characteristics, like
massive parallel data processing, simple design of relatively complex circuits
and affordability. As a concrete example, DNA switching circuits based on
the DNA strand displacement reactions were developed for the implementa-
tion of arbitrary Boolean functions (Yoon et al., 2022).

Enzymes are another alternative of biomolecules employed for developing bi-
oprocessing devices. When compared to DNA-based bioprocessing, they have
several advantages like highly selective reaction with various substances and
rapid response. As a different approach, bioprocessing inside living organisms
has been suggested using the DNA origami technique. In this study, various
logic functions were emulated inside cockroaches (Amir et al., 2014).

3.5. Peripheral bioelectronic components

In addition to the biodevices discussed above, there are some attempts to de-
velop the peripheral components such as bioantenna and biokeypad lock. In
the design of a bioantenna; only a signal of a desired type is received and then
the received information is transmitted to another medium, as similar to the
operation principle of a conventional antenna. This task can be provided by
utilizing the specific binding properties between biomolecules. Enzyme is the
most broadly used material for this purpose.

Biokeypad lock system is another peripheral component that is studied to de-
monstrate the molecular keypad system functions using biomolecules. Here,
the biokeypad lock can suggest a more secure lock system when compared to
the other simple molecular keypad systems since a correct combination of bi-
omolecular inputs (such as biomolecules or enzymatic reactions) is enable to
grant the secure and classified passwords (Yoon et al., 2022).
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4. Conclusion

Although nature and computers seems to be unrelated concepts, the reached
point of today’s technological conditions made researchers to combine them
in order to develop a new design that is tiny, has lower energy consumption
and massive parallelism. Natura has significant components for realizing such
design. DNA, proteins with RNA and enzymes are the most evaluated com-
ponents of nature for biocomputing and designing a biocomputer.

There are many significant studies in the literature which focus on coding in-
formation in biological molecules, the design of biologic gates, biotransistor,
biomemory and bioprocessing unit. Additionally, some researches focus on
the design of peripheral components like bioantenna or biokeyped. Also, a
siple biocomputer model has been proposed (refer to subsection 3.2).

However, these studies are not enough if we consider the traditional computer
system with its all tasks from presenting the input to taking storing or taking
the output. This problem originates from the unpredictable and unstable struc-
ture of biomolecular components in the nature. Despite this undesired specifi-
cation for traditional computer systems, biocomputation and development of
the design of a biocomputer is gaining a huge attraction.
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RL and RC circuits are electrical circuits that contain resistors (R),
inductors (L) and capacitances (C). It is important that these circuits
explain the complex dimensions of electric current and voltage and use
them in various applications. In this study, scientific analysis of RL and
RC circuits was made, then numerical data was produced on theoretical
examples and tried to be proven through the MATLAB/Simulink
computer program.

I. ANALYSIS OF RL CIRCUITS
If we examine the transient regime of a simple series circuit consisting
of resistance and inductance in Figure-1, let's find the change of i(t)
assuming that i(0) = I, at time t=0; Based on the circuit equation;

—>
i(t)

- +
R§VR VL%L

+

Figure-1. Simple RL circuit and definition of electrical parameters.

Vo +V, =R.i+L di—O
R L = Rl dt
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idi _ t R
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0 L
.1 R, t . R
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i(6) = loexp (=7 t) ©
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The result is found. In another solution method, assuming that the
solution of equation (1) is in exponential form;
i(t) = A.exp(s;t)
The constants 4 and s; need to be determined. For this reason, if it is
substituted in expression (1);
R
(s1 + Z).A.exp(slt) =0
For the solution to be different from zero;
s; =—R/L “4)
It should be;
) R
i(t) = A.exp(—zt) (5)

Initial conditions for finding constant A;
t=0"‘da i(0) =1 ile Ip=A
1s found and,
i(t) = Io.exp(—~ t)

The same expression is obtained as . Now let's think about the power
and energy relations for this circuit; power consumed in resistance;

Pr = R.i? = R.Io*. exp(— 1) (6)
It is calculated as and the energy converted to heat in the resistance is;

©o 1
WR=f0 PR.dt=E.L.IOZ (7)

It is found as . Initially, the energy of the inductance is; It is % L -1,°

and after infinite time, this energy becomes zero and all of it turns into
heat in the resistor [1]. From expression (3) in the free behavior of the
series connected RL stream;

* 361
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i®)
2= exp(— 1 0) (8)
The change of the function for a constant R/L ratio is certain. The
. . — 02 L - _k,
slope of i(t)/I, at time t = O’dt (Io)lt —0- 1
R R
exp(—zt)|t=O——Z )

is available. The L/R ratio is called the time constant and is denoted
by T [2-12].

Example 1: In the circuit in Figure-2, if i(0) = [ O attime t = 0,
find i, (t for t > 0.

Sekil-2.

Solution: In the circuit in Figure 2, all resistors can be represented with
an R, equivalent resistance.

Req = Rs + RR11+RR22
Time constant of the circuit;
L
"Ry

is calculated. The current passing through L is,

i(t) =i(0).exp(—t/7) (10)

It is defined by equation (10). Current equation for the node in the
circuit;
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() + () = —i(t) (11)
At time t=0;

i1(0) +1,(0) = —i(0)

Voltage at the ends of R; ve R, resistors;

R1i3(t) = Ryi1 (1) (12)

is calculated . From equations (11) and (12);

. Ry .
ir () = = - ()
If the expression above is substituted,
. R .
iy = —R1+1R2 i(0) - exp(—t/1) (13)

equation is reached.

Example 2: In the circuit in Figure-3, the initial currents of the
inductances are akimlart  i;(0) =iy , i,(0) = iy. Find i;(t) ,
i,(t) and i(t)

<
) i
17 Iz
L1 LZ R§ 1 %
+
Figure-3

Solution: Equivalent of parallel inductances
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= S (14)

ed " L,+L,
Starting current of the resistor;
i((0) = i1(0) +i2(0) = i(0) = iz9 + i

equations can be established. Current flowing through the resistor and
voltage across its terminals;

i(t) = fpexp(— 1)

R
V(t) = R.iy.exp(— Zt)

and the voltage V in terms of the currents of the inductances;

dl; dl
—V=L1'—1=L2'—2
dt dt

equation is established. From here the i, current is;
fil 1t R
di; = ——f R-I, exp(——)-dt
l10 ' L1 Jo ’ Le

. . Le . R

i3(t) = ig0 + L o [exp(— L_e) —1] (15)
Similar to the above expression for i,(t);

. . Le . R

ir(t) = iz T, b [exp(— L_e) —1] (16)
can be written.

Example 3: In the circuit shown below, the switches are opened at
time t = 1 after being closed for a long time. According to this;
a) i(1) currents when the switch is opened,
b) Calculate the V(1%) voltages for the time value immediately
after the switch is opened.
¢) Design the circuit of the Simulink environment and obtain the
desired graph.
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+
85 mA C*) 160 Q§ 0,01 H g 40 Q§ v

& ®
Figure-4.

Solution:

a) If the initial conditions of the inductance are examined to find
the i(1) current when the switch is opened, since the switch
remains closed for a long time; Since it will act as a short circuit
element, all welding current will pass through it;

i(0)=85mA

It is found as.

b) When the switches are opened at time t = 1, two separate
independent cells are formed in the circuit. Since the coil current
will pass through the eye on the right side with an inductance of
0.01 H and 40 Ohms, the voltage is;

V(0*t)=85-10"3-40=3,4 V

value is calculated.

¢) The equivalent of the circuit in the Matlab/Simulink
environment is given in Figure 5. Figure-6 shows the change in
inductance current and voltage V on the output resistor
immediately after the desired switch position changes in options
a and b of the problem.
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%

Disp_IL

-
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Bt

85e-3

Constant

Figure-6.

Example 4: In the circuits shown in Figure-7, the switches are opened
at t = 2 after being closed for a long time. According to this;

a) i(2) currents when the switch is opened,

b) Calculate the v(2%) voltages immediately after the switch is

opened.
¢) Design the circuit of the Simulink environment and obtain the

desired graph.
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Figure-7.

Solution:

a) To find the i(2) currents when the switch is opened, consider
the inductances as short circuit elements (since the switch
remains closed for a long time) and the currents passing
through it are;

i(2)=30/50=0,64A

b) When the switches are opened at t = 2, 200 mH inductance
and 1k Ohm coil current will pass in the circuit, and the
voltage v on the 1k Ohm resistor is;

v(2¥)=0,6-1-10"3 =600 V

is available.

¢) The equivalent of the circuit in the Matlab/Simulink
environment is given in Figure-8. Figure-9 shows the change
in inductance current and voltage v on the output resistor
immediately after the switch changes position.
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Figure-8.

-E00

2.0001 2.0002 2.0003

2.0004 2.0005 2.0006

Figure-9.
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Example 5: In the circuit in Figure-10, after the switch contact number
4 remained in position a for a long time, it was moved to b at time t =
1,5, and to c at t = 3 seconds. According to this;
a) Find the expression i(t) for the time intervals t < 1,5,1,5 <t <
3secandt > 3 sec.
b) Calculate the values of i(2) , i(2,5) and i(3,5).
¢) Design the circuit of the Simulink environment and obtain the
desired values.

MA— \ 4 -

10Q a
b c
160V
:# 9H
18Q 3Q
Figure-10.
Solution:

a) Since the switch remained in position a for a very long time,
the inductance of 9 H was accepted as a short circuit and at
the moment i(1,57);

i(1,57) =21=16 4 (t <1,5)
is available. 1,5 <t <3 for the time period;
i(t) = i(1,5) - exp(—(t — 1,5)7) = 16
exp(—(t —1,5) 1798) A
t =3 for; i(3)=16-exp(—2-1,5) =0,796 A

t > 3 for; time constant; T = 9/3 (1/s) is the current;

i(t) =i(3) exp (—(t -3) S) = 0,796 exp(%_g) A is available.
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L
—a MM ala - i
e =

|_ Switch2
Es=160 V R2 = 18 Ohm | _sw3 I_R3

b) The current passing through the inductor is 2nd and 2.5th.
value per second;

i(t) =16 exp(—(t = 1,5) %) A
from equality;

18
i(2) = 16 - exp (—(z ~1,5) ?) — 58864

18
i(2,5) = 16 - exp (—(2,5 —1,5) ?) — 21654

It is found and the current passing through the inductance is 3.5.

The value per second is;

—t—3
3

i(t) =0,796 - exp( ) A

from equality;
_ -35-3
i(3,5) = 0,796 - exp (T) =0,673 A

is calculated.

¢) The equivalent of the circuit in Matlab/Simulink
environment is given in Figure-11. Figure-12 shows the
change in the inductance current and the voltage V on the
output resistor immediately after the switch changes position
in parts a and b of the problem..

R1=100hm

b swi

= @

Switch

I_sw2

I_R2

T S

=

: i
e i “=—‘ Scope_|
n
Switchd

[ pow ergui

Figure-11.
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Figure-13.

Example 6: In the circuit in Figure 14, the switch was opened at t = 0
after being closed for a long time. According to this;
a) Findi;(t) andi;(t) fort <Oandt > 0.
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b) Find the values of i; (0,0002) and i;(0,003).
¢) Design the circuit of the Simulink environment and obtain
the change graph of i; and i; currents.

MW
1200
600
) A YV
t=0 10 mH 600
180V § 900 560 mH % 30 mH
v

Figure-14.

Solution:
a) First, if we consider the circuit in Figure 15 a) to calculate
i;(07)and i;(07) attimet = 0~
iL(0)="="=3 4 i (0)=""=2 A (t < 0)
For t > 0; As can be seen in Figure 15 b), if the time constant of the
series circuit consisting of an R and L is found;

. -3
223010 11073 (1/sn)
R 120 4
i,(t) = 3.exp(—4000t) A (t > 0)

(13) considering 14 equations;

) 180
h(t) =- 90+180

exp(—4000t)=—2.exp(—4000t) A (t>0)
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Figure-15.
b) To find i;(2) values, i, (t) = 0,36.exp(—4000t) A; (t>
0)ifadesinden hareketle;
i,(2) = 3.exp(—4000.0,002) = 3.exp(—8) = 1,006 mA

i1(1) degerlerini bulmak i¢in; i; (t) = —2.exp(—4000t) A ; based on
the expression (t > 0);

i(t) = —2.exp(—4000.0,001) = —0,03 A, is calculated.

¢) The equivalent of the circuit in Matlab/Simulink environment is
given in Figure-16. Figure-17 shows the change in the Li
inductance current and the current of the R3 resistor immediately
after the desired switch position changes in part b of the question

AW
R1=120 Ohms
2
5 R2 =60 Ohms powergui
r
— L R4 =60 Ohm
- i
a < + t a WA
Switch7 L1=10mH

=
= R3 =90 Ohms
r

Esﬂé[]\iﬂ.‘_— L2 =60 mH é L3=30mH é

I

Figure-16.

Scope_|




374 - Hilm

Time o

I1.
For the
18, let'

assuming that the voltage at the capacitance terminals at ¢ = 0 is V,
that is, energy has already been stored in the capacity; Current equation

i Zenk, Birol Ertugral

L
T T T T T T T T T T
| | | | I | | |

It

ffset 0 10

Figure-17

ANALYSIS OF RC CIRCUITS

closed circuit consisting of resistance and capacitance in Figure-
s find the voltage at the capacitance terminals for ¢ > 0,

for a node;

is calcu

Figure-18. Simple RC circuit and definition of electrical parameters.

iC+iR=0

lated [1-12]. For R and C elements;

o
Il
]
<
N
Py
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Figure-19.

ir =V/R ic=C%

If the definition relations are replaced in expression 17 and edited;

av 14
— 4+ —

at T re =0 (18)

is available. This expression has the same form as expression (1). In
this situation; i and o L/R and RC are replaced, the solution is;
Similar to expression (3)

V(©) = V(0). exp(~77) (19)

and time constant is T = RC. The details of the theorem are explained
in Example 7.

Example 7: Sekil 2.11 ‘deki devrede t = 0 anindaki kapasite
uclarindaki gerilim Vj ‘dir. t >0 ic¢in v(t) ‘yi ve i1(¢t) ‘yi
bulunuz.
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R;
C= g Req
Ry + R3

(a) (b)
Figure-20.
Solution: Equivalent of R; and R3 connected in parallel and R>
connected in series;

RiR3
R1+R3

Reg =R, + (20)

Voltage at capacitance ends for ¢t > 0 i¢in kapasite uglarindaki
gerilim;
v(t) = Vo exp(—t/Rqq €)

To find the change in the current passing through R;, let's first find the
initial current.;

4O

i((0) =—= (21)
eq
, R1'R .
Ry 11(0) = 7= i(0) (22)
From equations (21) and (22), the current passing through R; at ¢t =
0;
i (0) = = Y@ . _Rs
() = =72 (23)

becomes and the expression i; (t) for t = 0; It is found a; i, (t) =
i1(0) - exp(— t/ReqC)
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Example 8: Calculate v(0*) , i,(0*) and i,(0*) for the circuit in
Figure 21. Show the changes of the parameters examined in the
Simulink environment over time.

AN ° MV
R;=2 kQ R3=4 kQ
+
E=8kV R,=1k Cy=1pF—=, §R4=2 kQ
V. v,

Figure-21
Solution:
In the circuit in Figure-21, for the moment ¢ = 07, the current passing
through the R4 = 1kQ resistor connected in parallel to the capacity
(considering the capacity as an open circuit);

i,(07)=8kV/8kQ=1A
It is found. For t<0, the voltage on resistor R4 will be the same as the
voltage v;

v(07) =i,(07). R, = 2000.1 = 2000 V and v(07) = v(0*) =
2 kV It is found.

Immediately after the moment ¢ = 0, when the switch changes position,
the currents in the circuit will be shaped by the capacitor voltage.
According to this; The current of the eye formed by Ci, R; and Rz;

v(0) B 2000

. 0+ — — = 0,4 A
2(07) = R ¥R, = 3000 + 1000
It is found. Similarly;
. w(0%) 2000
2007 = === 2000

It is found. The equivalent of the circuit in Matlab/Simulink
environment is given in Figure-22. Figure-23 shows the change in the
L; inductance current and the current of the R; resistor immediately
after the desired switch position changes in part b of the question.
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2000

1500

1000

500

Figure-23.
Example 9: In the circuit in Figure 22, the switch was moved from
position b to position a at #=0.
a) Calculate v(0%) and i(0%)
b) Show the changes of the parameters examined in the Simulink
environment over time.
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a t=0
; . SN A
1 R,=1000 O
g : :
Ry=1kQ C=100 mF ==y E=3 kV—"r

Figure-24.
Solution: Figure-22 for the circuit; v(07) = v(0%) =3 kV

t=0% for i(0%);

. vt 3000 .
i(o%) = YOT) 3999 _ 34 [t is found.
Ry 1000
T«a : e~
Switch3 jl R2 =1k Ohms
i Switch2

Figure-25.

+ 379
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Example 10: In the circuit in Figure 27, the switch opens at t = 1 per
second. Calculate v(1*) and i(1%) accordingly. Show the change of
Simulink software and parameters of this circuit over time.

R3;=100 Q
[,=270 mA R,=200 Q .
R4=800 en TV
R4=200 Q o C=50uF) -
Figure-27.

Solution: For the circuit in Figure-27; To find the capacitance voltage

att

= 0%, based on the knowledge that the capacitance is open circuit

at t<0, the current passing through resistors R3 and R4 is found by using
the current division rule. If the current passing through resistor Rs is

IR3;

100

iR3(07) = [ —2- = 270.107% - ("

Riz

)
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iR;(07) =27-1073A
v(07) = v(0*) =800 iR;(07) =800.27-1073 =216 V

The i(0%) current is separated from the capacitance and the current Ix
is; Since the current will be distributed between the resistors R1 and R
within the framework of the division rule;

=270.1073 2%

R _ =135mA Itis found.
Ri+R; 200+200

l(0+) = Ik

Matlab / Simulink simulation of the circuit is given in Figure-28, and
the change of v and 7 parameters with time is given in Figure-29.

R3=100 Ohms

381

l M-

R4=800 Ohms
] R2=200 Ohms
. R1=2000 Ohms Current S. I
' _

]

g +
270e-3
Scope_i ™3

C=50uF I
Scope_iR4 + R4 -
i_R4

[ ]

Constant ' ‘ '

a ]

Switch4

Figure-28.
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Example 11: In the circuit shown in Figure-30, after the switch
remained in position A for a long time, it was moved to position B at
time t = 2.
a) Calculate Vel (27) , Ve (27)
Ver(2%) , Vo (27)  and VR(27).
b) Find Vi(t) and i(t)fort > 0.

A —
— NN\ e AN—
100 kQ 10 kQ
600 V +
+
+ I Cy=60 uF == V2
_ C=30yF —— Vcr1 -

Figure-30.
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Solution:

a) VCl(Z_) =600V = VC1(2+) and ch(z_) =0=
Ve2(2)

From the environmental equation for the moment t = 2%;

VR(2+) = VC1(2+) - ch(2+) =600 V Itis found.

b) C, =222 = 20 uF and R-C,=10-103-20-10"¢ =
30+60
0,2 (1/sn)

Ve(t) = Veo(t) = 60 - exp(—ét) = 60 - exp(=5t) Vand i(t) =

VRT(O = 6 exp(—5t) mA

It is found.
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10.
11.

12.
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