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1.INTRODUCTION

With the invention of the laser in the late 1960s, there has been a 
significant shift towards optical systems for telecommunications applications. 
As lasers entered our lives, researchers began exploring the potential of fiber 
optics for communication and sensing applications (Hocker, 1979). With 
lasers capable of transmitting large amounts of data, research was conducted 
across various wavelengths. The first fibers used had very high losses, so they 
were not preferred for communication applications (Fields, Asawa, Ramer, & 
Barnoski, 1980).

Fiber optic sensor technology enables detection by measuring parameters 
such as strain, temperature, and pressure in harsh conditions (Grattan & Sun, 
2000). It is a measurement technique that facilitates the detection of physical, 
chemical, biological, and environmental parameters through the transmission 
of light waves along an optical fiber. These sensors modulate properties of 
the light wave, such as phase and intensity, within the optical fiber. The 
measurement data is transmitted using the optical fiber medium. Fiber optic 
sensors have become preferred over traditional sensors due to their sensitivity, 
durability, lightweight, small size, immunity to electromagnetic interference 
(EMI), high-temperature performance, bandwidth, and environmental 
resilience. These sensors have found applications in improving industrial 
processes, quality control systems, diagnostic systems, and process control 
(Grattan & Sun, 2000). Recently, with advancements in optoelectronics and 
fiber optic communication technology, new research directions have emerged. 
Noteworthy studies have explored various approaches for optimal fiber design 
(Grattan & Sun, 2000). The pursuit of designing fiber-based sensing systems 
and components has led to a focus on reducing the costs of fiber materials, 
driven by the increasing demand for fiber materials in the communication 
sector. Furthermore, the increasing preference for fibers has shown excellent 
performance results. As the use of fiber optic sensors grows, they have 
replaced traditional sensors in applications such as measuring acceleration, 
electrical and magnetic fields, chemical measurements, and many other 
sensor applications. Fiber optics used in sensing applications establish 
communication with the sensor or continuously monitor changes.

Fiber optic sensing applications have become increasingly popular in 
recent years. However, optical fibers are subject to disruptive effects in the 
environments they are placed in. These disruptive effects lead to changes 
in the fiber’s properties, such as size, shape, refractive index, and mode 
conversion. In order to ensure continuous signal transmission and reception 
for communication applications, these disruptive effects must be minimized. 
In fiber optic sensing, the external responses caused by disturbances serve as 
indicators of disruptive effects. Since the signal passing through the fiber is 
modulated, the fiber itself, acting as a modulator, is responsible for the detection. 
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The fiber acts as a converter, transforming various signals into changes in 
optical radiation. Changes occur as properties such as phase, frequency, and 
polarization are characterized. The accuracy of the optical sensor depends on 
the characterization and the sensitivity of the fiber optic sensor. Fiber optic 
sensors have been preferred in medical, energy, environmental, and security 
applications. This study will first discuss the structure of optical fibers, 
classification of fiber optics, types of fiber optic sensing, components of fiber 
optic systems, and applications, followed by innovations in fiber optic sensing 
technology, future trends, and will conclude with results and future work.

Fiber optic sensors are preferred in healthcare systems due to their unique 
capabilities, such as small size, resistance to electromagnetic radiation, and 
sensitivity. This study examines types of optical fiber sensors and their latest 
applications in healthcare. The goal of this study is to provide an in-depth 
perspective on optical sensor technology, while also finding solutions to 
challenges encountered in healthcare through fiber optic sensors. The use of 
fiber optic sensors in healthcare is one of the topics that requires in-depth 
research.

This study reviews the recent achievements of fiber optic sensors and the 
use of new technologies in healthcare applications. The first section of this 
study will discuss the structure and working principles of optical fibers, while 
later sections will compare different types of optical sensors, and the final 
section will cover fiber optic sensors and their applications.

2. STRUCTURE OF OPTICAL FIBER

In fiber optic sensors, information is transmitted by the optical sensor 
through changes in phase, polarization, frequency, intensity, or combinations 
of these properties. Light on the detector surface is detected by a photodetector, 
which is a semiconductor device (Sabri, Aljunid, Salim, & Fouad, 2015). 
For detection through polarization, phase, or frequency modulation, the 
signal is transmitted to locations outside the sensor via an interferometric 
or grating-based signal transmission system. The advantages of fiber optic 
sensors include immunity to electromagnetic interference, wide bandwidth, 
and high sensitivity (Lee et al., 2012). Due to their dielectric structure, optical 
fibers, which are passive by nature, can maintain their structure even at high 
temperatures without degradation (Schena, Tosi, Saccomandi, Lewis, & Kim, 
2016).

The core of fiber optic sensors enables long-distance transmission due 
to light propagation through total internal reflection with low loss. Since the 
introduction of the first fiber optic system in 1965, its use has expanded across 
various applications. Fiber optic sensor technologies have a wide range of 
applications, from advancements in machine learning (Venketeswaran et al., 
2022) to strain/temperature detection in composite materials (Ramakrishnan 
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et al., 2016), industrial applications (Berthold III, 2024), environmental 
monitoring techniques (Shanafield et al., 2018), and general sensor 
applications (Annamdas & Annamdas, 2010). One of the popular applications 
is long-distance high-speed communication, which can reduce transmission 
losses to as low as 0.2 dB/km (Huang et al., 2019). As shown in Figure 1, the 
single-mode optical fiber used for fiber optic applications consists of three 
concentric layers. The silica core, which is typically 2-10 μm in diameter and 
doped with materials like germanium to increase the refractive index, the 
silica cladding with a diameter of 125 μm, and the buffer coating that protects 
the fiber from external factors form the outermost layer (Leung, Shankar, & 
Mutharasan, 2007). The buffer coating in the outermost layer does not direct 
the light. This structure provides protection and mechanical support from 
external factors. Due to total internal reflection conditions, it is necessary that 
n_1 > n_2. Optical fibers are made from combinations of materials, including 
plastic, chalcogenide glasses, or different components in the core and 
cladding (Schuster et al., 2014). Fiber optic sensors with silica cores and plastic 
coatings can be found. Fiber optic sensors are classified as single-mode and 
multi-mode, with their classification depending on the core size, operating 
wavelength, and the wavelength difference between the core and cladding. In a 
single-mode fiber, the distribution of light energy along the core of the optical 
fiber is Gaussian, while in multi-mode fibers, a more complex distribution 
occurs. Optical sensors detect changes in optical parameters depending on 
the physicochemical parameters of the surrounding environment. Optical 
fibers are useful tools for optical sensing applications, either as external or 
internal sensors, by directing light to the measurement area or collecting light 
from the measurement area.

Figure 1. Schematic representation of single-mode optical fiber including core, cladding 
and protective buffer coating.
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Fiber optics operate by measuring changes in light propagation caused by 
external factors, ranging from physical parameters such as strain, pressure, 
and temperature to analytical chemical parameters. Fiber optic sensors have 
several advantages over traditional sensor technologies. Some of the key 
advantages include immunity to electromagnetic interference, durability in 
harsh conditions, and tolerance to high temperatures. Additionally, thanks 
to biocompatible and easily replicable sensors, multiple measurements can be 
taken simultaneously.

3. FIBER OPTIC CLASSIFICATION

Fiber optic sensors are classified based on their intended use, modulation 
and demodulation types, structural properties, and application areas. They 
can be divided into two categories based on modulation and demodulation 
types. Amplitude (density) sensors detect changes in light intensity to identify 
external effects. Light intensity is influenced by changes such as bending and 
refraction in the light medium. Amplitude sensors are among the simpler 
and more cost-effective fiber optic sensors. Phase sensors detect changes in 
the phase of light (Miller, 2012). External factors encountered while light 
travels through the medium cause phase shifts. Phase sensors are preferred 
for applications requiring high precision. Frequency sensors detect changes 
in light frequency. Frequency sensors, which perform high-frequency 
measurements, contain piezoelectric crystals and resonance structures. 
Polarization describes the direction of oscillations in the plane perpendicular 
to the direction of the wave’s motion. By examining the change in light 
properties, such as polarization, the variations in characteristics like magnetic 
fields and temperature can be detected. The measurement is performed by 
detecting the change of two light waves within an interferometric structure. 
These sensors, which detect changes in phase, frequency, and polarization, are 
useful but quite costly. Sensors are also categorized based on their application 
areas (Fang, Chin, Qu, & Cai, 2012).

Physical sensors are the first category. They are used for measuring physical 
quantities such as temperature and pressure. High-temperature resistant 
sensors are used for temperature measurements, while pressure sensors are 
insensitive to pressure changes. Chemical sensors are used in applications 
where chemical changes are measured. The changes in light signals inside 
the optical sensor are detected due to chemical changes. Biological sensors 
measure biological parameters, such as blood levels and glucose amounts, and 
detect changes (Hui & O’Sullivan, 2022).

Based on their structural properties, sensors are divided into external 
and internal categories. In external sensors, detection occurs outside the fiber, 
where the light is carried and reflected only from the detection region of the 
fiber. In internal sensors, detection occurs directly inside the fiber. The optical 
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properties of the fiber change due to external factors, and by detecting these 
changes, measurements are made.

3.1. FIBER OPTIC DETECTION TYPES

Fiber optic detection types are examined in 3 main groups. Distributed 
detection is a type of detection that makes measurements continuously or 
at certain intervals at every point of the fiber. There is a separate detection 
point at every point of the fiber. Signal processing in these systems, which 
have the ability to monitor in real time at long distances, is quite complex 
and time-consuming. Point detection is known as detection at a certain 
point. Only the parameters at that point are measured with a sensor at any 
specified point of the fiber. Simple and reliable measurements are made with 
point detection. Separate fibers should be considered for each measurement 
point. Although this situation increases the cost, it is quite effective for single-
point measurements that require high precision. Spectroscopic detection 
is performed by measuring the reflection and absorption status of light 
by interacting with the substance. This type of detection, where spectral 
properties are measured, is based on the interaction at different wavelengths. 
Fiber optic sensors are used to transmit and detect light (Gholamzadeh & 
Nabovati, 2008).

3.2. COMPONENTS OF FIBER OPTIC DETECTION SYSTEMS

Fiber optic sensing systems are used to measure physical and chemical 
parameters. They are high-precision detection systems that measure changes 
in the properties of light. In fiber optic sensing systems, components such as 
the light source, optical fiber cable, sensor head, detector, modulator, signal 
processing, and data transmission systems are included. The light within the 
optical system is transmitted by the light source. The light source is designed 
to produce monochromatic or coherent light. Lasers or LEDs are used as 
light sources. The choice of light source is determined based on the sensor’s 
sensitivity and application area (Fidanboylu & Efendioglu, 2009). Although 
LEDs are lower in cost, they have a lower bandwidth. Lasers enable high-
intensity and long-distance transmission. With optical fiber cables, light 
first travels to the detection point and then to the detection device. Optical 
fiber cables are very thin, hair-like structures made of dielectric materials 
like glass. Depending on the type of fiber used, single-mode or multi-mode 
fibers are chosen. Single-mode fibers are preferred for long distances and 
applications requiring high sensitivity, while multi-mode fibers are used for 
shorter distances. The measurement of the optical sensor system is carried 
out with the sensor head. The sensor head at the end of the fiber interacts 
with physical, chemical, or biological parameters, causing changes in the light 
properties. The modulated light is detected and converted into an electrical 
signal by the photodetector. Photodiodes or, depending on the application, 
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photomultiplier tubes are used as photodetectors. Photodiodes are commonly 
preferred due to cost-effectiveness, while photomultiplier tubes, which have a 
more complex structure and higher sensitivity, are required for applications 
demanding high precision. An optical modulator is used to modulate the 
optical properties of light. Signal processing is used to process and analyze 
the signals coming from the detector (Pierce, Yu, & Richards-Kortum, 2011). 
Raw data is filtered and amplified. The data transmission system transmits the 
collected data through optical fibers or wireless communication.

4. APPLICATIONS OF FIBER OPTIC SENSOR

Fiber optic sensor technology initially emerged for data transmission and 
telecommunications applications, but over time, it has become the preferred 
choice due to its excellent detection capabilities and ability to perform in 
harsh environments. Its greatest advantages include cost-effectiveness, 
miniaturized size, lightness, portability, and immunity to electromagnetic 
interference. Due to these advantages, optical fibers have achieved numerous 
successes and have become the preferred choice in many applications. Some 
of the most important applications include disease detection (Nejati-Koshki 
et al., 2023), drug delivery (Zhang et al., 2024), environmental monitoring 
(García, Monzón-Hernández, & Bustos, 2017), gas detection (Wolfbeis, 
2006), and many others. Unlike traditional sensor types, fiber optic sensors 
are an indispensable detection method for explosive detection. Fabry-Perot 
interferometric sensors are commonly preferred for high-precision acoustic 
detection and pressure applications (Yoshino, Kurosawa, Itoh, & Ose, 1982). 
They play roles in underwater acoustic detection, pressure monitoring in 
oil and gas drilling, and medical events such as blood pressure and glucose 
measurement. Fiber Bragg Grating sensors (Othonos, 1997) are preferred 
for temperature, deformation detection, strain changes, structural health 
monitoring of aircraft wings, analysis of wind turbines, construction security 
checks, and applications in the aerospace sector. With their multi-point 
measurement capabilities, these sensors enable detection over large surfaces.

Micro-bending sensors work based on the bending of optical fiber cables. 
They are preferred for detecting mechanical loads and deformations. They are 
also used in structural health monitoring, earthquake detection, and vibration 
sensing in industrial machines (Sun, Zhang, Zeng, Hu, & Duan, 2022).

Michelson interferometer-based sensors are preferred for sound source 
detection, vibration sensing, and acoustic imaging applications (Dandridge, 
2024). They are frequently used in underwater target detection, security, and 
monitoring applications.

Chemical fiber optic sensors used for chemical and biological detection 
are highly valuable in environmental monitoring, medical applications, and 
food safety (Pospíšilová, Kuncová, & Trögl, 2015). Gas detection sensors are 



184  . İremnur Duru, Timuçin Emre Tabaru

used for detecting harmful gases, biosensors monitor biological activities, and 
they are even used to detect bacterial contamination.

Thermal sensors, as the name suggests, are designed to detect temperature 
changes (Ramakrishnan, Rajan, Semenova, & Farrell, 2016). They are used in 
industrial process control systems, energy plants, space research, and other 
fields.

Raman and Brillouin scattering-based fiber optic sensors are preferred 
for long-distance applications (Muanenda, Oton, & Di Pasquale, 2019). These 
sensors are used in temperature and strain measurement applications, as well 
as for monitoring high-voltage power lines, large infrastructure projects, and 
oil and gas pipelines.

Thanks to these different sensor types, fiber optic technology has been 
applied to a wide range of fields. Through its innovative solutions, fiber optic 
sensors have remained a cornerstone of modern technology.

5. CONCLUSION

Fiber optic sensors provide a strong solution for applications requiring 
high precision, and due to their immunity to electromagnetic interference, 
they offer significant advantages for long-distance applications. These sensors 
are widely used in various sectors, including the energy sector, structural 
monitoring, biotechnology, and space industry applications. This study 
discusses various works conducted with fiber optic sensors, examining their 
impact on mechanical and optical performance in different environments. 
A better understanding of material properties has contributed to the 
development of solutions that enhance the efficiency and durability of these 
sensors. Future research could focus on integrating new materials and 
manufacturing techniques to further improve sensor performance, potentially 
expanding their range of applications. This study has provided crucial data for 
the design of high-precision measurement systems and has contributed to the 
development of advanced fiber optic sensors that can be used in industries 
such as energy, automotive, space, and biotechnology.
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1. Introduction

Electric motors are rotary electric machines that have been used for many 
years to obtain mechanical motion from electrical energy, especially in many 
machines used in industrial production. Later, the use of electric motors in 
electrical home appliances at various power levels has also become widespread. 
Electric transportation, which has developed and spread especially since the 
2020s, and especially the use of electric motors in electric vehicles, is still 
in rapid development. It is estimated that there will be an increasing use of 
electric motors in both ground and aerial electric transportation in the next 
decade (Cai, W. et. al, 2021). 

The earth needs mechanical motion, and therefore electric motors, due 
to the increasing world population and the various needs of this population. 
Currently, energy production and conversions in many sectors are carried 
out using traditional sources such as gasoline, diesel, natural gas, and coal. 
Developing technology and increasing needs also create environmental 
problems such as global warming. Electric motors, on the other hand, stand 
before us as an important option for many such traditional and environmentally 
harmful situations (Husain, I. et al, 2021).

There are many types of electric motors that are energized by direct and 
alternating current or by using both types together. The selection of electric 
motor is determined according to the area of ​​use and power requirement, 
however, in order to reduce mechanical maintenance and costs, it is generally 
preferred to use magnets instead of windings. Studies are ongoing to obtain 
lighter weight and higher torque per unit area.

There are some parameters that limit electric motors. These can be 
given as torque vibrations, weight, and increased acoustic noise. The further 
development of the electrical and mechanical parameters of electric motors, 
especially in electric transportation, will lead to the device or chassis on which 
the motor will be used to be lighter and thus more efficient (Sudha, B. et al, 
2020).

Permanent magnet synchronous motors (PMSM) stand out among electric 
motors due to their advantages such as using magnets instead of windings, 
being suitable for electric vehicles and having adjustable power or torque 
values ​​in a wide area (Ullah, K. et al, 2022). The features of these motors and 
comparisons with other motor types from various perspectives and various 
suggestions to be made in the future regarding PMSMs are presented below.

2. Classification of Electric Motors

As the structures of electric motors are developed, their classifications 
also change. For example, linear types have been developed for many motors 
in recent years. However, it is still possible to make a classification based on 
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alternating and direct current for electric motors. Special purpose electric 
motors are generally classified as types outside the basic classification (Mikail, 
R 2006.).

2.1 DC Motors

DC motors are motors that operate with direct current and are generally 
used in applications requiring high torque.

• Structure:

 DC motors consist of basic components such as stator (the part that 
creates a fixed magnetic field), rotor (the rotating part), commutator and 
brushes. Permanent magnets or electromagnets in the stator create a magnetic 
field on the rotor. Brushes and commutator change the direction of direct 
current, allowing the rotor to rotate continuously (Rambabu, S. 2007).

•	 Avantages:

o	 Speed ​​control is easy and can operate in a wide speed range.

o	 It produces high starting torque, which provides superior performance 
in the early stages of movement.

o	 It requires a simple control system.

•	 Disadvantages:

o	 Requires regular maintenance as mechanical parts such as brushes 
and commutators wear out.

o	 Its efficiency is low compared to modern AC motors.

o	 Its use is limited in large-scale applications.

•	 Area of use:

o	 Electric vehicles, cranes, elevators and small portable devices (Dursun, 
E. H. 2016, Manohar, V. J. 2023).

2.2 AC Motorlar

AC motors are motors that run electrical energy using alternating current 
and are divided into two main subtypes: induction motors and synchronous 
motors.

2.2.1 Induction Motors (Asynchronous Motors)

• Structure:

The stator creates a magnetic field when alternating current is applied. 
This magnetic field induces current in the rotor, causing it to rotate. The rotor 
is usually made of aluminum or copper in the form of a cage.
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•	 Avantages:

o	 Speed ​​control is easy and can operate in a wide speed range.

o	 It produces high starting torque, which provides superior performance 
in the early stages of movement.

o	 It requires a simple control system.

•	 Disadvantages:

o	 Starting torque is low.

o	 Speed ​​control is more difficult compared to synchronous motors.

•	 Area of use:

o	 Industrial machinery, HVAC systems and pumps (Marino, R. et al, 
2010).

2.2.2 Synchronous Motors

• Structure:

The rotor rotates at the same speed as the magnetic field of the stator 
(synchronous speed). It is usually equipped with permanent magnets or field 
windings.

•	 Avantages:
o	 Provides high energy efficiency.
o	 Ideal for applications operating at constant speed.
•	 Disadvantages:
o	 Requires a more complex startup mechanism (Spargo, C. D. 2016).
o	 Has a high startup cost.
•	 Area of use:
o	 Power generation facilities and industrial applications requiring high 

precision.

2.3 Stepper Motors

Stepper motors have a step-by-step operating principle and are generally 
preferred in applications requiring position control (Marino, R. et al, 2010).

• Structure:

The rotor moves at certain angles by directing the magnetic fields in a 
controlled manner. No brushes are used during operation.

•	 Avantages:

o	 Provides precise motion control.
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o	 Has a long life thanks to its brushless structure.

o	 Provides high accuracy in repetitive movements.

•	 Disadvantages:

o	 Efficiency is lower than other motors.

o	 Torque loss may occur under load.

•	 Area of use:

o	 CNC machines, 3D printers and robotic arms (Hasan, M. et al, 2018).

2.4 General Classification of Electric Motors

The table 1 summarizes the general classification of electric motors and 
their basic characteristics:

Motor Type Working 
Principle

Advantages Disadvantages Areas of Use

DC Motors Direct 
current

Easy speed 
control, high 
torque

Requires 
regular 
maintenance

Electric vehicles, 
portable devices

AC Induction 
Motors

Alternating 
current

Durable, low 
cost

Complex speed 
control

Industrial 
machinery, pumps

AC 
Synchronous 
Motors

Alternating 
current

High efficiency 
at constant 
speed

The initial 
mechanism is 
complex

Power plants, 
sensitive 
applications

Stepper 
Motors

Control with 
magnetic 
fields

Provides precise 
positioning

Low 
productivity

CNC machines, 
robotic systems

Table 1. General Classification of Electric Motors

3. Permanent Magnet Synchronous Motor (PMSM)

PMSMs are a type of synchronous motor that uses permanent magnets to 
convert electrical energy into mechanical energy. Their high energy efficiency 
and compact design make PMSMs an important component in modern 
industrial and technological applications. The defining feature of PMSMs is 
the use of permanent magnets in the rotor, enabling synchronous operation 
and maximizing energy transfer efficiency through the interaction of magnetic 
fields between the rotor and stator (Yang, Y. et al, 2020, Ren, J. et al, 2021).

3.1 PMSM’s Structure

PMSM consists of two primary components:

	Stator: Generates a rotating magnetic field when alternating current 
is applied.



192  . Ahmet ATEŞ, Mehmet GÜÇYETMEZ 

	Rotor: includes permanent magnets, which are often composed 
of materials with a high energy density, including neodymium-
iron-boron (NdFeB). These magnets reduce losses and stabilize the 
magnetic field. High power density is another benefit they offer (Shen, 
Q. et al, 2022).

Fig 1. Permanent Magnet Synchronous Motor Structure (Zhao, X. et al, 2022)

3.2 Working Principle

The revolving magnetic field produced by the stator windings and the 
permanent magnets in the rotor interact to power PMSM. The rotor does not 
slip and revolves at the same speed as the stator’s magnetic field. Accurate 
and steady speed control is made possible by this synchronization. The motor 
functions synchronously when the rotor’s speed and the stator’s rotating 
magnetic field coincide (Mohd Zaihidee, F. et al, 2019, Ma, D., & Jiang, J., 
2023).

3.3 Technical Details

1.	 Use of Permanent Magnets:

o	 The permanent magnets with rotor mean that the motor is light in 
weight also allows the magnetic flux to circulate more efficient. These magnets 
minimize energy losses, as well as maintenance requirements. 

2.	 High Efficiency and Power Density:

o	 So the efficiency of PMSM can get more than 90% (Mi̇naz, M. R., 
2020). The design ensures high power output from a small and light-weight 
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permanent magnet and synchronous system, ideal for portable and compact 
applications including electrical vehicles, wind turbines and industrial 
machinery.

3.	 Quiet Operation:

o	 PMSMs are brushless and commutator-less so they give low vibration 
and low noise working. This contributes to longer life and quieter operation, so 
PMSMs are preferred for home appliances and devices (ex: medical or robots) 
where low noise is very important.

3.4 Advantages of PMSM

PMSM offers several benefits over other motor types, including:

•	 High energy efficiency, leading to energy savings.

•	 Compact and lightweight design.

•	 Precise speed and torque control.

•	 Lack of components requiring maintenance (e.g., brushes).

•	 High power density, suitable for small yet powerful applications.

4.	 Advantages of PMSM Over Other Motor Types

It can be said that PMSMs have many visible advantages over other motor 
types for them to be preferred in applications (Gündoğan, A., 2018). The 
most important of these advantages are their high energy efficiency, usability 
even in narrow spaces due to their small size, and high dynamic performance 
(Rehman, A. U. et al, 2022) The advantages of PMSMs over alternative motor 
types will be examined in detail in this section.

4.1 Energy Efficiency

It is accepted that PMSMs can reach higher efficiency values ​​compared to 
other motor structures (Huang, J. et al, 2023). In order to achieve high efficiency, 
the formation of a more regular and in most cases optimum magnetic field 
in the permanent magnets in the rotor of PMSM compared to the magnetic 
field formed in wound motors is an important factor. In this way, energy loss 
is also reduced. For most rotating electrical machines, except transformers, 
efficiency values ​​are below 90%. However, PMSM motors typically exceed 90% 
in efficiency, making them suitable for almost all applications, especially where 
energy efficiency and low operating costs are needed (Minaz, M. R., 2020).

Comparison:

•	 DC Motors: Energy losses occur due to the brush and commutator.

•	 Induction Motors: Higher losses result from rotor currents.

•	 Stepper Motors: Lower efficiency and increased energy loss.
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Fig 2. Architectural comparison of induction motor and permanent magnet motor 
(newenergyandfuel.com)

4.2 Compact Design

Compact design is one of the most important parameters targeted for 
electric motors. It is possible to obtain higher torque per unit area by reducing 
the motor size with a compact design. PMSMs offer a structure suitable for 
these goals. In this case, the most effective is the use of permanent magnets 
instead of windings. This reduces the motor’s weight and volume while 
providing high power density (Chasiotis, I. D., & Karnavas, Y. L., 2018).

•	 For instance, a PMSM is significantly lighter than an induction motor 
for the same power output.

•	 Its compact structure is highly advantageous for applications with 
limited space, such as electric vehicles, drones, and portable devices (Jian, L., 
2018, Motlagh, N. H. et al, 2016).

4.3 Dynamic Performance

PMSM excels in speed control and stability thanks to its superior dynamic 
performance (Ullah, K. et al, 2022). Leveraging the principle of synchronous 
operation:

•	 Precise torque control is achievable.

•	 Rapid response to load variations is ensured.

•	 It delivers maximum performance in applications requiring constant 
speed.

Comparison with Other Motors:

•	 Induction Motors: Speed control is more complex, and dynamic 
performance is limited.

•	 Stepper Motors: Struggles to maintain steady speed due to torque 
ripples.
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4.4 Comparative Table

In table 2 compares PMSM with other types of motors in terms of some 
critical parameters:

Table 2. Comparison of Motor Types

4.5 Areas Where PMSM Is Preferred

The features described above make PMSM stand out particularly in the 
following areas:

• Systems Requiring Energy Efficiency: Electric vehicles, renewable energy 
systems (e.g. wind turbines).

• Applications Requiring Compactness and Lightness: Drones, portable 
devices, medical equipment.

• Systems Requiring Precision and Stability: Robotic arms, CNC machines, 
aviation applications.

5.	 Applications of PMSM

PMSM has become a widely used motor in many applications for which 
a high level of efficiency, compact construction, and high level of control 
precision are required. These motors find their application primarily in 
industrial and commercial uses, but most importantly in uses which lie in the 
area of renewable energy, attributed mainly to the silent operation, long life, 
and high performance of these motors (Zheng, J. et al, 2017).
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5.1 Robotic Systems

PMSM, particularly because of the torque and speed control it provides 
with high precision, is widely used in robotic applications, especially in 
industrial robot arms and automation systems. Its quiet operation is another 
feature that makes it desirable, especially for medical robots working closely 
with humans (Jieqiong, W., 2024).

5.2 HVAC Systems

In HVAC systems, PMSM motors are employed to reduce energy 
consumption and improve overall system efficiency. Their ability to provide 
variable speed control optimizes performance and lowers energy costs, making 
them attractive for both commercial and residential HVAC applications 
(Ashok Kumar, L., & Indragandhi, V., 2020).

5.3 Renewable Energy Applications

PMSM motors are central to sustainable energy systems:

•	 Wind Turbines: PMSMs enhance energy conversion efficiency in wind 
turbines due to their ability to operate at variable speeds and are compatible 
with lighter turbine designs (Yan, J. et al, 2016).

•	 Solar Energy Systems: By minimizing losses, PMSM motors increase 
the efficiency of motorized equipment used in energy storage and transfer 
(Dubey, M. et al, 2014).

5.4 Transportation and Industrial Applications

PMSMs are also prominent in transportation and industrial processes:

•	 Electric Trains and Metro Systems: Preferred for their high torque, 
low maintenance requirements, and long service life (Shikata, K. et al, 2012).

•	 Industrial Machines: Utilized in CNC machines, compressors, and 
pumps requiring precise control (Lin, F. J. et al, 2006).

•	 Electric Vehicles (EVs): With high energy efficiency and power 
density, PMSMs play a crucial role in EVs, extending range and enabling 
compact designs, making them indispensable in this field (Murali, N., & 
Ushakumari, S., 2020).

6. Conclusion

The diversity of electric motors comes from the unique advantages that 
each type of motor offers for a different application. In this context, Permanent 
Magnet Synchronous Motor (PMSM) shows far-reaching advancements in 
energy efficiency, compact size, and precise control features compared to the 
other types of motors. PMSM has a clear superiority in industrial and internal 
applications. It is such areas as sustainability, such as renewable energy, electric 
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transportation, and intelligent automation systems, and innovation that the 
effectiveness of PMSMs will be increased. Consequently, the increase and 
improvement of performance are the two basic objectives that require more 
research in the field of motor design, materials science, and control algorithms 
for PMSM. These efforts further optimize energy consumption of PMSM and 
widen its application all over the globe. PMSM is, and will remain, one of the 
cornerstones of modern engineering.
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𝑛𝑛 = 𝐸𝐸−𝐼𝐼𝑎𝑎.𝑅𝑅𝑎𝑎
𝐾𝐾.∅          (𝑟𝑟𝑟𝑟𝑟𝑟)
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1.INTRODUCTION

The incidence and mortality rates of cancer have increased rapidly 
worldwide in recent years. According to the American Cancer Society, 
approximately 1.9 million new cases and 600,000 deaths are expected in the 
United States alone. Based on the number of deaths, cancer is the second 
leading cause of death globally. Among women, breast cancer is one of the 
most common causes of cancer-related deaths. It is followed by colorectal and 
lung cancers. (Giaquinto, Miller, et al., 2022; Giaquinto, Sung, et al., 2022; 
Miller et al., 2022).

When detecting breast cancer, the dielectric properties of breast tissue are 
a critical topic in the biomedical field. Dielectric properties help understand 
the electrical behavior and interactions of tissues. These properties measure 
a material’s response to an electric field and provide information about its 
interactions. Dielectric properties are expressed using the dielectric constant 
(permittivity) and loss tangent, which define the electrical characteristics of 
tissues. Electrical conductivity and the propagation of energy within the tissue 
are measured using these two variables.

Breast tissues have a complex structure composed of various types of 
tissues, including fat, connective tissues, blood vessels, and mammary glands. 
Each component has unique dielectric properties. The variability of dielectric 
properties across tissues significantly alters their electrical characteristics. For 
instance, fat tissue may have a lower dielectric constant and loss tangent, while 
tumor tissue is likely to exhibit higher values for both. The dielectric constant 
is proportional to the energy loss within the tissue.

In microwave imaging, dielectric properties are crucial for tissue 
characterization. Detecting changes in the dielectric properties of tissues 
during breast cancer screenings facilitates early diagnosis. Analyzing the 
electrical properties of tissues can help identify tumors and detect changes in 
tumors, addressing critical challenges. By employing multifrequency analyses 
and electromagnetic models, the dielectric properties of breast tissues can be 
examined in greater detail, providing deeper insights into their characteristics.

Advancements in biomedical and engineering technologies have the 
potential to resolve significant challenges by enhancing our understanding of 
the dielectric properties of breast tissue. Early diagnosis of breast cancer allows 
for the application of personalized treatment plans based on tumor type and 
size, representing a vital step in improving patient outcomes.

2. Microwave Breast Imaging

Microwave imaging has been introduced as an alternative technology 
to traditional methods such as mammography, ultrasound, and magnetic 
resonance imaging due to its advantages. In microwave imaging, the 
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utilization of the dielectric properties of breast tissues offers a more promising 
solution for individuals with dense breast tissue compared to mammography. 
This innovative medical imaging method, which uses electromagnetic 
radiation, has emerged as a solution for the early detection of breast cancer. 
Electromagnetic radiation passes through tissues without causing harm and 
provides information about tissue structure through signals reflected from 
the tissue. Using dielectric properties for breast cancer detection is crucial for 
early diagnosis.

The fundamental principle of microwave breast imaging is that different 
tissue types exhibit varying frequency responses. The dielectric properties 
of cancerous tissues differ from those of normal tissues, with electrical 
conductivity properties decreasing in cancerous tissues. By employing 
microwave frequencies, tumors or abnormal tissues can be identified, and their 
size, shape, and location can be determined. Compared to other technologies, 
microwave imaging is more cost-effective, compact, and portable, making it 
easier to use. Non-invasive microwave imaging allows for more comfortable 
measurements. Additionally, the ability to capture time-dependent images 
enables the observation of tissue development over time.

Microwave imaging can provide enhanced results through the integration 
of machine learning and signal processing applications (Duru et al., 2024). 
In the future, this method will find applications in other fields for the early 
detection of breast cancer. As a revolutionary approach in healthcare, 
microwave imaging will play a critical role as a highly sensitive and alternative 
method for breast cancer detection. Microwave imaging is categorized into 
two types: passive microwave imaging and active microwave imaging.

Fig 1. The structure of breast tissue and the front and back view of breast tissue (Duru 
et al., 2023)

2.1. Passive Microwave Imaging

 Passive microwave imaging is a technology that enables imaging without 
the need for an external energy source, as electromagnetic waves are naturally 
emitted and reflected by their environment. Using this method, microwave 
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imaging is achieved by detecting temperature differences and signals emitted 
from natural sources. Unlike active microwave imaging, passive microwave 
imaging relies on naturally occurring microwave radiation in the system’s 
surroundings. The fundamental principle of passive microwave imaging is 
to utilize the reflections and transmissions of microwave radiation from the 
target object or region, which exhibit different characteristics compared to the 
environment.

Passive microwave imaging is associated with the detection of thermal 
radiation and is used to identify surface temperature differences. It is 
commonly employed in environmental monitoring and military applications, 
offering the ability to observe without light, regardless of whether it is day 
or night. This imaging method is widely preferred in defense and security 
fields, monitoring natural disasters, and observing environmental events. 
Additionally, it finds applications in agriculture, such as detecting moisture 
and studying topography, as well as irrigation and water management.

In medical applications, passive microwave imaging is used for detecting 
tissue temperature, monitoring blood flow, identifying bodily injuries, 
and early diagnosis of various diseases. Since it utilizes natural microwave 
radiation from the environment, it minimizes energy consumption, making it 
a cost-effective and compact technology. However, passive microwave imaging 
does present some challenges. Compared to active microwave imaging, it has 
lower resolution and is more susceptible to environmental factors, which 
can degrade image quality. The dependency on environmental and technical 
conditions can be considered a disadvantage for certain applications.

Despite these challenges, passive microwave imaging offers the advantage 
of collecting high-resolution data by leveraging environmental and natural 
electromagnetic radiation. With its wide range of applications in both military 
and civilian domains, this technology holds potential for broader adoption 
in the future, especially due to its low cost, portability, and low energy 
consumption. However, further advancements in technical capabilities and the 
development of new algorithms to minimize environmental noise are expected 
to enhance its efficiency and effectiveness in various fields.

2.2. Active Microwave Imaging

In active microwave imaging, electromagnetic waves are emitted from 
an active source. Microwave signals are generated at specific frequencies 
and used to detect signals transmitted from the target object. This method 
enables the acquisition of high-resolution and comprehensive images, even in 
low-light conditions or in the absence of a clear surface. Active microwave 
imaging technology can be combined with radar technology. Measurements 
are performed by transmitting electromagnetic waves toward the target and 
analyzing the reflected signals. These received signals contain parameters that 
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provide information about the size, shape, structure, and components of the 
target.

Active microwave imaging has a wide range of applications in various fields 
by utilizing these parameters. It is used in military and defense applications, 
space observations in aerospace, unmanned aerial vehicles, medical imaging, 
and structural monitoring. The advantages of the active imaging technique 
include its effectiveness in low-light conditions, the ability to provide detailed 
images with high resolution and depth analysis, and its capability to operate 
effectively over long distances.

However, compared to optical imaging methods, active microwave 
imaging has lower resolution, which may pose challenges in situations where 
very fine details are required.

3. Microwave Tomography

Microwave tomography is a three-dimensional imaging technology 
used to analyze the internal mechanisms and structures of materials using 
microwaves. It enables the acquisition of 3D images of structures within the 
body and other materials, as well as the study of microwave propagation and 
reflection. This imaging technique is highly effective for potential 3D imaging 
applications in biomedical, environmental, and industrial fields. Microwave 
tomography examines the interaction of microwave frequencies with different 
materials. Depending on their dielectric properties, microwave signals can be 
transmitted, reflected, or absorbed at varying rates.

Microwaves reach the material from a probe tip, and the retrieved signals 
provide insights into the material’s internal structure. The collected data is 
processed using mathematical modeling and computer algorithms to generate 
tomographic images. Key advantages of this technology include its non-
invasive and safe nature, lack of harm to human health, ability to provide real-
time images, capability for in-depth internal structure analysis, and detection 
of abnormalities within deeper layers.

However, technical limitations such as resolution and data processing 
challenges currently hinder the broader adoption of this technology. With 
future advancements, improvements in aspects like resolution and sensitivity 
are expected to enable broader application areas for microwave tomography.

3. 1. Biomedical Applications

The use of microwave imaging in biomedical fields is quite extensive. Vital 
signals in the human body must be measured continuously, non-invasively, 
and with high precision, which can be achieved using electromagnetic 
signals. Commonly monitored and measured vital signals include pulse rate, 
respiratory rate, and body temperature. In addition to these, other parameters 
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such as blood pressure, glucose levels, and oxygen saturation, while medically 
monitored, do not fall under the category of vital signals.

All these measurements provide critical information about the patient’s 
condition. However, the continuous monitoring of signals such as pulse rate 
and respiratory rate is essential due to their critical importance. These signals 
also offer valuable insights into the patient’s health status. For example, an 
elevated pulse rate can indicate infections, fever, cardiovascular diseases, or 
stress, while a low pulse rate may suggest heart issues, hormonal imbalances, 
or nerve system damage (Kebe et al., n.d.; Li et al., n.d.). High blood pressure 
is often associated with hypertension and kidney disease, while low blood 
pressure may signal blood loss or heart-related issues (Churpek et al., n.d.; 
Lee et al., n.d.). Therefore, the early detection and prediction of diseases can 
be achieved through the processing of vital signals. Signal processing refers 
either to the examination of these signals by healthcare professionals or the 
application of signal processing methods with the aid of computers. However, 
in all cases, the methods of obtaining these signals and their accuracy limit the 
performance of diagnosis and detection.

For instance, while an electrocardiogram (ECG) offers high precision 
by measuring the electrical activity produced with each heartbeat, it has the 
disadvantage of requiring the patient to remain continuously connected to the 
device (Sakamoto et al., n.d.). Another measurement device, the pulse oximeter, 
detects the substances and movement of blood in the vessels using infrared 
light. However, this device also requires contact with the skin (Villarroel et 
al., n.d.). As a result, the currently used measurement methods carry one or 
more disadvantages, such as low accuracy, lack of non-contact functionality, 
time delays, sensitivity issues, and so on. At this point, there are studies in 
the literature focusing on the use of microwave imaging as a non-contact 
measurement method  (Alizadeh et al., n.d.; Villarroel et al., n.d.; D. Wang et 
al., n.d.). Radar and antennas used for this purpose are generally employed for 
tasks such as determining the position and movement of objects, measuring 
speed, and detecting distant objects. Microwave imaging techniques, which 
possess the characteristics of high accuracy, low power consumption, and the 
ability to operate under weak signal conditions, are emerging for detecting 
vital signs (He et al., n.d.; Sacco et al., n.d.; Turppa et al., n.d.; Y. Wang et al., 
n.d.). 

4. Millimeter Wave Imaging

4.1. Millimeter Wave Imaging and Breast Cancer

Millimeter-wave imaging for breast cancer detection has recently 
become a highly popular topic. Early detection of breast cancer is crucial 
and life-saving. Millimeter-wave technology offers significant advantages 
over traditional imaging methods in detecting cancerous cells (Bevacqua 
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et al., n.d.; Iliopoulos et al., n.d.; Meo et al., 2021; Meo, Matrone, et al., n.d.; 
Meo, Pasotti, et al., n.d.; Moscato et al., 2013).  Millimeter-wave imaging 
can be used to obtain high-resolution images for detecting the presence of 
cancerous tumors in breast tissue. This technology utilizes electromagnetic 
waves with short wavelengths, allowing for in-depth analysis without harming 
the human body. The interaction of millimeter waves with biological tissues 
depends on the dielectric properties of the tissues, and these properties create 
differences between healthy tissue and cancerous tissue. (Bevacqua et al., n.d.; 
Iliopoulos et al., n.d.). Cancerous tissue differs from healthy tissue in terms 
of water content, and the interaction of millimeter-wave signals with tissue 
varies for each type of tissue. Millimeter-wave imaging allows for the detection 
of tissue differences, helping to identify the presence and spread of breast 
cancer. Studies have emphasized the importance of using millimeter waves 
in detecting breast cancer. By interacting with tissue safely, without ionizing 
radiation, the internal structure of the human body can be examined. In future 
studies, millimeter-wave imaging for breast cancer will be further enhanced 
by combining complex signal processing and machine learning algorithms to 
improve resolution and accuracy.

6. Conclusions

Millimeter-wave and microwave imaging are two distinct electromagnetic 
wave technologies with significant potential in medical diagnosis, security 
screenings, industrial applications, and aerospace. Microwave imaging has 
been actively used for many years, while millimeter-wave imaging offers higher 
resolution and precision due to its shorter wavelengths. Millimeter waves 
operate at higher frequency ranges, penetrating deeper into tissues, which is 
especially important in medical imaging. Microwave imaging, with its longer 
wavelengths, penetrates more but is particularly effective for scanning larger 
objects. On the other hand, millimeter-wave frequencies may provide a more 
effective solution for detecting smaller, newly formed tissues that are difficult 
to identify.

The use of non-ionizing radiation and the lower cost of millimeter-
wave technology make it advantageous. While millimeter-wave imaging has 
resolved issues related to resolution and depth, clinical applications are still 
not widespread. In the future, combining millimeter-wave and microwave 
technologies in hybrid systems could allow for more comprehensive imaging 
and detailed analyses across different applications. Ultimately, millimeter-
wave and microwave imaging technologies complement each other with 
their respective advantages and limitations. Future research will explore the 
more effective use of these two technologies, providing new solutions. In the 
biomedical field, early detection of cancer through advanced applications is 
expected to be explored further, leading to more in-depth studies and results 
in the coming years.
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1. INTRODUCTION

Electromagnetic (EM) waves are the rays with electric field and magnetic 
field components and different energy values ​​according to their frequencies 
and wavelengths. They can move in various environments like air, water, and 
solid matter. The EM spectrum is given in Figure 1 (Zhang et al. 2020). The 
EM field occurs naturally in nature or from man-made sources. All devices 
powered by electricity can be considered as a source of artificial EM fields. 
Electronic household appliances such as hair dryers, washing machines, and 
microwave ovens create EM radiation in their surroundings. However, the 
main sources are high-frequency systems such as mobile phone transmitters, 
radio station transmitters, and television antennas used in data transmission 
(Kodali, 2001).

Electronic systems powered by electricity emit EM energy to the 
environment. The fact that this emitted energy negatively affects other devices 
and systems around it and is similarly affected by other devices is called 
EM interference (EMI). Due to this mutual interference, disruption may 
occur in the high-performance operation of devices and systems. For this 
reason, eliminating EMI or reducing its damage has been the primary goal 
for researchers. In line with the above-mentioned goal, EMI reduction and 
protection methods used to prevent the performance of the devices using 
EM energy from deteriorating and not adversely affecting the performance of 
other devices are called EM Compatibility (EMC).

Aircrafts, where electronic devices and radar systems are used extensively, 
have systems where EMI and EMC issues must be addressed in detail. In order 
to effectively realize EMC in aircraft, it is important to choose systems that 
comply with EMI standards (Stecklein, 2019). Thus, the quality of the vehicle 
produced increases, and time and costs are saved. Otherwise, in addition to 
loss of time and cost, fatal accidents may occur.

In this Chapter, firstly, EM waves are defined and the EM spectrum 
containing waves of different frequencies is shown. The concept of EMI is 
explained, and its harmful effects on humans, living things, and electronic 
devices are given. Concerning the subject of interest in the study, the causes 
and consequences of EMI formation in aircraft are explained. Protection and 
compatibility methods that can be used to reduce and, if possible, eliminate 
the negative effects of EMI are mentioned and the importance of EMC is 
emphasized.
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Figure 1. Electromagnetic radiation spectrum prepared by (Zhang et al. 2020)

2. ELECTROMAGNETIC INTERFERENCE (EMI)

Systems working together in environments may mutually create unwanted 
voltages or currents, effects and emissions, that are, noise signals. The fact that 
this noise disrupts the operation of the systems and reduces their performance 
is called EMI (Ustuner, 2012). It can be defined as EM energy that affects the 
operation of an electronic device. As electronic systems continue to develop 
rapidly and become widespread in society, harmful situations caused by EMI 
will continue to increase.

EM radiation pollution can directly or indirectly affect humans, other 
living things, and electronic devices. A device or system can be both a source 
and a victim of EM pollution in its environment. The source of EM noise, the 
victim exposed to EM pollution emitted from this source, and the path between 
the source and the victim are the three main elements of EMI. This path can 
be formed in two different ways: the path formed by radiation from the air and 
the path formed by the noise carried over conductive materials. Therefore, the 
formation of EMI is of two types: by radiation and by conduction (Olcer and 
Kilic, 2002).

The situation of a mobile phone providing data communication affecting 
the navigation system of an aircraft in an environment where the EM source is 
a mobile phone, the coupling path is air, and the affected device is the aircraft 
system is an example of radiated EMI. In an environment where the EM source 
is a drill, the coupling path is the energy grid line, and the negatively affected 
system is the television screen, the television and the drill operating connected 
to the same transmission line affecting each other can be given as an example 
of interference caused by conductivity. EMI becomes especially dangerous in 
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environments where many transceivers work together at the same time and 
have conductors, such as aircraft and warships.

Lightning is the most dangerous source of naturally occurring EMI. 
Cosmic cycles and strong natural magnetic fields are other factors that affect 
electronic communications. All electronic and electromechanical devices 
designed and produced by human beings are sources that create artificial 
EMI. All EMI types and sources are summarized in the Table 1 (Montrose and 
Nakauchi, 2004; Zhai, 2021).

Table 1. The summary of natural and man-made EMI sources

Natural Sources Man-Made Sources
Terrestial Celestial Systems Circuits and Components
Lightning,

Electrostatic 
Discharge

Cosmic Noise
Solar Noise

Avionics Buses,
Avionics Cables,

Radar,
Navigation,

Communication,
Power,

Entertainment,
Electronic Warfare

Motors,
Switches,

Oscillators,
Filters,

Actuators,
Heaters,
Pumbs,

Digital Circuits

2.1. Effects of EMI on Aircraft

Aircraft contain many electronic systems, so they have environments where 
high amounts of EMI can occur. Avionics is a general concept that describes 
aviation electronics. Some avionic systems are listed below (Committee of the 
GPS, 1995; Wells and Rodrigues, 2004; Helfrick, 2010):

-	 Receiving/transmitting antennas located within the system and 
operating at radio frequencies,

-	 Systems that enable flight personnel to communicate with tower 
personnel, among themselves and with passengers,

-	 Global Positioning System (GPS)

-	 Navigation systems used to determine the position and direction of 
the aircraft on the ground,

-	 Cockpit equipment and computer screens that enable tracking of the 
aircraft,

-	 Engine-indicating and crew-alerting system (EICAS)

-	 Flight data recorders, flight control, and collision avoidance systems,

-	 Power supplies and power correction units in the system,
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-	 Meteorological systems such as weather radar, lightning detectors, 
and turbulence detectors.

Aircraft with such various electronic systems will inevitably be affected by 
radar signals, broadcast transmitters, radio/TV/mobile phone devices, Wi-Fi 
networks, ignition/trigger systems and lightning strikes, that is, they will be 
exposed to EMI. EMI can occur both from the aircraft’s systems given above 
and external sources that create high levels of EM fields in the environment. A 
summary of internal and external EMI sources affecting the aircraft is depicted 
in Figure 2 (Majid, 2018). 

If avionics equipment is not protected from EMI, it will cause damage 
such as distortion and malfunction in systems. For example, cockpit radios and 
radar signals may be affected, disrupting communications between the pilot 
and the control tower. Laptops, mobile phones, and electronic toys may cause 
the autopilot to be disconnected, the flight display screen to malfunction, and 
the aircraft to go off course. Protecting avionics equipment from EMI means 
that it maintains its performance without being affected by the EM energy 
it is exposed to and that it does not adversely affect the operation of other 
systems. To achieve this, the design and certification stages of avionics should 
be carefully considered and EMC methods, which will be explained in the next 
section, should be applied.

Figure 2. Some EMI sources affecting the aircraft prepared by (Majid, 2018)
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3. ELECTROMAGNETIC COMPATIBILITY (EMC)

The ability of a device, equipment, or system to be unaffected by 
interference in the EM environment in which it is located and to operate without 
disruptions is called EMC (Duff, 1988). Therefore, the EMI threat mentioned 
in the previous section can be eliminated by the successful implementation of 
EMC processes.

Today, as technological developments increase day by day, the issue of 
EMC is gaining more and more importance and national or international EMC 
standards are determined for equipment such as mobile phones, televisions, 
computers, kitchen appliances, and systems such as the Internet of Things and 
5G. EMC standards have the dual purpose of regulating EM radiation from 
a device and controlling the immunity of the same device to EMI. In other 
words, a device is electromagnetically compatible if it does not interfere with 
other systems, is immune to interference from other systems, and does not 
cause new interference within itself. With successful EMC, devices perform 
their functions without being affected by any EMI or affecting the surrounding 
electronic equipment (Christopoulos, 2022).

In order for EMC to occur, tests are performed to determine the 
performance disturbances caused by the EM waves emitted by electronic devices 
and the relationship of the devices to EMI. These tests are generally classified 
as Emission tests and Immunity tests. Some institutions that determine the 
rules and standards regarding the tests are International Committee on Non-
Ionising Radiation Protection (ICNIRP), International Agency for Research 
on Cancer (IARC) and World Health Organization (WHO).

If EMI sources are suppressed as much as necessary, coupling paths are 
reduced, and systems are strengthened, EMC is provided. For example, the 
harmonious arrangement of EM waves originating from the radar, radio, and 
microprocessor controlling the systems of an aircraft in the same environment, 
without damaging each other, is an indication that EMC has occurred. 
To protect against EMI, thus achieving EMC; methods such as shielding, 
grounding, bonding, filtering, cabling, and lightning protection etc. are used. 
These are summarized schematically in Figure 3 (Gurel, 2000; Belous and 
Saladukha, 2020).

As a result, applying these methods and fulfilling EMC requirements in 
every environment where electronic devices are located, from military fields 
to space technologies, from the healthcare sector to industrial applications is 
mandatory. EMC application in aircraft, which is the subject of this study, is 
one of the most important procedures in terms of life and property safety, and 
will be examined in the next section,
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Figure 3. Some methods of EMC

3.1. Importance of EMC on Aircrafts

Even small mistakes in defense and aviation can endanger human 
life and cause high financial losses. For this reason, especially in the civil 
aviation sector, safety factors should be well inspected, EMC tests should 
be emphasized, and necessary precautions should be taken. As it is known, 
the number of electronic equipment and systems in aircraft, and EM field 
pollution are constantly increasing. For these systems to operate smoothly 
within themselves, harmoniously integrate with other systems, and provide 
the desired operating performance without being affected by EMI, it is of 
great importance to comply with civil aviation standards that meet EMC 
requirements.

“Environmental Conditions and Test Procedures for Airborne 
Equipment (RTCA DO-160)” standards are used for this purpose and are 
accepted worldwide. These rules are published by the Radio Technical 
Aviation Commission (RTCA), describe the environmental testing of avionic 
equipment, explain the test setups, and determine the test pass and fail criteria 
according to the safety level (RTCA, 2010). These standards continue to be 
updated depending on technology development and the experience gained. 
EMC applications to eliminate the EMI problem in airplanes, the most 
commonly used aircraft, started in the 1970s to eliminate the negative effects 
of navigation systems, and many studies have been conducted on this subject 
until today (Lee and Marin, 1976; Cooke and Ryan, 1980; Givati and Fourie; 
1994; Bai et al., 2011; Miś and Modelski, 2020).

When applying EMC tests, two scenarios should be considered, the 
avionics system should be considered both as a source and victim of EMI within 
the aircraft. Firstly, the EM noise emitted by the equipment to the environment 
is measured and compared with the limit values. Secondly, the equipment is 
exposed to disturbance signals caused by EMI, and their performance change 
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is observed. Thus, their immunity and susceptibility are determined. These 
tests must be carried out in a simulation and laboratory environment before 
the avionic equipment is placed at real points of use. During tests, antenna 
types such as monopole, log-periodic, and horn antennas, which have different 
frequency ranges and high output power, are generally preferred. Various EMC 
tests are available depending on the size of the aircraft. For example, in Figure 
4, EMC testing of two airplanes in the open area and the anechoic chamber are 
given, respectively (Majid, 2018).

Figure 4. EMC testing of two airplanes in the open area and anechoic chamber

Although they do not have a structure as complex as an airplane, helicopters 
have sensitive equipment that can be easily affected by the EM environment 
and the EMIs created by other systems. If proper EMC is not performed, they 
may deviate from their required performance and cause great harm, especially 
loss of life. EM contamination can often reach helicopter systems through the 
antenna, coupling, ground line, power line, or equipment chassis.

There are many studies in which EMC analysis of helicopters is carried 
out both in simulation and experimental environments (Haoyang and Yutang, 
2021; Michałowska et al., 2022; Ji et al., 2022). For example, in a study examining 
the EM radiation to which personnel working in the cabin and surrounding 
areas were exposed by the newly integrated systems of the helicopter, the 
results were compared with limit values. For this purpose, a general-purpose 
helicopter and an attack helicopter were tested. The environmental effects of 
the EM field resulting from the changing frequency values ​​of the radios were 
measured. Electric and magnetic field meter and electric field probe were used 
in the measurements. The image of the S-70A-28D Black Hawk helicopter, one 
of the helicopters on which the tests were carried out, is given in Figure 5 
as an example (Akçam and Şen, 2014). The measured EMC test results were 



 . 249Electrical, Electronics and Communication Engineering

compared with the MIL-STD-464 standard, which specifies the environmental 
impacts and required criteria of EM, especially for munitions of air, sea, space, 
and land systems (MIL-STD-464, 1997).

Today, in addition to airplanes and helicopters, another system whose EMI 
values ​​need to be examined and EMC is expected to be performed accordingly 
is the ‘Unmanned Aerial Vehicle (UAV)’ electronic system. New and updated 
research continues on UAVs, whose popularity has increased in recent years 
in parallel with the development of technology (Wu et al., 2020; Hamdalla et 
al., 2022; Li et al. 2023). In a current study aiming to introduce the strong EMI 
effect that UAVs may encounter during flight, the data link system, flight control 
and navigation system, and power system were specifically examined. As a 
result of the study, the researchers explained that studies aimed at protecting 
UAVs from EMI are still in the early stages, and they emphasized that relevant 
research should be updated as the development of UAVs continues (Zhang et 
al., 2024).

Figure 5. The image of the S-70A-28D Black Hawk helicopter (Akçam and Şen, 2014)

4. CONCLUSIONS

There are many electronic systems called avionics in aircraft. These systems 
and the equipment within them will inevitably interact negatively with each 
other. In this interaction, each element can be both the source of the problem 
and the victim. The interaction that occurs in such environments where electric 
and magnetic fields are high is called EMI. Arrangements that can be made to 
eliminate or reduce the harms of EMI are called EMC. In this study, which 
mentions the effects of EMI on aircraft and the importance of EMC in aviation, 
firstly the EM wave is defined, its theory is explained, its spectrum is shown 



250  . Ali Recai ÇELİK

and its pollution is mentioned. Then, the avionic systems were introduced 
and the harmful effects of EMI on these systems were explained. Then, EMC 
methods were explained by mentioning the criteria and standards required 
ensure successful compatibility. EMC tests applied in airplanes, helicopters, 
and UAVs were examined by reviewing studies in the literature. As a result, it 
was emphasized that if EMC processes are not carried out properly, the quality 
and performance of the aircraft will decrease, and it was shown with examples 
that fatal accidents may occur as well as loss of time and cost. The author plans 
to make both simulation and experimental measurements regarding EMI and 
EMC in the aircraft theoretically mentioned in this study in future studies.
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1.	 Introduction

 The rapid increase in energy consumption is driving the search for new 
energy sources. Due to their sustainability and security, renewable energy 
sources are coming into play at this stage, and interest in renewable energy 
sources (solar, wind, tidal, hydro, geothermal and biomass) is increasing day 
by day. Solar energy, being one of the most abundant, inexhaustible, and clean 
options among renewable energy sources, is also widely preferred due to the 
decreasing installation costs of solar panels over time [1]. Furthermore, the 
rapid development of solar panel production technology and the continuous 
improvement of efficiency have made photovoltaic (PV) systems stand out 
among renewable energy sources [2,3].

According to the 2013-2023 report published by the International 
Renewable Energy Agency (IRENA) in July 2024, the share of renewable 
energy in energy capacity has been increasing every year, reaching 43% in 
2023. The PV system capacity reached 1,411,139 MW in 2023 [4].

PV systems consist of several components, including PV modules, wiring 
equipment, converters, protection elements, and inverters. Failures that may 
occur in these components can negatively impact the system’s operation, 
leading to decreased efficiency. Therefore, diagnosing failures in PV systems 
becomes crucial, and various diagnostic methods are employed for this 
purpose.

In this section, the types of failures that occur in PV systems and the 
smart methods used for diagnosing these failures will be explained in detail, 
with examples from studies in the literature.

2.	 PV System Faults

Faults that may occur in PV systems can happen in the PV cells, electrical 
connections, inverters, MPPT section, or in the cell itself. These faults can be 
long-lasting or short-term temporary issues. Long-lasting faults may include 
cable breakages or PV cell fractures, while temporary faults are caused by 
factors such as shading or soiling [5, 6]. PV system faults can be categorized 
into three main types. These are environmental faults caused by environmental 
conditions, electrical faults resulting from faults in electrical components, 
and physical faults arising from issues such as defects or improper installation 
of PV panels, as shown in Figure 1.
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Fig. 1. PV system faults.

2.1. Environmental Faults

One of the faults caused by environmental conditions in PV systems is 
partial shading faults. Partial shading that occurs during cloud passing over 
the PV system falls under the category of temporary faults, while partial 
shading caused by dirt, dust, or bird droppings is considered a permanent 
fault [7, 8].

Another fault caused by environmental conditions is the hotspot fault. 
This fault occurs when a specific point on the panel overheats and becomes 
overloaded. Hotspot faults arise due to poor soldering or panel contamination. 
Hotspot cells distribute the existing energy, causing an increase in surface 
temperature. If the hotspot cells become permanent, they can damage the 
bypass diodes and lead to open circuit failures [9, 10].

Bypass diode faults are caused by incorrect connections, cracks, fractures, 
hotspots, or loose connections in PV cells. Bypass diodes are located in 
junction boxes of PV modules to ensure safety. In addition to protecting the 
module from hotspots, they reduce damage caused by shading and mismatch 
[11-13]. In the case of a bypass diode fault, efficiency decreases due to power 
loss.

2.2. Physical Faults 

Physical faults are failures caused by microcracks, breaks and 
deteriorations in PV panels. Even if microcracks that occur in PV panels during 
transportation, assembly, production or when exposed to any mechanical 
stress are not noticed during the first operation, the cracks may grow over 



256  . Merve Demirci, Rahim Aytug Ozer

time and cause the panel efficiency to decrease. Since it is not possible to 
repair the cracks, the relevant panel must be replaced [14, 15].

Another physical fault is the internal corrosion that occurs in PV cells. 
The moisture formed inside the panel causes internal corrosion, which is an 
undesirable situation. Since the air and water in the environment should not 
enter the panel, all components must undergo the lamination process with 
vacuum pressure carefully applied [16].

2.3. Electrical Faults

These are faults that occur in inverters or PV arrays in PV systems [17-18]. 
Electrical faults occurring in PV strings include line-line faults, open circuit 
faults, line-ground faults, open short circuit and arc faults [19-21].

Inverter fault: Inverters are one of the most important components 
in PV systems, converting the DC current produced by the panels into AC 
current. High levels of mechanical and thermal stress in power switches can 
lead to faults in the operation of inverters. Additionally, faults that may occur 
in capacitors and driver circuits can also cause inverter faults [17, 18].

MPPT Fault: MPPT faults are caused by malfunctions in the MPPT 
charge controller, MPPT sensor, or current-voltage or temperature sensors 
[17].

Line-Line Fault: These are faults caused by short circuits occurring 
between PV strings in PV systems. They can be caused by mechanical damage 
or faults in cable insulation. Effects of such faults include low efficiency, 
excessive current, or inverter faults [19, 20].

Line-Ground Fault: These are faults caused by short circuits occurring 
between a conductor and the ground, and they are among the most common 
faults in PV systems. Line-ground faults, caused by insulation failures in 
cables, can occur as single-line-to-ground or double-line-to-ground faults. 
Due to the arcs that form at the fault point, they are serious faults because of 
the potential fire risk they pose [19, 20].

Open Circuit Fault: The deterioration or aging of connection cables, 
increased loads, or broken PV modules can cause the electrical connections 
between them to break, leading to a decrease in current levels. In such cases, 
the PV panel is unable to continue producing energy [22].

Short Circuit Fault: Short circuit faults can occur in different subsystems 
of a PV system. A short circuit in a module causes a decrease in the voltage of 
the string while leading to a slight increase in the current [20].

Arc Fault: An arc fault occurs when the current in a PV system jumps 
across two unintended dielectric surfaces or creates a brief intense flash of 
light. These faults are caused by issues in components such as electrical cables 
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and connectors in PV systems. Arc faults can lead to fires, causing damage to 
the system [20].

3.	 Intelligent Faults Diagnosis Methods

Diagnosing faults that may occur during the operation of PV systems 
is crucial for ensuring their smooth operation, preventing a decrease in 
efficiency, and extending their lifespan. For this reason, a variety of methods 
are employed to detect faults. Fault diagnosis methods include those that rely 
on data based on the electrical properties of the PV system, as well as those 
that utilize the visual/thermal characteristics of the system.

Fault diagnosis can be performed by using current and voltage values 
obtained from the I-V curve characterization based on the electrical properties 
of the PV system, measuring the current and voltage values at the output 
of the PV modules, calculating power losses, performing statistical fault 
analysis based on data from various sensors, and utilizing parameters such as 
resistance, inductance, and capacitance of the PV system [23-25].

Fault diagnosis based on the thermal/visual characteristics of a PV system 
is performed using various imaging methods (infrared imaging, ultrasonic 
imaging, electroluminescence imaging, photoluminescence imaging, lock-
in thermography) and visual inspection techniques. In the event of a fault 
in a PV system, a visual inspection is first conducted to determine whether 
the fault can be identified. If necessary, other imaging techniques are used to 
identify which component the fault is located in (wiring equipment, junction 
boxes, diodes, faulty modules, inductors) [26-30].

In recent years, computer-aided intelligent methods have become 
widely used in fault diagnosis, and successful results are being achieved by 
utilizing different input data. In PV systems, electrical and thermal/visual 
characteristics, along with intelligent methods, are also commonly used for 
fault diagnosis.

Intelligent methods used for fault diagnosis in PV systems include 
artificial neural networks, fuzzy logic, and machine learning techniques. 
These methods utilize various data obtained from PV systems to perform fault 
diagnosis, helping to prevent issues such as reduced efficiency, performance 
decline, and system outages.

3.1.	Artificial Neural Network Methods

This methods are used for various purposes in a wide range of fields such 
as engineering, medicine, and education. They are widely used in engineering 
and applied to problems such as classification, regression, and fault diagnosis 
in different fields.
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Artificial neural network-based methods used for PV systems faults 
diagnosis include Probabilistic Neural Network (PNN), Multi-Layer 
Perceptron Neural Network (MLPNN), and Radial Basis Function Neural 
Network (RBFNN).

Probabilistic Neural Network (PNN)

PNN is a supervised classification network model first used by Dr. D.F. 
Specht in 1989 [31]. It is a feedforward neural network that can perform 
classification using a probabilistic approach based on Bayes’ classification 
theory. In the classification process, PNN uses Gaussian kernels and creates 
probability density functions for the classes from the training examples. 
These probability density functions are then used in Bayes’ rule to obtain the 
classification result [32, 33].

The architecture of the PNN algorithm consists of three layers: the input 
layer, the hidden layer composed of the pattern and summation layers, and 
the output layer. Input data is presented to the algorithm, and the first layer 
performs calculations between the input vectors and the learning vectors, 
producing a vector. These elements are then sent to the radial basis transfer 
function, and a probability vector is generated for each input data. In the final 
step, the maximum of these probability vectors is taken to determine the class 
label [34].

The PNN algorithm is widely used in classification tasks due to its 
advantages. Its advantages include: a simple architectural structure, a 
straightforward learning process, fast learning capability, and good error 
tolerance. Additionally, its performance improves with an increase in the 
dataset size [32, 33].

The PNN algorithm is widely used for fault diagnosis in PV systems. In 
a study conducted by Wang et al. [35], a 4x3 PV system was created, and the 
Current-Voltage and Power-Voltage curves of the system were obtained. A 
total of 3985 data points for five different types of faults were collected from 
these curves and used for fault diagnosis with the PNN algorithm. First, the 
dataset was normalized, and a 97% diagnostic accuracy was achieved for 
PNN. In a study conducted by Garoudja et al. [36], the single diode model was 
first used to obtain the data, and PSIM/MATLAB simulations were used to 
validate the data. A total of 11,840 input data points were generated for four 
fault conditions, consisting of four features for both healthy and faulty states. 
A two-stage PNN was proposed for fault diagnosis: in the first stage, fault 
detection was performed, and in the second stage, the root cause of the fault 
was diagnosed. The performance of the proposed PNN algorithm was observed 
to be higher than that of the ANN, both with normal and noisy datasets. In 
the study conducted by Zhu et al. [34], seven features were extracted from the 
I-V and P-V characteristics to diagnose single and multiple fault conditions, 
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resulting in 826 data points. A three-stage PNN was used: in the first stage, 
the system’s normality was detected, in the second stage, single faults in the 
system were identified, and in the third stage, multiple faults were detected. 
The system performance was compared with two different ANN methods.

Multi-layer Perceptron Neural Network (MLPNN)

This algorithm is one of the fundamental artificial intelligence algorithms 
commonly used in classification, regression, and pattern recognition problems 
[37]. It consists of three main layers: input layer, hidden layer and output layer. 
The input data received from the input layer is passed to the hidden layer along 
with the assigned weights, where it is processed using an activation function. 
The results are then transmitted to the output layer through connections to 
obtain the final output [38]. The weights between the layers can be adjusted 
using optimization and backpropagation algorithms, which can improve the 
diagnostic performance of the algorithm [37, 39].

Due to its flexible structure and adaptability, MLPNN can produce 
effective results in complex problems by using hidden layers with different 
numbers of neurons [37]. In the study conducted by Mouaad et al. [37], 
1800 data points were generated from I-V curves in the MATLAB Simulink 
environment to perform fault diagnosis for normal and short-circuit fault 
conditions in PV systems. These data were used to train and test the MLPNN 
algorithm. In the study conducted by Mekki et al. [38], approximately 3000 
data points were obtained from a PV system installed on a laboratory roof at 
the University of Jijel in Algeria, related to partial shading faults. The module’s 
output current and voltage were predicted using the MLPNN model based on 
solar irradiation and PV cell temperature. Baharath et al. [40] used Wavelet 
transform to extract features from the electrical characteristics of the simulated 
PV system in their study, then applied Principal Component Analysis 
(PCA) for feature reduction. They obtained approximately 98% diagnostic 
performance by performing fault diagnosis with the MLPNN algorithm for 
4 different conditions (normal condition, inverter fault, converter fault and 
modulated fault) with a data set consisting of 656 data. They showed that the 
performance of the proposed method is superior to the Radial Basis Function 
Extreme Learning Machine algorithm in the literature. In their study, Haque 
et al. [41] conducted experiments in a laboratory in India, involving the 
normal operation, dusty operation, and hot spot conditions of a PV system. 
They obtained images corresponding to these operating modes using an 
infrared camera. From these images, six different features were extracted 
using Discrete Wavelet Transform, creating a dataset of approximately 2000 
data points. During the training process with the MLPNN algorithm, they 
achieved 100% success, and during testing, 99% accuracy. Additionally, they 
measured the fault detection time of the model during alarm conditions as 9 
seconds.
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Radial Basis Function Neural Network (RBFNN)

This method consists of three layers: input layer, hidden layer and output 
layer. The input data received from the input layer is transferred to the hidden 
layer for processing. The activation functions used here are radial basis functions. 
The data processed in the hidden layer is then transmitted to the output layer, 
and the results are obtained. RBFNN, a supervised learning algorithm, passes 
all the data in the dataset through the network and classifies the test data based 
on the similarity to the data in the input. In this process, the information of the 
training data is stored through the operations in the hidden layer, and based on 
this, the classification of new data is performed [42-44].

Pederson et al. [42], in their study, created 6000 data consisting of nine 
features by simulating the normal, shading, dirty/deteriorated conditions of 
PV systems. They proposed the RBFNN model for fault diagnosis and achieved 
98.9% success. In their study, Kurukuru et al. [44] modeled the PV system 
in MATLAB/Simulink and obtained 7182 data points for 14 different fault 
conditions, including eight different features. They tested the RBFNN model 
proposed for fault diagnosis with different kernel functions, and during the 
test phase, the highest diagnostic accuracy was achieved with dynamic fusion, 
while the lowest diagnostic accuracy was obtained with Gaussian Euclidean. 
The performance of the proposed method was tested at different noise levels 
(20 to 50 dB signal-to-noise ratio (SNR)) and a success rate of 97.52% was 
achieved even at a 52 dB noise level.

3.2. Fuzzy Logic Methods

Fuzzy logic (FL) is a logic system that, unlike classical logic systems, 
focuses on modeling uncertainty and vagueness rather than making strictly 
true or false decisions. FL allows for a more flexible solution to real-world 
problems because, in many cases, data is not completely clear and precise. 
It was developed to better model human decision-making processes and is 
applied in various fields [45, 46].

Fuzzy Logic methods prefer to use interval values instead of exact values. 
This allows for more flexible and realistic results when making decisions. By 
using different membership functions, it establishes connections between 
different categories and aims to achieve the most accurate result. Additionally, 
Fuzzy Logic has a rule-based approach in the form of “if... then.” These rules 
determine the outputs for the input data through mathematical operations. To 
generate outputs for the input data, the steps of fuzzification, fuzzy inference, 
and defuzzification are applied. First, in the fuzzification step, the data is 
expressed as fuzzy values. Then, in the fuzzy inference step, outputs are derived 
from fuzzy rules based on the information. Finally, in the defuzzification step, 
the fuzzy results are processed and converted into concrete/numerical values 
[47, 48].



 . 261Electrical, Electronics and Communication Engineering

The greatest advantage of fuzzy logic methods is their ability to be used in 
situations with uncertain, ambiguous, or incomplete data. They are commonly 
used in fault diagnosis, decision-making processes, and control systems in 
various fields.

In PV systems, when using fuzzy methods for fault diagnosis, the first step is 
to obtain parameters from thermal images, sensors, or electrical characteristics 
in the PV system in order to create fuzzy rules. A database containing 
corresponding faults is then created. Next, membership functions are generated 
using traditional methods. To determine the fuzzy diagnostic results, the 
three stages of fuzzy logic-based evaluation (fuzzification, fuzzy inference, and 
defuzzification) are completed. Finally, the fault diagnosis is performed.

Diminish et al. [49] diagnosed faults related to shading fault in PV systems 
using fuzzy logic, based on voltage and power ratio information in their study. 
They used LabVIEW software for data logging and monitoring the PV system, 
achieving a minimum fault diagnosis success rate of 98.8%. Belaout et al. [50] 
collected 2730 data from a PV system using an emulator in their study and 
employed Adaptive Neuro Fuzzy Inference System (ANFIS) method to classify 
the system’s status into five different states. They compared the performance 
of ANFIS with that of an Artificial Neural Network (ANN). Spatura et al. [51] 
obtained data from I-V characteristics for increased series resistance losses 
condition, partial shading and potential-induced degradation conditions, 
and performed fault diagnosis using the fuzzy logic method. Zhao et al. [52] 
modeled a 3x13 PV array in MATLAB Simulink, and then experimentally 
collected 200 data points. They used the Fuzzy C-Means Clustering Method 
for the diagnosis of partial shading and short circuit faults, achieving a 96% 
diagnostic performance.

3.3. Machine Learning Methods

This methods are algorithms that enable computers to behave and think 
like humans with the help of algorithms. Initially, they allow computer software 
to learn from existing data and experiences in similar situations. Later, the 
computer system that has learned from these experiences draws conclusions 
about new situations [53]. Machine learning methods have become one of the 
most widely used techniques due to their computational capability and the 
continuous improvement of this capability.

Machine learning methods, widely used in various fields, are also 
commonly applied in fault diagnosis, following a series of steps. In fault 
diagnosis using ML methods, the first step is to select and prepare the dataset 
to be used. Next, the appropriate algorithm is chosen and trained with the 
dataset. To improve the algorithm’s performance, the results are evaluated 
and then implemented. The model is tested with test data, and prediction 
results are obtained.
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Machine learning methods are also widely used in fault diagnosis in PV 
systems. These methods are frequently employed for early fault detection, 
improving system efficiency, and reducing maintenance costs. Commonly 
used ML algorithms for fault diagnosis in PV systems include Support Vector 
Machine (SVM), K-Nearest Neighbors (kNN), Random Forest (RF), and 
Decision Tree (DT).

Support Vector Machine (SVM)

This algorithm is one of the machine learning methods introduced by 
Vapnik in 1979, which is widely used in regression and classification problems 
[54]. It is frequently preferred because it produces effective results in both linear 
and nonlinear classification problems. In the classification process, it works 
based on the principle of determining the optimal separating hyperplane by 
maximizing the margin (the distance between the data points) between the 
data points [55, 56].

SVM aims to achieve results by using different kernel functions in 
nonlinear classification problems. Kernel functions increase the diagnostic 
accuracy in the classification process by mapping the data to a higher 
dimensional space. Kernel functions are highly effective when working with 
complex data. Commonly used kernel functions include: polynomial kernel, 
Linear kernel, radial basis kernel and sigmoid kernel [55].

The SVM algorithm is frequently preferred due to its strong generalization 
ability in problems with large amounts of data, its capability to minimize 
structural risks, its ability to produce high-accuracy results, and its 
effectiveness in handling complex situations. However, the performance of 
SVM is negatively affected when the dataset is small or the data quality is low 
[57].

The SVM algorithm is commonly used for fault diagnosis in PV systems. 
Wang et al. [57] applied the SVM algorithm to diagnose short circuit, open 
circuit, and irradiation deficiency faults. They used information such as 
maximum power current, maximum power voltage, short-circuit current 
and open-circuit voltage from the I-V curves as input data. During the 
preprocessing step, k-means clustering and the hot-decking methods were 
applied to a dataset consisting of 697 collected data points. For optimization of 
the SVM parameters, grid search and k-fold cross-validation were used. They 
achieved an accuracy of 98.72% during the training phase and 97% during 
the testing phase. Yi et al. [58] used current and voltage information instead 
of sensor data to detect line-line faults in PV systems, and they extracted 
features using multiresolution signal decomposition. Then, fault diagnosis 
was performed using the SVM algorithm with a dataset of 177 data. Chen 
et al. [59] worked on fault diagnosis in PV systems for short circuit faults, 
open circuit faults, normal conditions, and partial shading conditions. They 
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prepared the PV system both in simulation and experimentally, obtaining 
two different datasets. To determine the most effective features in the 
obtained datasets, they used Principal Component Analysis and performed 
fault diagnosis with the SVM algorithm. Winston et al. [60] performed fault 
diagnosis in PV systems affected by hotspots and microcracks using open-
circuit voltage, solar irradiance, short-circuit current, internal impedance, 
panel temperature, and power loss percentage as input data. They applied 
SVM and artificial intelligence methods for fault diagnosis. Using 1505 data, 
they achieved an accuracy of 99% with the SVM.

K Nearest Neighbors Algorithm (KNN)

This) algorithm is one of the supervised machine learning methods 
commonly used in classification and regression problems, which makes 
predictions by considering the similarities between data points. The KNN 
algorithm makes decisions by looking at the classes of a data point and its nearest 
neighbors. Therefore, in the KNN algorithm, the number of K-neighbors and 
the distance measurement method are important parameters. The number of 
K-neighbors indicates how many neighbors’ labels will be considered, while 
the distance measurement method refers to the techniques used to measure 
the distance between the unlabeled data and its neighbors [61, 62].

The KNN algorithm is preferred due to its simple structure, ease of 
understanding, good performance, and ability to work with high-dimensional 
data. Challenges encountered with the KNN algorithm include an imbalanced 
dataset, improper selection of the number of neighbors, differences in scaling 
between features, and the computational cost that arises with large datasets 
[61].

The KNN algorithm is commonly used in fault diagnosis of PV systems, 
and successful results can be achieved through proper parameter selection 
and optimization, especially in the case of large datasets. Harrou et al. [61] 
proposed a Shewart-based KNN algorithm for detecting faults on the DC side 
of PV systems but observed that the proposed method could not detect partial 
shading. Maouleloued et al. [62] proposed a modified KNN algorithm for 
detecting faults caused by short circuits and disconnections between strings in 
PV systems. The input dataset was composed of cell temperature, irradiance, 
and the current and voltage values observed at the maximum power point. 
To convert multi-class classification to binary classification operation, 
they combined the KNN algorithm with the Giza Pyramid Construction 
Algorithm, achieving better performance compared to SVM, DT, and RF 
algorithms. Patil et al. [63] used the Multi-Resolution Signal Decomposition 
(MSD) technique along with fuzzy logic and KNN for detecting line-line and 
line-ground faults.
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Decision Tree (DT)

The DT algorithm, which is commonly used in classification, estimation 
and regression problems, is one of the supervised machine learning algorithms. 
The DT algorithm analyzes patterns and relationships within the data, thereby 
creating a tree-like structure for decision-making. The DT structure primarily 
consists of root, branch, and leaf nodes. The roots represent the dataset, while 
the branches include decision stages that allow the data to be split according to 
specific rules and lead to the final outcome. The leaves are the sections where 
the outputs are obtained [64].

The DT algorithm, with its simple and easily understandable structure, 
fast prediction capability, and high performance, offers several advantages. 
However, its disadvantages include performance issues with large datasets, 
the need for preprocessing in datasets, and its tendency to overfitting [65].

The DT algorithm is widely used in fault diagnosis of PV systems due to 
its advantages. In their study, Zhao et al. [65] set up a small grid-connected 
PV system to simulate faults under real operating conditions. They applied 
data cleaning to the collected data for detecting line-line faults, shading and 
open circuit faults, and added different attributes to improve the performance 
of the DT algorithm. In the classification process performed in WEKA, they 
used 764,529 examples and achieved near 100% accuracy. Benkercha et al. [66] 
applied a two-stage diagnostic model using ambient temperature, power ratio, 
and irradiance features in the DT algorithm. In the first stage, they classified 
the PV system as faulty or healthy, and in the second stage, they classified the 
faulty PV system into four different conditions.

Random Forest (RF)

It is one of the supervised machine learning algorithms used in 
classification and regression tasks. It is an ensemble learning algorithm, which 
emerged to address the disadvantages of decision tree (DT) algorithms and 
consists of a combination of multiple tree structures. Subsets created from 
the dataset are used to obtain prediction results with different trees. The final 
result is obtained by applying majority voting to the outcomes of all decision 
trees [67, 68].

n the RF algorithm, multiple DT algorithms are used to reduce the risk of 
overfitting and make it easier to handle noisy data. It has advantages such as 
handling high-dimensional data, high accuracy, and ease of implementation. 
Its disadvantages include computational cost, performance degradation in 
imbalanced data situations, and reduced interpretability compared to DT [67].

Due to its advantages, the RF algorithm is used in fault diagnosis in PV 
systems. Yang et al. [67] proposed the RF algorithm for fault diagnosis in 
PV systems in their study. They used the Synthetic Minority Oversampling 
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Technique (SMOTE) and random undersampling methods for imbalanced 
datasets. By performing feature reduction using the Modified Independent 
Component Analysis technique, they enhanced the RF performance and 
achieved an accuracy of approximately 100%. Amiri et al. [68] proposed 
a two-stage RF for fault detection and diagnosis. By using the Modified 
Grey Wolf Optimization method to obtain the parameters, they achieved a 
performance of 99.4% for fault detection and diagnosis. In their study, Chen et 
al. [69] used simulation and experimental data for fault diagnosis of line-line 
faults and mismatch faults in PV systems with the RF algorithm. To achieve 
high performance with low computational load in the RF algorithm, they 
performed parameter optimization using the grid search algorithm.

4.	 Conclusion

This chapter covers the environmental, electrical, and physical faults that 
occur in PV systems. These faults and their effects are explained in detail. 
The smart methods commonly used in the literature for fault diagnosis in PV 
systems have been examined under three headings: artificial neural network 
methods, fuzzy methods, and machine learning methods. Their advantages 
and disadvantages are discussed. Examples of studies conducted in the 
literature are provided.
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