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1. INTRODUCTION

With the discovery of semiconductors in 1948 and the use of transistors
in 1950, computers moved to a new extension. Computers that are smaller and
consume less energy than before have begun to be produced. In 1970, Intel
company designed the microprocessor, which is considered the brain of the
computer, as a single integrated circuit. A simple microprocessor system
consisting of memory, input/output units and processor was later named
microcontroller by integrating the mentioned elements into a single
integrated system. Since the trimmed features of the units that make up the
microprocessor system are used in the microcontroller system, the cost has
decreased, it has become easier to program, and therefore its dimensions have
become smaller [1].

Many people are not even aware of microcontrollers, which are found
in many devices used in daily life. However, hundreds of millions of
microcontrollers are used by the industry every year, and each person sees or
uses at least 50 to 100 microcontroller devices on average. According to source
[2], microcontrollers are used almost everywhere nowadays; alarm clocks,
microwave ovens, dishwashers, washing machines, refrigerators, cars,
robotics, mobile phones, photocopiers, air conditioners, industrial machines
and credit card POS machines, etc. Microcontrollers; CPU (Central Process
Unit) is also introduced as integrated circuit, microcontroller, microcomputer
or embedded computer systems. Microcontrollers are constantly being
developed and their features and performance are being increased. Apart from
their familiar uses, microcontrollers are constantly opening new areas of use
in industry and our daily lives [1].

Microcontrollers previously had a structure that had completely digital
inputs and outputs and performed control functions digitally. Since only
digital input-output controls are insufficient in modern industrial systems,
analog signal processing and various environmental control units have begun
to be added to microcontrollers produced in recent years. In particular, the
widespread use of A/D (Analog/Digital) and D/A (Digital/Analog) converters

has encouraged manufacturers to place these units in a single chip [2]. Thus,
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memory, input/output (I/O) subsystems, RAM, ROM, EPROM, EEPROM,
timers, A/D or D/A converters in a single chip can be embedded in many
applications of these microcontrollers, directly and alone. It allows them to be
used for control purposes with much simpler and cheaper interface techniques
than microprocessors [3]. Today, there are many companies producing
microprocessors and microcontrollers. The most important of these are Intel,
Atmel, Texas Instruments, Philips, Siemens, Microchip, Hitachi, Mitsubishi,
Analog Devices, Motorola and Renesas Technology companies. According to
1995 statistical reports, Intel has the largest market share, with over 70%
market share [3].

In this study, information about microprocessors and microcontrollers,
their architectures, memory types, etc. Information was given and the
frequently used microcontrollers produced by Microchip and Atmel
companies and their features were examined. The application was
implemented using the PIC16F877A developed by Microchip and the
Arduino Due development platform, a product of Atmel. Analog-to-digital
converter (ADC) and digital-to-analog converter (DAC) applications were
made with these controllers, and the results were examined both in simulation
and experimentally. The software was made using the Micro ¢ PRO program
for the PIC16f877A microcontroller and the simulation was made in the ISIS
subprogram of Proteus 7 Professional. Arduino Due's interface program was
used for its software, the circuit was established and the results were observed
on the oscilloscope. Speed performances and programmability of

microcontrollers were examined.

2. Microprocessors

A microprocessor is an integrated circuit that is responsible for running
programs in a computer system and controls all components centrally [4]. The
first microprocessor was Intel's 4004, which was produced in 1971 for a
calculator. This is the first general-purpose calculator built for use in processor
calculators. It was called a 4-bit processor because the data it could process at

a time was 4 bits. Between 1974 and 1976, 8-bit microprocessors, which can
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be called the first general-purpose microprocessors, were designed [5]. To use
microprocessors, some basic components such as memory, input/output units

and peripheral units are needed, as seen in Figure 1.

Input / Output unit: It consists of digital, analog and special functions and

allows the microprocessor to communicate with the outside world.

CPU (Central Processing Unit): It is the most basic function and organizer
of the system. It is called the brain of the computer. It operates in word lengths
of 4, 8, 16, 32 and 64 bits to execute instructions, perform calculations and

coordinate data.

Memory: Can be RAM, ROM, PROM, EPROM, EEPROM or any

combination of these. This unit is used to store programs and data [6].

Peripheral - .
units “ﬁﬁ ﬁ

Figure 1. Basic components of a microprocessor system

2.1 Features that Distinguish Microprocessors from Each Other
2.1.1. Word Length

The number of bits that the microprocessor can process in each clock
pulse is called word length. During this time, processors interpret
instructions or perform operations on data in memory. The word length is
equal to the bus length. The processor is defined by the word length it can
process in each clock pulse. Processors are classified as four, eight, sixteen,

thirty-two and sixty-four bits [1].
2.1.2. Command Processing Rate

Clock signals are needed for microprocessors to operate. The CPU
moves to the next processing step at each clock signal. When examining the
speed of the processor, it is necessary to look at the clock frequency and

command cycle times. Clock frequency is the frequency of the oscillator
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applied externally to the microprocessor or located inside the processor.

Command cycle time is the time taken for any command to complete its task

[1].
2.1.3. Addressing Capacity

A processor's addressing capacity is the size of the memory area it can
address or directly access. This size depends on the number of address lines of
the processor. The number of this line also determines the amount of memory

that can be used in the system to be designed [1].
2.1.4. Number of Recorders

Registers in microprocessors are divided into two groups: general
purpose registers and special purpose registers. All microprocessors have
registers with different features and numbers assigned to different tasks, which
we can include in these groups. These registers can be 8, 16, 32 and 64-bit. The
number of registers not only makes the programmer's job easier, but also

makes the program simpler and more understandable [1].
2.1.5. Different Addressing Modes

Different access methods are used to retrieve the data required to
process an instruction from a memory region, to put it in a memory region,
or to change it between memory-register or register-register. Different ways
of accessing the information that the microprocessor will process are referred
to as 'addressing methods'. Having different ways to access data in any
memory region in many different ways provides flexibility to the programmer.
Some addressing types that make up the addressing modes are: Direct
addressing, Indirect addressing, Data-defined addressing, Register addressing,
Absolute addressing, Relative addressing, Indexed addressing, Accumulator

and implied addressing [1].
2.1.6. Compatibility with Additional Circuits

Circuits to be added to the microprocessor system must operate at least

at processor speed. It should be preferred that the memory ICs to be added to
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the system have the same speed as the processor. Likewise, the speeds and
performances of the input and output units installed in the system should be
the same or very close to the microprocessor. If the speed of the units installed
in the system is lower than the microprocessor, the speed of the

microprocessor decreases due to the slowness of other elements [1].
2.2. Communication Ways in the Central Processor Unit

In addition to the lines carrying the commands to be processed in the
microprocessor, there are lines carrying the data to be processed and lines
carrying the signals that control the interrupt operations. The same lines are
used to send the data to be processed to the processor or to transfer the
processed data to the appropriate units. All these paths are called
communication paths. There are basically three buses used in a

microprocessor: data, address and control [1].
2.2.1.Data Bus

The lines used to send data from the central processing unit to the
memory and input / output units or to transfer data from these units to the
processor are called data buses. Data bus width is directly related to the
structure of the microprocessor, microprocessor register width and the word
length used. In 8-bit microprocessors, the data bus contains 8 lines, while in
16-bit processors it contains 16 lines. Since the data transmitted to the
microprocessor for processing is transmitted over the data bus, or the data
processed in the microprocessor is sent to the relevant units over the data bus,

two-way communication is possible on the data path [1].

Central Processing Memory Buffers
Unit RAM  ROM '
Buffers Buffers /O Unit

t;\'g

Figure 2. Data transfer from memory unit to processor using bus
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The data in the memory that needs to be processed by the CPU is
transmitted over the data bus. Buffers are used as shown in Figure 2 in order
to keep the data for a short time when placing the data in memory on the lines
or transferring the data from the lines to the CPU. Registers are used as
buffers. The input/output (I/O) unit is used as an interface to transmit data
processed in the CPU to external elements or to send data from external
elements to the CPU. The data bus shown in Figure 3 is used to transmit data
between the CPU and the I/O unit. The data coming to the I/O unit over the
bus is sent to units such as keyboard, monitor, printer and scanner over the
bus using buffers, or the information from these units is transferred to the
CPU [1].

Central Processing Memory Buffers
Unit RAM  ROM
Buffers Buffers /0 Unit

] L

Figure 3. Transmission of data processed in the processor to the I/O unit

using the data bus
2.2.2. Address Path

The lines used to carry information representing the address region
where data will be received (read) or data will be sent (written) are called
address buses. The address bus is unidirectional and has a structure that
allows parallel communication. Data processed in the CPU may need to be
stored in memory or sent to other elements. In this case, the address of the
place where the data will be stored or sent is placed on the address bus with

the help of the PC in the microprocessor.
2.2.3. Control Path

The lines used to transmit signals that regulate the relationship between
units in the microprocessor system are called control paths. Since the

instruction set of each microprocessor and the signals used for certain
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purposes are different, each microprocessor may have a control path

containing a different number of lines.

3. Microprocessor Architectures

3.1. Microprocessor Architectures in Terms of Memory Organization

Microprocessors and microcontrollers are designed on one of two
architectures called Von Neuman and Harvard in terms of memory usage.
Von Neuman architecture was designed by Princeton University and, as the
name suggests, by Harvard University. Although the Von Neuman
architecture, which was suitable for the technology of that day, was preferred,
as the technology became more suitable in the following years, the Harvard
architecture became the standard, especially in microcontroller design, in the
late 1970s. Today, there are also microcontrollers (MAXQ family) that include
the features of both architectural structures. These microcontrollers have a
mixed architecture and achieve performance increases by using the superior

features of the two architectures [7].

3.1.1. Von Neuman Architecture

The separation of the processing unit from the memory unit is the most
important feature of this architecture. In the 'Von Neuman Architecture’,
where the same memory is used for commands and data, the general structure
of which is given in Figure 4, commands and data are transmitted using the
same path. This situation requires data-related communication systems to
wait for command-related communication operations in cases where
commands and data need to be transmitted. In microprocessors using 'Von
Neuman Architecture’, after the commands are taken from the memory, they
are decoded and the necessary operations are performed and the obtained
results are sent back to the memory. During these operations, a phenomenon
called bottleneck may occur in the system because the speed of the paths
cannot keep up with the speed of the microprocessor. In addition to this

drawback, another undesirable process that may occur is that since data and
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instructions are sequentially located in the same memory, there is a high

possibility of these two information being mixed [8].

command

Program decoder

RAM/ROM

Stack
RAM Memory

processor and
interfacelunit built-in registers

Control

h

Figure 4. Von Neuman Architecture

A cache system has been developed to eliminate the two detailed
drawbacks and to increase the performance of systems using Von Neuman
Architecture. Caches are used to bring the commands and data to be processed
from the main memory and keep them in a memory close to the processing
unit. Commands and data taken from the main memory are placed in separate
caches, ensuring parsing and eliminating the bottleneck. Today's personal
computers also work on the Von Neuman architecture. There is only one
memory (RAM) in the system and all commands and data are stored in the
same environment. While the majority of microprocessor systems work in
Von Neuman architecture, most microcontroller systems work in Harvard

architecture [8].

3.1.2. Harvard Architecture

In microprocessor systems using 'Harvard Architecture, where
commands and data-related information are stored in separate memories, the
paths used to transmit data and commands are independent from each other,
as seen in Figure 5. The different paths used for transmission make it possible
to transmit data and commands at the same time. In other words, while the
command code is read from memory, the data needed during the execution of

the command can be read from the data memory [8].
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command

decoder
RAM

Program

ROM PC Stack Register
Space

Adress
processor

interface 4%"

x8 x12 (14, 16)

ROM
(program)

Figure 5. Harvard Architecture

3.2. Microprocessor Architectures in Terms of Command Processing

Techniques

With the use of different instruction sets in microprocessors, two

different microprocessor /microcontroller architectures have emerged:

« Complex Instruction Set Computer -CISC
« Reduced Instruction Set Computer -RISC

3.2.1. CISC Architecture

In the 70s, when Intel's processor series based on the X86 architecture
emerged, some scientists who advocated supporting high-level languages by
using these elements economically, due to the expensive and limited RAM,
came together and developed the CISC architecture. This architecture; It was

developed to provide easy programming and active memory usage. Although
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it makes the design very complex, it simplifies the software [9]. In
microprocessor systems developed with the CISC design philosophy, the
command processing technique called 'cascaded command processing'

technique, in which only one command is processed at a time, is used.
Advantages of CISC Architecture

e Microprogramming is as easy as executing assembly language and is
cheaper than the control unit in the system.

e The newly developed microcomputer supports the assembly language
of the previous one.

e Fewer commands are used to execute a given task. Thus, memory is
used more effectively.

e Since microprogram instruction sets are written similarly to the
structures of high-level languages, the compiler does not have to be

complex.

Disadvantages of CISC Architecture

e  With each developed microprocessor, the instruction code and chip
hardware have become more complex.

e Thetranslation time of each command is not the same. Since different
commands run at different cycle times, they will reduce the
performance of the machine.

e Not all existing commands can be used in a program.

e Flag bits need to be taken into consideration when processing
commands. This means additional time. It affects the operation of the

microprocessor.
3.2.2. RISC Architecture
RISC architecture was systematically developed by companies such as

IBM, Apple and Motorola. As memory speed increased in this architecture

and high-level languages replaced assembly language, the main advantages of
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CISC began to become obsolete. RISC's philosophy is based on three basic
principles [6].

e All commands must be executed in a single cycle:

e Memory should be accessed only with “load” and “store”
instructions.

e All execution units must be run from hardware without using

microcode [6].

Advantages of RISC Architecture

e They run faster thanks to the reduced instruction set.
e They use fewer chips because their instruction sets are simplified.

e They can be designed more quickly than CISC processors.

Disadvantages of RISC Architecture

e A RISC architecture processor does not support the instruction set of

an older microprocessor from the same family.

4. Memory and Memory Types

Memory units are used to store the program that will direct the
operation of the computer and the data on which the program will work. In
the early days of the computer, mechanical gears and punched cards were used
as memory. In electronic computers, relays were first used and later core
memories were used. More recently, the memories used are based on

semiconductor technology [10].

Semiconductor memories require energy to keep the data written to the
memory. Therefore, cutting the supply voltage causes the information to be
lost. Various methods have been developed over time to eliminate this

disadvantage. Semiconductor memories are divided into two in terms of
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storing information. Read Only Memory (ROM) and Random Access
Memory (RAM) [10].

4.1. Read Only Memory - ROM

Writing information to this type of memory occurs during the
production of the memory. These memory types are also called “Factory Mask
ROM”. The masks used when making memories from semiconductor
materials are prepared in a way that creates the information that the memory
should contain. As a result, the memory produced is produced with the
desired information. However, it is not possible to delete the information in
the memory and reprogram the memory. The fact that ROMs can only be
programmed during production and the programs inside cannot be changed

can be seen as an important limitation [10].
4.2. Programmable ROM Memory (PROM)

At the moment they are produced, all cells are memories loaded with logic
0 or 1. There is a fuse in each cell. Fuses can be increased through a special
method and device. If a cell's fuse is blown, it means that the logical position
of that cell has changed. It is also called OTPROM (One Time Programmable
ROM) [10]. This type of memory cannot be reprogrammed. It can only be

programmed once.
4.3. Erasable Programmable ROM Memory (EPROM)

Programming is done by applying an electrical signal to the memory
cells. The saved information is not deleted when the power is cut off. To
prevent the program in the "EPROM" from being deleted, the glass window
part should be covered with light-proof tape. To rewrite the EPROM memory,
the tape on the "EPROM" must be removed and kept under ultraviolet for a
certain period. In this way, the information inside can be deleted. Thus, the
product becomes reprogrammable and can be used repeatedly to try different

programs and operate the device [1].
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4.4, Electronically Erasable Programmable ROM Memory (EEPROM)

The most advanced of erasable and programmable memories are
electrically erasable memories. In these memory units, a desired value can be
recorded in the memory cells and the recorded data remains in memory until
a new write operation. Special methods and devices are also used to write data
to EEPROMs. In fact, erasing EEPROM means the same as erasing EPROM
[10].

4.5. Random Access Memory - RAM

RAM is the unit where all kinds of variables are located and temporary
operations are performed during the microprocessor's operation. Since any
address is accessed without following a special order, it is called Random
Access Memory - RAM. Since RAM-type ICs are used for both writing and
reading, the CPU must send reading R (Read) and W (Write) signals when
controlling these ICs. In addition, there is an integrated selection (CS = Chip
Select) pin that will enable the integrated circuit to become active at any time
and it operates with an active low (0 Volt). These memories, each bit of which
is a flip-flop circuit, operate with very low power consumption due to their

ability to store the information (0 or 1) until a new trigger signal arrives [11].
4.6. Flash Memory

While EEPROM is written in byte-by-byte (2 byte-4 byte) blocks, in
FLASH the block size can be variable and larger. For example, while the time
required to program 1 byte in EEPROM is 1 ms, the time required for 32
Kbytes in FLASH is 10 ms [10].

5. Microcontrollers

Microcontrollers are control devices that are combined into a single
chip by adding at least input-output interfaces and a memory module to
microprocessors, and are widely used today, especially in embedded systems.
In addition to input-output interfaces and memory modules, microcontrollers

can also contain very practical modules that reduce the complexity of



International Studies in the Field of Electrical Electronics and Communications Engineering * 15

applications, such as analog-digital converter, serial input-output interface,
pulse signal output, USB connection controller and infrared. These modules

differ depending on the selected microcontroller family and model [12].
5.1. Advantages Provided by Microcontrollers

Microcontrollers have some advantages over microprocessors. These

advantages can be listed as follows;

e The design and use of a microprocessor system is more complex and
costly than a microcontroller system.

e For a microcontroller system to work, it is sufficient to have the
element itself and an oscillator source.

e The fact that microcontrollers are small and cheap allows them to be

used in all electronic control circuits [1].

5.2. Differences Between Microprocessor and Microcontroller

Microprocessor is a system that works according to the binary number
system, processes command sequences, performs arithmatic and logical
operations and controls them. Microcontrollers are microprocessor systems
that regulate and program input and output units and contain these extra
peripheral units [2]. Accordingly, in order to determine the differences
between microprocessor and microcontroller, we need to examine the

hardware of both and the areas in which they are used [11].

Hardware  Comparison:  Microprocessors  have  control  units,
arithmetic/logical units and memory units. Microcontrollers, in addition to
microprocessors, contain various peripheral units such as internal data and
code memory, timer/counter, interrupt controller, serial/parallel interfaces,

address bus and data bus.

Application Areas: A microprocessor system provides high efficiency when
used to execute various user programs, process large amounts of data, and

perform sensitive numerical calculations. A microcontroller-based system, on
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the other hand, is a comprehensive system in which a constant program is

executed that does not require reprogramming [13].
5.3. Criteria to Consider in Microcontroller Selection

We can list the criteria to consider when choosing a microcontroller as

follows.

Cost and Availability: The primary feature desired when choosing a
microcontroller is that the selected microcontroller has a low cost and is

widely available in the market [13].

Operating Speed of the Microcontroller: In applications where time is
effective, the speed of the product to be selected is very important. The
operating speed of the microcontroller depends on the operating frequency,

single command processing time and data storage size [13].

Memory Size and Type: Memory size directly affects the program to be
written for the application. Nowadays, controllers that use EEPROM or
FLASH as program memory, which can be written/erased as many times as

desired, are preferred because they enable program development [13].

Number of Input/Output Ports: It is determined according to the needs of

the applications.

Number of Timers/Counters: This unit is very important for applications as
it is used in many operations that need to be carried out at regular intervals,
counting signals connected to external input, adjusting the data transmission

speed in serial communication, generating PWM signals, etc. [13].

Analog/Digital Converter: Today, analog/digital converters are required in
most industrial applications. Thus, manufacturers make sure that these
converters are included in the microcontroller. Two features that should be
considered in A/D converters are the number of bits that show the
measurement sensitivity and the number of channels that show how many

different points it can measure from [13].
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Energy Saving: The controller to be selected must have low power and sleep

modes.

Development Tools: An important factor is that the assemblers and C
compilers used in applications made with the controller are easy to find and

have low costs [13].
5.4. Microcontrollers Used in Industry

Many microcontrollers produced today also have interfaces and
special—purpose registers such as PWM, ADC, USB, USART, CAN, SP], and
I’C, depending on their features and types. Microcontrollers, which were
initially produced by 'Intel' and 'Texas Instruments’ companies, are now
produced by many companies (Motorola, Microchip, Hitachi, Siemens, AMD,
Intel, Atmel, Dallas Semiconductor, etc.) [1-4]. Today, the usage areas of
microcontrollers can be divided into 10 basic groups according to needs [14].
These are the Defense Industry, Space Research Systems, Toys, Automobiles,
Home Electronics, Wireless Network Devices, Medical Devices, Control

Systems, Robots, Network Systems, etc.

There are at least 4 basic features desired in microcontrollers used in
applications. These desired features can be listed according to application

areas as in table 1 [14].

Table 1. Features Required from Microcontrollers According to Application

Areas [14]
Scope of
oo Desired Features
application
Defense Cpu Memory Power
Reliability .
industry Performance Performance Consumption
Space Research Cpu Memory Power
Reliability
Systems Performance Performance Consumption
Power
Toys Longevity . Reliability Timer/Counter
Consumption
Power
Automobiles Reliability I/O Units . Timer/Counter
Consumption
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Home Memory
Reliability Longevity Timer/Counter
Electronics Performance
Wireless
. Memory
Network I/0O Units Reliability Longevity
Performance
Devices
Medical CPU Memory
A/D Converters | Timer/Counter
Devices Performance Performance
Control . A/D o CPU
Timer/Counter i} Reliability
Systems Converters Performance
Robots Reliability Longevity Timer/Counter /0O Units
Network Power A/D
Reliability I/0O Units
Systems Consumption Converters

5.4.1 Microchip PIC Microcontrollers

Since 1990, Microchip has been producing dozens of types of microcontrollers

with special hardware add-ons based on 8-bit architecture. This company also

released its new microcontroller with 16-bit architecture called dsPIC in 2004.

8-bit microcontrollers use an 8-bit data bus, and 16-bit microcontrollers use a

16-bit data bus. Some companies, such as Microchip, unlike others, add

various

hardware (ADC, DAC, etc.) that may be required for applications to

the microcontroller. Thus, the additional cost of using this hardware

externally can be reduced. Advantages of PIC microcontrollers;

v
v

They are easy to find in the market and have many varieties.

The hardware required for programming is very simple and free
circuit diagrams are easily available.

Software development tools required for programming are provided
free of charge by Microchip.

Its RISC architecture allows it to be easily programmed with a small
number of commands.

Availability of paid/free software that allows programming in high
and mid-level languages such as Basic and C.

Availability of large amounts of sample applications and resources as

a result of widespread use
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v Application notes written by Microchip facilitate application
development.

v" Producing it with a DIP sleeve structure facilitates card design [6].

5.4.1.1 PIC Architecture

Harvard architecture (RISC structure) is used in microcontrollers
produced by Microchip. For this reason, the program and data memory of PIC
microcontrollers are separate from each other. Due to their RISC structure,
PICs can be programmed with very few commands. The length of the program
bus of PIC microcontrollers is variable. Microchip company uses the "word
length" criterion when dividing its microcontrollers into families. PIC families
differ from each other by their features such as the memory structure used,
operating frequency, number of inputs/outputs and special-purpose
hardware. Among these technological differences, the primary thing to know

is the memory structure [6].
5.4.1.2 PIC Program Memory

PIC microcontrollers are produced with three types of memory structures.
These are called ROM, EPROM and FLASH memory. Flash memory type is
structurally different from EEPROM. Flash memory structure is more
suitable for storing larger amounts of data and its power consumption is less.
For these reasons, the program memory in PICs is Flash and the data
memory is EEPROM. For PIC microcontrollers with ROM memory, a
program is written once during production and the written program cannot

be changed again [6].
5.4.1.3. General Features of PIC16F877 Microcontroller

e The PIC 16F87X series carries the features of the PIC 16CXX family.
e Harvard architecture was used in PIC- [6CXX:
e They are designed according to RISC architecture.

e External architecture: 40 pins as in Figure 6
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WCLRAVPRTHY ——= [ L/ 40 [] =—= RB7/PGD

F
RAQANO =—s [] 2 39 [] =—» RBSPGC
RAT/ANT =—= [ 3 38 [] =—= RBS

RAZANZIVREF- +—w [] 4 37 [] +—+ RB4

RAJANINVREF+ = [] 5 36 [] =—» RBIPGM

RA4TOCK! = [ 6 35[] =—= RB2
RAS/ANATS =—= [] 7 34 [] =—= RAB1
REQ/AD/ANS =— [] 8 33 [] =—= RBOINT
RE1WR/ANE =—= [ g 32 [ =—— WvoD
RE2TT/AN7 =— [] 10 31 [] =— Vss

Voo — [ 11 [ «—= RD7/PSP7

Vss — w [|12
OSCUCLKIN — [ 13
OSCZICLKOUT w—— [ 14

20 [] =—= RADS/PSPE
28 [] +—+ RDS/PSPS
27 [] «—= RD4/PSP4

¥.18/27849101d

RCOTI0SOMCK ——s [ 15 26 [] =—= RC7/RXDT
RC1TIOSHCCPZ +— [ 16 25 [] +—+ RCE/TX/CK
RC2/CCP1 w—a [] 17 24 [] =—a RCS5/SDO
RC3/SCK/SCL =— [] 18 23 [] =—= RC4/SDISDA
RDO/PSPO =— [] 19 22 [] =—» RD3PSP3
RD1PSP1 == [] 20 21 [] =—= RD2/PSP2

Figure 6 PIC16F87X External Architecture and Appearance

5.4.2. ATMEL AVR Family Microcontrollers

AVR is a RISC-based microcontroller family with Harvard architecture
produced by Atmel. AVR, a cheap and fast microcontroller, has advanced
features. It has write-erase memory with capacities ranging from 2 KB to 128
KB. The AVR microcontroller structure is designed according to high-level C
languages. The AVR microcontroller family is divided into three basic groups
[15].

e AT90S microcontrollers
e ATtiny microcontrollers

e ATmega microcontrollers

5.4.2.1. Industrial AVR Series ATmega Microcontrollers

One of the most suitable microprocessors and microcontrollers
available today for Industrial Automation is the microcontrollers from the
MCS-51 family. The attractive side of these microcontrollers is that each
microcontroller from this family is a very small computer, and it directly
allows for byte and bit manipulation on each of the input/output pots and the
majority of other important function registers. The features that enable the
microcontroller-based control card from the MCS-51 family to provide small-
sized computer features for industrial automation are the following

architectural features contained in only one chip [16].
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8/16/32 bit RISC central processing unit (CPU),
Built-in EEprom
Internal Flash Rom

Oscillator that can be selected externally or internally,

RN NI NN

Can be arranged as bytes or bits, pull-up resistors can be made active
Or passive

Input / Output ports,

Static RAM (Internal RAM),

External program/data memory (in some microcontrollers),

8/16 bit Timer/Counter/Pwm,

Interrupt systems with different vectors that can serve internal and

AR NEE NI NN

external resources,

Serial Port,

ISP Port,

JTag Port,

Protecting programs and data through security bits,
Watchdog timer, Brown-out detector,

Analog-Digital converter (Adc)

AN N N N NN

Operating frequency up to 20 MHZ,Caligma frekansina bagimh
(MIPS) ¢aligma performansi

Atmega8 microcontroller from Atmel, which has the MCS-51 RISC
core, has all the above-mentioned architecture.Some of the features of the
Atmega8 microcontroller can be summarized as follows: Improved RISC
architecture, 32 general purpose registers, 1 instruction execution per clock,
8Kb program memory that can be written by the program, 512 Byte Eeprom,
8 bit timer/counter, 16 bit timer/counter, Byte-based bidirectional serial
channel, Programmable serial USART, Master/Slave SPI serial channel,
Internal/External Interrupt system. Figure 8 shows the Atmega8

Microcontroller Pin Connection Diagram.
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Ly
{(AESET) PCe 1 25 [1 PC5 (ADCS/SCL)
{RXD) PDOO 2 27 [1 PG4 (ADC4/SDA)
(TXD) PD1 [ 3 26 [1 PC3 (ADC3)
{INTG) PD2 O] 4 25 [ PC2 (ADC2)
{INT1) PD3 )& 24 1 PC1 (ADC1)
(XCK/T0) PD4 [ & 23 1 PCO (ADCO)
veo g7 22 ] GND
GND O 8 21 [1 AREF
(XTAL4/TOSC1) PB6 ]9 20 1 AVCC
(XTAL2/TOSC2) PB7 ] 10 19 [0 PBS (SCK)
(T1) PD5 O 11 18 [0 PB4 (MISO)
{AINo) PD& ] 12 17 1 PB3 (MOSI/OC2)
{AIN1) PD7 ] 13 16 1 PB2 [SS/0G1 B)
(ICP1) PBo O 14 15 [0 PB1 {OC14)

Figure 8 AVR Atmega8 Microcontroller Pin Connection Diagram
(PDIP)

5.4.2.2. ATmel AVR Microcontroller Application Areas

According to Source [10], Atmel has become a worldwide leader in
design. Microcontrollers produced by Atmel are used in mixed-signal signal
processing, security systems, RF control systems, and applications on the
control of automotive vehicles [15]. We can list sample applications in the

automotive industry as follows [17];

V' Car radio

Navigation system

Classical balance electronics
Key system

ABS brake systems

NN NIEN

Airbag and tire pressure monitoring systems

Microcontrollers produced by ATMEL have a wide market in the field

of industrial control. We can list the applications in this field as follows [17];

v AC and DC motor control

v" Can be used in temperature control and lighting systems.
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6. Experimental Setup

Two microcontrollers were used to analyze the performance of
microcontrollers. These; Arduino Due is a PIC family product PIC16F877A
produced by Microchip and AT91SAM3X8E microprocessor-based controller
produced by Atmel. In these applications, an analog signal was given to both
integrated circuits and an analog signal was tried to be obtained at the output.

The purposes here are;

v" To examine the amplitude and frequency differences between the
analog signal applied to the input and the analog signal obtained at
the output.

<

To see the delay caused by the reading and writing of microcontrollers
v’ The signal given to the analog input is P, PI, etc. in the
microcontroller. To examine the ability to perform control algorithms

such as

6.1 A/D-D/A circuit with PIC16F877A

To examine the performance of the microcontroller, the ADC
conversion feature built into the IC was used. However, since there is no DAC
(digital-to-analog converter) feature, the R-2R ladder circuit was used to

convert the digital signal back to an analog signal.
6.1.1 A/D Module

All systems naturally found in nature are in analog order. The
microcontrollers we use are digital systems. Therefore, to communicate with
the outside world and receive data from the outside world, these two systems
must somehow understand each other. For this purpose, it is necessary to
convert analog signals (heat, light, sound, humidity, voltage, current, etc.) into
digital systems that digital systems can understand. There is an ADC module
in the PIC16F877A microcontroller. Thus, analog signals can be converted
into digital signals thanks to the internal ADC module without using an

external circuit or integrated circuit [18].
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PIC16F877A microcontroller has 8 ADC input pins (ANO0...AN7). An
m-bit ADC can sample an analog signal with at most 2™ values. Since the
resolution of this ADC module is 10 bits, it can sample with 2'°=1024 values.
The number of bits of digital information refers to the resolution of the ADC
module. The higher the resolution, the better the conversion. The smallest
voltage value that the ADC can convert into digital information is called step
size and is calculated as in Equation 1;

Vref(+)—-Vref(-) (1)

Step Size = 5

According to the catalog values, the positive reference voltage is taken
as 5V and the negative reference voltage is taken as OV. In this case, the step
size of PIC16F877A is calculated as in Equation 2.

Vref(+)-Vref(=) _ 5V-0

= 0.0048828125V (2)
2 1024

Step Size =

A period of time passes for the conversion of the analog signal at the
input of the ADC unit into digital information. The time required to convert
an analog signal into digital information is called cycle time. The higher the
clock signal frequency to be used for ADC operation, the faster the conversion
process. The formula in equation 3 is used to calculate the voltage value of the

signal arriving at the ends of the ADC unit.
Signal voltage coming to ADC input = Decimal value of signal * Step size (3)
6.1.2 D/A Module

Since there is no DAC module in the PIC16F877A, this conversion was

made using the R-2R ladder-type conversion circuit.
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lDO lm D2 D3
R1 R4 R6
20k 20k 20k
R3 RS R7
10k 10k 10k
R2

20k

Figure 9 R-2R ladder type 4-bit D/A converter

Since the resistance values in this circuit are listed as R-2R and the
output waveform increases in the form of stair steps, these types of converters
are called R-2R ladder-type D/A converters. In the R-2R ladder-type DAC
circuit shown in Figure 9, the effects of the digital inputs indicated as D0, D1,
D2, and D3 on the op-amp inverting input are different. A digital input with
a large resistor value in front of it will deliver less current to the op-amp input,

and as a result, its effect on the output will be less. DO is the most unweighted

+ 25

bit and determines the resolution of the circuit. It affects the output by 1/16 of

the full-scale value (maximum output). D3 is the most valuable bit and affects

the output as half of the full-scale value. The formula giving the output voltage

of the circuit is given in Equation 4.

—Vref

DAC output voltage (Vo) = e

(Do + 2D1 + 4D2 + 8D3)

6.1.3 Circuit Setup

The circuit was first set up in the ISIS interface of Proteus 7 Professional,

a simulation program, as shown in Figure 10 (a), and the operation of the

circuit and the results were observed.
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(b)

Figure 10 Setup of the circuit in (a) simulation and (b) experimental study

The circuit includes one PIC16F877A as a microcontroller, two 22pF
capacitors and one 20MHz crystal oscillator for the oscillator frequency, 11 2k
ohm resistors, 9 1k ohm resistors and two UA741 operational amplifiers for
D/A conversion, and An oscilloscope was used to see the results. As the input
signal, a sine wave with a frequency of 50 Hz between 0-5V was applied to the
circuit. The reason for using two op-amps here is that the op-amp inverter
circuit connected to the output of R-2R reversed the voltage. By connecting an
inverting op-amp to its output, the voltage was inverted again and correct
voltage values were obtained. In the Micro C PRO for PIC program, the
program written in C was converted into machine language hex codes and
loaded into the PIC. For the experimental study in Figure 10 (b), the hex codes
of the program were uploaded to PIC16F877A using Pickit2 and the program
interface. The elements in the simulation were used exactly and the results in

Figure 11 (b) and (c) were obtained.
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Figure 11 Input-output waveforms of the circuit (a) in the simulation, (b) in
the digital oscilloscope with the same reference channels, (c) in the digital

oscilloscope with different reference channels

While a sine signal with a frequency of 50 Hz and a peak voltage of 1.5
V was applied to the circuit input in the simulation, a full-wave rectified sine
signal with a frequency of 50 Hz and a peak voltage of 5 V was applied to the
microcontroller input in the experiment, since a negative signal could not be
applied to the microcontroller input. When the simulation in Figure 11 (a)
and the experimental results in Figure 11 (b) are examined, it is observed that
there is no delay between the input and output signal and there is no
deterioration in the amplitude value. In Figure 11 (c), the output signal line
has been lowered one square on the oscilloscope to better see the difference
between the output signal and the input signal. A full-wave rectified sine signal
with a frequency of 2.3 kHz, a peak-to-peak sine signal of 5V in the simulation
and a peak amplitude of 2V in the experiment was applied to the
microcontroller input port. As can be seen in Figure 12, while there was a time
delay of approximately 100 microseconds in the simulation and 65
microseconds in the experimental, it was observed that the amplitude of the

signal could not be followed exactly.

+ 27
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Sekil 12 Input-output waveforms of the circuit (a) in the simulation, (b) in
the analog oscilloscope with the same reference channels, (c) in the analog

oscilloscope with different reference channels

To examine the programmability of the microcontroller and its response to
the processing load, the measured analog signal was passed through any PI
controller that did not affect the output and was given to the output. In this
program, the error signal is calculated by taking the difference between the
measured analog signal and the step signal with an amplitude of 1 V, which is
accepted as the reference value. To apply PI control, the error is multiplied by
the proportional coefficient (Kp) and the integral of the error is multiplied by
the integral coefficient (Ki). Additionally, considering that more commands

will be added in the future, an empty loop of 100 commands has been created.
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Digital Oscilloscope

(a) (b)
Sekil 13 Input-output waveforms of the circuit with PI controller applied in

(a) simulation and (b) experimental

For the program written with PI control commands, the analog input
port is 50 Hz in simulation and experimental. The signals in Figure 13 with
frequency were applied. When the input and output signals for this situation
were examined, it was observed that there were amplitude distortions and time
delays of approximately 2 ms in both simulation and experimental. The OP
2300 OP-AMP training set shown in Figure 14 was used for this input signal
and the supply voltages of the PIC and op-amps in the circuit.

1- PIC16F877A ADC-DAC circuit
2- Oscilloscope

3-OP 2300 OP-AMP Training Set

Figure 14 ADC-DAC circuit experimental setup
6.2 A/D-D/A circuit with Arduino Due

Arduino, whose image is shown in Figure 15, is an AT91SAM3X8E

microprocessor-based development platform developed by Due Atmel. The
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specifications of this microcontroller are given in Table 2. Arduino Due has
12-bit DAC and ADC modules in its circuit.

Tablo 2 Arduino Due's features

Microcontroller AT91SAM3XS8E

Operating Voltage 3.3V

Input Voltage (recommended) 7-12V

Input Voltage (limits) 6-16V

Digital I/O Pins 54 (of which 12 provide PWM output)
Analog Input Pins 12

Analog Outputs Pins 2 (DAC)

Total DC Output Current on all I/O lines | 130 mA

DC Current for 3.3V Pin 800 mA

DC Current for 5V Pin 800 mA

Flash Memory 512 KB all available for the user applications
SRAM 96 KB (two banks: 64KB and 32KB)
Clock Speed 84 MHz

Figure 15 Arduino Due Figure 16 Arduino Due ADC-DAC circuit

Arduino Due is programmed from its C-based interface program via
USB. Since it gets its power from USB, no additional power is needed for its
operation. Just as seen in Figure 16, the input signal was applied through the
resistor and the output signal directly through the resistor was measured with

an oscilloscope.

As the analog input, a full-wave rectified sine signal with a peak-to-peak
voltage of 2V and a frequency of 50 Hz was applied using the OP 2300 OP-
AMP training set, as in the PIC. Without making any changes to the signal in

the program, the signal was measured in decimal by connecting it to the ADC
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pin, multiplied by calculating the step interval, and transferred directly to the

output from Arduino's own DAC.

(a) (b)
Figure 17 Arduino Due ADC-DAC input-output waveforms

When the results in Figure 17 are examined, it is seen that there is no
time delay in the signal, but there is distortion in the amplitude value. In
Figure 17 (b), the signal has been reduced one frame to see the result better.
To measure the performance of Arduino, a 2.3kHz frequency full-wave
rectified sine signal with the same amplitude value was applied to the ADC
pin, as seen in Figure 18. In addition, the same controller and empty loop

operations were also carried out in Arduino.

an 0.016ms var 62.5kNz

CH2> 1V A 02as CHL> W CH2> 1V A Gles

Figure 18 Input-output waveforms with 2.30kHz input signal

When the input and output waveforms were examined, there was no
distortion in the amplitude value of the input signal at the output and a delay
of 16 micros was experienced. The distortion in amplitude occurred mostly in

the parts close to zero.
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8. Conclusion

In this study, microprocessors and microcontrollers are defined and
information about their architectures, communication paths, memory types,
etc. is given. Microcontrollers produced by Microchip and Atmel companies,
which are frequently used in the industry, and their features were examined.
For performance analysis, two microcontrollers were used: PIC16F877A
developed by Microchip and AT91SAM3X8E microprocessor-based Arduino
Due development platform from Atmel. Circuits were obtained both in
simulation and experimentally, and the results were observed with an

oscilloscope.

To observe how fast microcontrollers work, ADC and DAC structures were
used to obtain analog signals from their outputs by giving analog signals to
their inputs. The purpose of this is to observe how accurately and quickly the
microcontroller can transmit a continuous and fast signal of different
amplitudes to the output when it comes to its inputs. For this purpose, initially
sine signals with a frequency of 50 Hz and a maximum amplitude of 5 V were
applied to both microcontrollers. To see the performance difference between
the two microcontrollers, the applied sine signal was increased to 2.30 kHz
and the results were observed. To examine the programmability of
microcontrollers, the applicability of control algorithms such as P, PI, and PID

was examined and the PI algorithm was implemented.

PIC16F877A microcontroller was programmed using the C-based Micro ¢
PRO program and examined by establishing a circuit in the ISIS simulation
program, which is the interface of the Proteus 7 Professional program. After
it was seen that the programs worked correctly, the circuit was established on
the breadboard and the results were examined on the oscilloscope. When a 50
Hz sine wave was applied, the input and output waveforms overlapped exactly.
However, when the frequency was increased to 2.3 kHz, both amplitude
distortions and delays of 65 microseconds were observed. This shows that the
microcontroller cannot keep up with the speed of the signal. It shows that even

if it is a slower signal instead of such a fast signal, there will still be a delay
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when many operations are performed and commands are written between the
read signal and the signal given to the output. However, these delays and
distortions vary in direct proportion to the speed of the signal or the
multiplicity of commands. Since the program is written in C language,
arithmetic, logical, etc. operations can be written more easily, and it can be
programmed more easily and with fewer commands than in assembly
language. Therefore, the ability to realize the PI algorithm also shows that

advanced control methods can be applied.

Arduino Due's C-based interface program was used for its software, and the
circuit was established and the results were observed on the oscilloscope. It
was observed that there was no delay in the 50 Hz frequency signal, but there
was a delay of 16 microseconds in 2.30 kHz. Since the program is C-based,

advanced control algorithms can also be applied to this microcontroller.

In line with the experimental results, it has been seen that Arduino Due
with 84 MHz oscillator frequency and 12-bit resolution gives clearer and faster
results than PIC16F877A with 20 MHz oscillator frequency and 10-bit
resolution. The delay in the PIC was 4 times higher and since its resolution
was lower, the output waveform was formed in steps. The advantages of
Arduino Due over PIC16F877A can be listed as follows:

v" High working speed

Excessive program memory

High number of analog channels and resolution
High number of inputs/outputs

Finding the DAC module

Ease of circuit installation

AN N N NN

Programming can be done via USB even when the circuit is running
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1.) INTRODUCTION

Localization is the process of location determination of objects, people,
and equipment with respect to predefined reference points (Farid, Nordin, &
Ismail, 2013). It can be broadly categorized into outdoor and indoor
localization. The Global Positioning System (GPS) is typically used for
outdoor positioning. GPS uses satellite radio signals to determine location.
Therefore, satellite signals must arrive at mobile agent to be able to determine
the position of the mobile agent. However, satellite signals cannot penetrate
walls and other barriers. Consequently, GPS is ineffective indoors (Asaad &
Maghdid, 2022). Hence, different localization systems are needed to
determine location indoors. These systems are called indoor localization

system.

With the development of Internet of things, indoor localization systems
find wide-ranging applications in both civilian and military sectors. Indoor
localization systems are used in hospitals, smart offices, shopping malls,
museums, and they also play a crucial role in military operations by providing
the precise location of soldiers (Zafari, Gkelias, & Leung, 2019). Thus, they
facilitate the process of strategic decision-making, mission planning and
adaptability in operations (Ferreira, Fernandes, Catarino, & Monteiro, 2017).
Hospitals are generally overcrowded with patients and workers. Patients who do
not know where treatment rooms are and any other places inside the hospital can
face with difficulties with finding these places. This difficulty can possibly cause
stress over patients and being late for their appointments. Also, health workers can
find out the treatment rooms, operating areas and hospital assets quickly using
indoor localization systems and can help patients without losing time (Zafari et al.,
2019).

Museums and galleries offer a window into the rich tapestry of human history.
People can visit museums in their free time. Visitors can find specific halls and
exhibits easily to visit using indoor localization systems. Therefore, visiting the
museum becomes more dynamic and informing with the help of using indoor

localization systems. Furthermore, museum directors want to evaluate the
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behavior of museum visitors with the purpose of realizing which exhibit is the
most visited (Zafari et al., 2019).

Indoor localization systems are also used in military applications. They
play crucial role in achieving safety and successful military operations.
Military operations can be carried out in complex indoor environments such
as tunnels or buildings where GPS signals may be blocked or degraded. In
these cases, indoor localization systems that do not require GPS signals ensure
that military personnel can maintain situational awareness and coordinate
effectively even in such challenging environments (Ferreira et al., 2017).
Furthermore, unmanned aerial vehicles (UAV) are frequently used in military
operations due to their ability to perform various missions without risking
human lives. They are used for discovering and surveillance the indoor
military area. By that way, UAVs enhance the military's understanding of the
operation area by providing aerial views of terrain, obstacles, and
infrastructure. This helps soldiers to take informed decisions, prepare
resources and adjust tactics effectively during operations. Hence, operation
success increases by using UAVs (Gargalakos, 2021). On the other hand,
UAVs have to move on the operation area autonomously to carry out their
missions. Therefore, autonomous navigation systems are required for UAV's
to perform their missions in indoor area (Chang, Cheng, Manzoor, & Murray,
2023). However, autonomous navigation systems need the location data of
UAV. This location data is provided using indoor localization systems
(Zhilenkov, Chernyi, Sokolov, & Nyrkov, 2020). Therefore, UAVs need
localization systems to carry out their military missions. For that reason,
developing accurate and reliable indoor localization systems are so crucial to
carry out military operations more successfully. When considering the broad
spectrum of applications for indoor localization systems, it is obvious that
their significance lies in their capacity to greatly facilitate daily military

activities and military operations, thereby improving the quality of life.
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2. SENSORS AND ALGORITHMS USED FOR INDOOR
LOCALIZATION

Sensors and localization algorithms are two important part of an indoor
localization systems. Different sensors are used for indoor localization
systems. Sound based and radio frequency (RF) based sensors can be used for
indoor localization systems. The most frequently used RF based sensors are
Wi-Fi, Bluetooth, radio frequency identification (RFID), Zigbee and
ultrawideband (UWB) sensors (Asaad & Maghdid, 2022). Moreover,
ultrasonic sensor is sound-based sensor. Sensor measurements are done using
measurements methods and these measurements are used in localization
algorithm to determine the location of an object. These measurement methods
are time of arrival (TOA), time difference of arrival (TDOA), angle of arrival
(AOA), two way ranging and received signal strength (RSS) (Asaad &
Maghdid, 2022). Localization algorithms are chosen based on measurement
methods. For example, when angle of arrival of sensor signal is measured,
triangulation algorithm has to be used for localization. When TOA, TDOA or
two-way ranging method are used for sensor measurement, trilateration or
multilateration algorithm have to be used for localization. On the other hand,
there is some algorithms that are used for indoor localization. Some of these
algorithms are trilateration algorithm, multilateration algorithm,
triangulation algorithm, fingerprinting algorithm and Kalman filter based

algorithms (A. Yassin et al., 2017).

Wi-Fi is one of the most frequently used technology for indoor
localization. This is because, most of indoor area have Wi-Fi access points.
Also, telephones and computers are Wi-Fi enabled. Therefore, it is easy to
reach and used this access points for localization. The range of operating
frequency band of Wi-Fi signal is between 2,5 GHz and 5 GHz for IEEE
802.11b and IEEE 802.11a. standards, respectively (Asaad & Maghdid, 2022).
RSS measurements are used in Wi-Fi based indoor localization systems. Wi-
Fi access points are placed indoor area and they emit RF signal. These signals
make coverage area in indoor area. When mobile agent that has Wi-Fi receiver

enters the coverage area, it receives Wi-Fi signal and calculates RSS value of
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signal. Then, this RSS value is converged to distance data between Wi-Fi access
point and mobile agent by using path loss formula and used in trilateration or
multilateration algorithm to determine the location of mobile agent. Another
localization algorithm that can be used with Wi-Fi technology is
fingerprinting algorithm. RSS measurements of Wi-Fi signals can be used in

fingerprinting algorithm to localize objects (Asaad & Maghdid, 2022).

The advantage of using Wi-Fi technology for indoor localization is that
Wi-Fi signals is easily accessible. Also, Wi-Fi consumes low power. Moreover,
the cost of Wi-Fi based indoor localization system is cheap as well (Xia, Liu,
Yuan, Zhu, & Wang, 2017). On the other hand, there are number of
disadvantages of using Wi-Fi based indoor localization systems. First, RSS
measurement error is high in indoor area. Indoor area contains walls and
different objects. Wi-Fi signal encounters the problem of diffraction,
attenuation, reflection, scattering (M. Yassin & Rachid, 2015) and multipath
propagation when it is transmitted to receiver due to walls and other objects
that are in indoor area. These problems result in fluctuations of RSS value and
increases measurement error (Zayets & Steinbach, 2017). Therefore,
localization error increases dramatically due to measurement error. Secondly,
in Wi-Fi based indoor localization systems, RSS measurements have to be
stored in database to be used in fingerprinting algorithm but, the storage of
data is an additional cost and loss of time (Mok & Retscher, 2007).

Another indoor localization technology is Bluetooth which includes
MAC and physical layers specifications to connect different wireless devices.
Bluetooth technology has Bluetooth Low Energy (BLE) version. BLE is more
energy efficient compared to Bluetooth (IEEE 802.15.1) technology and BLE
signals can cover the indoor area up to 100 meters (Zafari et al., 2019). The
frequency of Bluetooth signal is 2,4 GHz. Interference happens between Wi-
Fi and Bluetooth signals since they use same frequency band (Shoemake,
2001). Therefore, localization accuracy decreases due to measurement error
results from interference. Another disadvantage of using Bluetooth
technology is that Bluetooth signals are prone to noise. Therefore, the

accuracy of Bluetooth based indoor localization system is low. When
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Bluetooth signals encounter the problems of diffraction, scattering, multipath
propagation and reflection issues, measurement error increases dramatically.
As a result of increasing measurement error, the localization error also
increases (Zafari et al., 2019). On the other hand, there are various advantages
of using Bluetooth technology which are low energy consumption, high

coverage area of Bluetooth signals and high throughput cost.

Bluetooth emits RF signal and they create coverage area in indoors. When
mobile agent enters the coverage area of Bluetooth signals, it receives signal.
Then, the distance between Bluetooth transmitter and mobile agent is
calculated using some measurement methods such as, TOA, TDOA or RSSI
measurement. This distance data is then used in multilateration algorithm to
determine the location of mobile agent (Pratama, Abdurohman, & Putrada,
2021).

RFID is a promising technology for indoor localization system. RFID
technology is used in various applications such as asset tracking, people
localization, warehouse management, supply chain network (Farid et al.,
2013). RFID sensor includes tag and anchor. There are two types of RFID tag
which are passive tag and active tag. An active tag includes internal power unit
which supplies power to the tag. In contrast, passive tags do not contain
internal power source and the size of passive tag is smaller than active RFID
tags (Bouet & Dos Santos, 2008). RFID tag is attached to the mobile agent that
is desired to be localized and RFID anchors are placed at indoor area. RFID
anchors emit RF signal and these signals make coverage area in indoor place.
RFID tag becomes active when RFID tag enters the coverage area and sends
RF signal to RFID anchors. Then, RFID anchors receive this RF signal and
calculates RSS value of this signal and RSS value is converged to the distance
data between mobile agent and RFID tags by using path loss model (Li, Ai,
Tateno, & Hachiya, 2019), to be used in localization algorithms to determine

position.

Different localization algorithms can be used for RFID based indoor

localization. First of all, trilateration and multilateration algorithms are
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utilized for localization. The distance data between mobile agent and RFID
anchors is used in trilateration (Sohan et al., 2019) and multilateration (Costin
& Teizer, 2015) algorithm to determine the location of mobile agent.
Nevertheless, RSS measurement error is high indoor area due to object and
obstacles placed at indoors. Therefore, localization error using trilateration
and multilateration algorithm is quite high for RFID based indoor localization
systems. Another localization algorithm used for RFID based indoor
localization is fingerprinting algorithm. Fingerprinting algorithm consists of
two stages which are offline and online stages. In offline stage, RSS
measurements are collected from all RFID anchors located at different places
in indoor area. These RSS measurements are called as fingerprint and
recorded in database. Then, they are used as a reference to be compared with
the RSS values that is obtained in online stage. In online stage, RSS
measurements obtained from the mobile agent are compared and matched
with the RSS fingerprints to obtain location information of mobile agent
(Sesyuk, Ioannou, & Raspopoulos, 2022). However, localization error of
fingerprinting algorithm is high due to RSS measurement error of RFID
sensor. Indoor area contains walls, barrier and obstacles. When RFID signal
encounter this obstacles, reflection, diffraction, multipath fading happens and
act as measurement noise (Donelli & Manekiya, 2018). Therefore, RSS
measurements fluctuates due to measurement noise which results in
measurement error and the localization accuracy of fingerprinting algorithm
decreases dramatically. This is a disadvantage of fingerprinting algorithm and
RFID sensor. On the other hand, there are number of advantages of RFID
based indoor localization systems. First of all, power consumption of RFID
sensor is low. Furthermore, the cost of RFID sensor is also low. Finally, the
response time of RFID based indoor localization system is low (Farid et al,,
2013).

Zigbee is another sensor used for indoor localization. Zigbee uses 868
MHz frequency band in Europe (Mellios et al., 2014). Zigbee sensor has
transmitter and receiver parts. Receiver is placed on mobile agent that is

desired to be localized. Transmitters are placed in reference points and sends
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RF signals to indoor area. These signals make a coverage area in indoors.
When mobile agent enters to coverage area, RF signals are received by receiver
and RSS value is obtained. Then, RSS values can be used in fingerprinting

algorithm to determine the location of mobile agent (Wisitpongphan, 2013).

The advantages of using Zigbee sensor for indoor localization are low cost
and low power consumption (Dong, Xu, & Zhuang, 2019). Nevertheless, there
are various disadvantages of using Zigbee sensor. Firstly, Zigbee is vulnerable
to signal interference from other signals that use same frequency band (Farid
etal., 2013). In addition, Zigbee sensor provides RSS measurements. However,
in non-line of sight (NLOS) situation due to obstacles located indoors, Zigbee
sensor’s signals reflect, scatter and diffracts. Therefore, RSS measurements
have high measurement error which result in high localization error.
Moreover, Zigbee sensor uses narrow-band channels, which results in low
frequency diversity that makes Zigbee signals more sensitive and vulnerable
to signal interference (Azevedo & Santos, 2022). When there are other RF
signal sources which have same frequency with Zigbee sensor signal,
interference happens between Zigbee signal and other RF signals. Therefore,

high measurement and localization error occur.

UWB sensor is one of the most widely used sensors for indoor
localization systems. UWB sensors use short pulses to transmit data. UWB
sensors use large bandwidth which is more than 500 MHz. The frequency
range of UWB signal is between 3,1 GHz and 10,6 GHz (Zafari et al., 2019).
UWRB sensor has tag and anchor. UWB anchors are placed at reference points
in indoor area and UWB tag is attached on mobile agent. UWB tag sends
UWB signal to anchors. Then, TOA, TDOA or TOF are calculated to
determine distance between UWB anchor and tag. Also, RSS measurements
can be used in fingerprinting algorithm to estimate location of mobile agent
using UWB sensor (Zafari et al., 2019).

UWB sensor signals have different frequency spectrum due to large
bandwidth. Frequency diversity provides UWB sensor some advantages. It

provides crucial advantages to UWB sensor, especially in the difficulties that
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are encountered frequently and increases localization error dramatically in
indoor localization systems such as signal reflection, diffraction, scattering
and multipath propagation. In NLOS condition, even if some UWB sensor
signals can reflect, scatter and diffract when encounter with obstacles, another
UWRB signals that have different frequency can penetrate these obstacles and
arrive at receiver. Incoming signals to receiver are adequate for localization.
Therefore, UWB sensors do not need line of sight between receiver and
transmitter. This provides a great advantage to the UWB sensor, especially in
indoor localization applications. Moreover, UWB sensor is resistant to
multipath propagation because they do not need direct line of sight. UWB
signals can penetrate obstacles. Therefore, they can pass through obstacles and
do not reflect and scatter. For that reason, UWB signal are more immune to
multipath propagation than other sensor signals such as Wi-Fi, Bluetooth and
RFID. Furthermore, UWB sensor is immune to signal interference. This is
because, even if some UWB signals can interfere with other RF signals, other
UWB signals that have different frequency with other RF signals do not
interfere with them. Hence, these signals can arrive at UWB receiver without
interference. Therefore, measurement error of UWB sensor is low even in
there is other RF signal sources that causes interference in environment. For
that reason, interference does not cause high measurement error for UWB
sensor. In addition, UWB sensor is robust to signal jamming, which is a
significant problem especially in military operations. Sensor signals can be
jammed during military operations to make fail localization and navigation
systems of UAV and military agents. The success of military operation
decreases significantly, if navigation and localization systems fail. For that
reason, UWB sensor is the most advantageous and suitable sensor for military
operations among other sensors such as RFID, Bluetooth and Zigbee. On the
other hand, there are some disadvantageous of UWB sensor. Firstly, the cost
of UWB sensor equipment is high. Secondly, even if UWB sensors are more
resistant to signal reflection and scattering problem, they also encounter with

that problems that result from metallic objects.
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Beside RF based sensors, there are also sound based sensors used for
indoor localization systems. The example of sound-based sensor is ultrasonic
sensors. Ultrasonic sensors use sound waves (Zafari et al., 2019). Ultrasonic
sensors consist of transmitter and receiver parts. Ultrasonic transmitters are
placed at reference point in indoor area. Ultrasonic receiver is placed on
mobile agent that is desired to be localized. Ultrasonic transmitters emit
ultrasonic waves. These waves are received by receiver. Then, different
measurement methods such as TOF, AOA or TDOA are used to determine
the distance between mobile agent and ultrasonic transmitters (Ijaz, Yang,
Ahmad, & Lee, 2013). After that, this distance data is used in localization
algorithms to determine location such as lateration, triangulation and
fingerprinting algorithms. Ultrasonic sensors have narrow band signals.
Therefore, there are some disadvantages of ultrasonic sensors. They are more
vulnerable to signal interference than RF based sensors. In addition, the sound
velocity changes a lot which results in high measurement error (Ijaz et al.,
2013). Furthermore, sound waves fade away when encounter with walls and
barriers located indoors. Therefore, high measurement error occurs when
using ultrasonic sensors. For that reason, localization error of ultrasonic based
indoor localization systems is quite high. On the other hand, there are a few
advantages of using ultrasonic sensors for indoor localization. Power
consumption and the cost of ultrasonic sensors is low (Ijaz et al., 2013).
Compared to RF-based indoor localization systems, the errors of indoor
localization systems using ultrasonic sensors are much higher. For that reason,

RF based sensors are more advantageous and suitable for indoor localization.

There are some challenges indoors that decreases the accuracy of indoor
localization systems. Some of these challenges are signal interference,
multipath propagation and NLOS situations. They are encountered with these

challenges in harsh indoor environments frequently.

Interference is serious issue for indoor localization systems. Indoor
environments consist of different signal sources such as telephone, computer,
TV, Wi-Fi etc. When the frequency of the sensor signal used to determine the

location is the same as the frequency of other signals in the indoor
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environment, signal interference occurs. Therefore, measurement error
increases since this interference effects as measurement noise. As a result,
localization accuracy decreases. For instance, RSSI measurements fluctuate
because of signal interference and this fluctuation causes significant
localization error especially in complex indoor environments (Azevedo &
Santos, 2022). In that case, some filters such as Kalman filter have to be used
to filter measurement noise due to RSS fluctuation in order to increase

localization error (Shen, Hwang, & Jeong, 2020).

Multipath propagation is another problem for indoor localization. There
are different objects and obstacles that closes the line of sight between sensor
receiver and transmitter. The line of sight can be reduced or blocked
completely due to objects and obstacles. In that case, sensor signal is
encountered with obstacles and reflects, diffracts. Then, the reflected signal
can encounter with another obstacle and reflect again when hitting on
obstacle. Therefore, reflected signals follow different paths to arrive at
receiver. This situation is called as multipath propagation (Obeidat et al.,
2019). Multipath propagation leads to measurement error and this error
causes localization error. For example, multipath propagation leads RSS
values to have large fluctuations (Obeidat et al., 2019). Another example of
negative impact of multipath propagation is that time of arrival and time
difference of arrival measurements have large errors (Gentner & Jost, 2013).
When signal is encountered with multipath propagation, the time of arrival of
signal to arrive at receiver changes. Therefore, measurement errors occur. As

a result, localization error increases due to measurement error.

Another problem encountered in the indoor localization process is NLOS
situation which is the weakening or complete loss of line of sight between the
sensor transmitter and the target object. When sensor signal collides with
obstacles, the signal reflects, diffracts and sensor measurements become

inaccurate.

Sensors have to be chosen accurately and effectively to cope with these

challenges faced with indoor area. Therefore, some metrics have been defined
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in literature to choose appropriate sensor for indoor localization system.
These metrics are accuracy, cost, power consumption and coverage area of
sensor signal. The term of accuracy defines how sensor measurement error is
low. Also, power consumption identifies sensor consume how much power to
operate. Finally, coverage area defines the area which is covered by sensor
signal (Alarifi et al., 2016).

When ultrasonic, Wi-Fi, Bluetooth, RFID and UWB sensors are
compared in terms of accuracy, the most accurate sensors are UWB (Zafari et
al., 2019) and ultrasonic sensors (Cretu-Sircu et al., 2022). However, the
accuracy of ultrasonic sensor is high in short distances and short coverage area
(Hazas & Hopper, 2006). When the localization is desired to carried out in
large area, the accuracy of ultrasound sensor decreases sharply. This is
because, ultrasound sensors have narrow frequency band. When the area is
increased, ultrasound sensor signals encounter more obstacles and signal
reflects and diffracts more. Diffraction and reflection of sensor signal result in
large measurement noise. Furthermore, ultrasound sensors cannot tolerate
this disadvantage and have poor performance since the frequency diversity is
very low in ultrasound sensor due to narrow frequency band that they have
(Hazas & Hopper, 2006). On the other hand, the accuracy of UWB sensor is
high even in long distance and large area since UWB sensors have wide
bandwidth and frequency diversity due to wide bandwidth. The accuracy of
UWRB sensors is high even in NLOS condition. Even if some of the UWB
sensor signals encounter with diffraction, scattering and reflection more in
long distance due to more obstacles, other signals that have different
frequency can pass through these obstacles without reflection and scattering.
Therefore, measurement error of UWB sensor is low even in large and wide
area. For that reason, UWB sensor is the best for indoor localization among

other sensors mentioned above in terms of accuracy.

When sensors are compared in terms of coverage area, sensors with the
widest coverage area are UWB and Wi-Fi. Nevertheless, Wi-Fi uses RSS
measurements to localize objects. RSS measurements fluctuates a lot in indoor

area due to signal interference. Also, Wi-Fi signals attenuates when encounter
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with obstacles. Therefore, RSS measurements have large error. Consequently,
even if both Wi-Fi and UWB sensor signals have large coverage area, UWB
sensor performs better than Wi-Fi. When sensors are compared in terms of
power consumption, the power consumption of UWB, Bluetooth, RFID and
ultrasonic sensor is lower than Wi-Fi. Finally, when sensors are compared in
terms of cost, Bluetooth and RFID sensors are cheaper than other sensors
(Deak, Curran, & Condell, 2012).

Coverage area and accuracy are the most important criteria to be able to
design effective and high-performance indoor localization systems. Therefore,
they have to be considered more to choose an appropriate sensor for indoor
localization. When sensors are compared in terms of coverage area, the most
advantageous sensor is UWB sensor. Moreover, when sensors are compared
in terms of accuracy, UWB sensor is the best among Wi-Fi, Bluetooth, RFID,
Zigbee and ultrasonic sensors. Compared to other sensors, UWB sensors have
significant advantages. UWB sensor can transmit high amounts of data with
low energy consumption. UWB sensor signal is more resistant to signal
interference due to wide bandwidth that UWB sensors have. Furthermore,
they have high coverage area and positioning accuracy. Moreover, UWB has
impulse radio short pulses which result in detection of multipath component
easily (Basiri et al., 2017). This is an advantage of UWB sensor offer. However,
other RF based sensors cannot cope with multipath propagation. Therefore,
all these advantageous of UWB sensor puts forward UWB sensor from other
RF based sensors. As a result, UWB is the most appropriate sensor for indoor

localization systems.

Some measurement methods are wused for modelling sensor
measurements. These methods are TOA, TDOA, AOA, TWR and RSS (Farid
etal., 2013). TOA methods calculate the time which signal travels from sensor
tag that is attached on mobile agent to anchors. TOA is used to calculate
distance between mobile agent and anchors. To calculate distance, the time of
arrival of signal is multiplied by speed of light (Farid et al., 2013). In this
method, sensor tag and each of sensor anchors have to be synchronized each

other so that the arrival time of the signal can be measured accurately.
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Therefore, when they are not synchronized each other, significant

measurement error occurs.

Another measurement method is the TDOA method. In this method, the
difference between the arrival time of the signal sent to each anchor is used.
Based on the difference between the arrival time, the difference between the
distance of the object to each anchor is calculated. Then, hyperbolas are drawn
around each reader by considering the distance differences of the object to
each reader, obtained from the arrival time difference. The intersection point
of these hyperbolas is the location of the target object (Liu, Darabi, Banerjee,
& Liu, 2007). Disadvantages of this method, TDOA measurements are highly
inaccurate in indoor area due to signal reflection, scattering and multipath

propagation problems.

AOA method can also be used for sensor measurement. In this method,
arrival angle of signal to anchor is utilized. The signal sent by the sensor
transmitter is detected with the help of the antenna in the receiver. Both the
phase of the signal sent by the transmitter to the receiver and the phase of the
signal received by the receiver are determined by the transmitter and receiver.
Since the phase of the signal received by the receiver and the phase of the signal
sent by the transmitter are known, the phase difference between these signals
can be determined. By using this phase difference data, the wavelength of the
signal and the distance between the sensor transmitter and receiver, the arrival

angle of the signal can be found (Botler, Spork, Diwold, & Romer, 2020).

TWR method uses time of flight (TOF) of the signal between receiver and
transmitter (Liu et al., 2007). In TWR method, sensor tag sends signal to
transmitter and the chronometer on sensor tag starts working. When
transmitter gets signal, it sends back signal to tag after processing time. Then,
sensor tag turns off its chronometer when receive the signal back and the time
for signal to travel between tag and transmitter is found. The processing time
of signal is subtracted from the time for signal to travel between tag and
transmitter and divided by two to calculate TOF. Since, sensor signal moves

with speed of light, the TOF is multiplied by the speed of light to calculate
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distance between transmitter and receiver. The advantage of TWR method is
that TWR does not require time synchronization between receiver and
transmitter. However, measurement errors result from signal reflection and

scattering are disadvantages of TWR method.

Another measurement method is RSS. In the RSS method, when the
target object enters the coverage area of anchor, the tag becomes active and
sends a signal to the anchor. When the anchor receives the signal, RSS value is
measured and used in the path loss model to obtain the distance between the
target object and the anchor. This distance is then used in multilateration or
trilateration algorithms to determine object’s position (Booranawong,
Sengchuai, Buranapanichkit, Jindapetch, & Saito, 2021). Additionally, RSS
measurements can also be used in the fingerprint algorithm to localize object
(Ijaz et al., 2013). When sensor signal encounter with obstacles in indoor area,
signal reflects and scatters. Therefore, RSS measurements fluctuate and have
high measurement error. This is a serios disadvantage of RSS based

measurement methods.

Sensor measurements are processed in localization algorithms to
determine object’s location. Different localization algorithms can be used such
as trilateration, multilateration, triangulation and fingerprinting algorithms.
Also, filter-based algorithms such as particle filter, extended Kalman filter
(EKF) and unscented Kalman filter (UKF) can be used as well.

Circle geometry is used in trilateration algorithm to determine location.
3 sensors are required to determine position in 2D coordinate system. The
location coordinates of each sensor are the center of each circle that is drawn
for each of sensors. The distance between each of the anchors and the tag
represents the radius of circle. Then, 3 circles are drawn by using radius and
the center for each sensor and intersection point of these circles represents

location.
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Figure 1: Trilateration algorithm

The geometric demonstration of trilateration algorithm is given in Figure
1. C; , C, and C3 are the location of each sensor and represent the center of
each circle. Moreover, 17 , 7, and 73 are radius of each circle. They represent
the distance between mobile agent and each of the sensor respectively. Circle
1 is drawn by using C; and ry. Similarly, circle 2 is drawn by using C, and 7.
Finally, circle 3 is drawn by using C3 and r3. Intersection point of these 3
circles represent the location of mobile agent. Therefore, A represents the

location of mobile agent in Figure 1.

Trilateration algorithm has some disadvantages. The circles drawn for
each sensor often do not intersect at any point, or in some cases, more than
one intersection point can emerge. Therefore, the location of mobile agent
cannot be determined using trilateration algorithm. Moreover, even just one
intersection point emerge, high positioning errors can occur due to high
measurement error. Therefore, trilateration algorithm is vulnerable to
measurement noise and cannot tolerate measurement noise. Hence, large

localization errors occur when trilateration algorithm is used.

Another localization algorithm is multilateration. Circle geometry is used
in multilateration algorithm as well. The difference between trilateration and
multilateration algorithm is that more than 3 sensors can be used in

multilateration algorithm.
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Figure 2: Multilateration algorithm

The geometric demonstration of multilateration algorithm is given in
Figure 2. 4 sensors are used for localization in Figure 2 and C; , C;, C3 and C,
are the center of each circle which represents the location of each sensor. Also,
1, T, 3 and 1 are radius of each circle which represent the distance between
mobile agent and each of sensors, respectively. 4 circles are drawn by using
each radius and center data and the location of mobile agent is in the
intersection area of 4 circle. Multilateration algorithm suffers from high
measurement error. The localization accuracy of multilateration algorithm

decreases significantly due to high measurement error.

Triangulation algorithm is another localization algorithm used for
indoor positioning. Angle of arrival measurements are used in triangulation
algorithm. Angle of arrival is acquired by using directional antennas.
Transmitted signal is detected with the help of antenna in the receiver and the
phase of the signal is determined. The phases of the signals sent and received
by the transmitter and receiver are determined and thus the phase difference
can be calculated. The arrival angle of the signal sent from the transmitter to
the receiver can be found by using the phase difference, the wavelength of the
signal and the distance data between the sensor transmitter and receiver. The
direction of radio wave propagation is determined by angle of arrival
measurement. This radio wave propagation is used to determine the location
of mobile agent in triangulation algorithm. Radio waves are received through
the antenna in the sensor receiver. Transmitter is located on mobile agent and
transmits radio waves each of receivers. However, the direction of radio waves
propagation and angle of arrival of signal to each receiver are different since

the sensor receivers are located in different positions. Therefore, the emitted
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waves intersect with each other and the coordinate of this intersection point
expresses the location of the mobile agent. Triangulation algorithm is
inappropriate for indoor localization. This is because, angle of arrival
measurements is highly inaccurate due to signal reflection and diffraction
problems. When signal encounter with obstacles, arrival angle of signal
changes. Consequently, localization error of triangulation algorithm increases

dramatically due to inaccurate angle of arrival measurements.

Fingerprinting algorithm is another approach for indoor localization.
RSS measurements are used in fingerprinting algorithm. Fingerprinting
algorithm consists of two stage which are offline and online. In offline stage,
RSS fingerprints are collected from multiple transmitters and stored in a
database. In online stage, when mobile user moves, it receives signals from
multiple transmitter and RSS value is determined. RSS values collected during
the online stage is compared with RSS fingerprints to determine location of

mobile agent (Ijaz et al., 2013).

RSS value fluctuates due to signal interference. Moreover, when signal
encounters obstacles, it reflects, scatters and diffracts. Therefore, signal
attenuates and RSS measurements become highly inaccurate indoors. For that
reason, fingerprinting algorithms suffer from high localization errors due to
RSS measurement error. To improve localization accuracy of fingerprinting
algorithm, some filters must be used to reduce measurement noise on RSS
measurements (Subhan, Hasbullah, Rozyyev, & Bakhsh, 2011).

Kalman filter based algorithms are used to determine location in indoor
area. The most used Kalman filter based algorithms are extended Kalman filter
(EKF) and unscented Kalman filter (UKF). There is also, linear Kalman filter
algorithm but it is not used in practice frequently because it requires linear
motion and measurement models. However, these models are high nonlinear
in real world scenarios. EKF and UKF are so famous algorithms for
localization thanks to their high positioning performance (Zhang, Zhang, Cui,
& Gulliver, 2012). These algorithms produce the optimal state estimate, where

the process and measurement noise are white Gaussian noise. Therefore,
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localization accuracy of EKF and UKF algorithms is much higher than other
positioning algorithms such as multilateration, trilateration, fingerprint and
triangulation algorithms. Also, Kalman filter based algorithms are more

advanced than other algorithms.

EKF is a Bayesian filter used to estimate system states. EKF algorithm is
used to estimate location in indoor localization problems. There are some
assumptions which EKF algorithms uses for state estimation. Firstly, initial
systems state and initial state covariance matrix should be known. Also,
measurement and process noise are white Gaussian noise with 0 mean and
certain variance. Furthermore, state variables that identify target movement
and state equation is Markov process. EKF algorithm produces optimal state
estimation under these assumptions (Huang & Wang, 2006). The equations of

EKEF algorithm are given below (Bar-Shalom et al. ~ 2001).

Let’s define the system with dynamics given below.
x(k +1) = f(k)x(k) + Bu(k) (1)

where, x(k) and x(k + 1) are the system state at time k and (k + 1),
respectively. f (k) is state transition matrix that helps the system to pass from
the k to k + 1. Also, u(k) is the process noise with zero mean additive white

Gaussian noise and B is the process noise coefficient matrix.

EKF algorithm consists of prediction and update steps. In the prediction
state, the movement of the subject is predicted. Also, the covariance matrix for

this state prediction is predicted.
X(k + 1]k) = F(k)X(k|k) (2)
P(k + 1]k) = FI)P(k[KFK) +Q(k) (3)

In Equation 2, X(k|k) is the state estimate at time k and X(k + 1|k) is the
state prediction at time k + 1. Also, F is the state transition matrix and it

describes how the state changes from step k to k+1.

State prediction contains some uncertainty. This uncertainty is called as

state prediction covariance and modelled a given in equation 3. In Eq 3, Q(k)
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is process noise covariance, F is state transition matrix, P(k|k) is state
covariance at time k and P(k + 1|k) is state prediction covariance. Process
noise covariance is an important parameter of EKF algorithm since it effects

Kalman gain.

In prediction step of EKF algorithm, sensor measurement is also

predicted. To predict sensor measurement, Eq.4 is used.
Z(k+1|k) = h[k + 1,X(k + 1]k)] (4)

The difference between sensor measurement and measurement
prediction is called as innovation and modelled as in equation 5. In Eq. 5,

Z(k + 1) is sensor measurement at time k + 1.
Vik+1) =2Zk+1) —Z(k+ 1|k) (5)

Innovation involves some uncertainty because of measurement
prediction used in calculation of innovation. This uncertainty is called as

innovation covariance or residual covariance and calculated as in equation 6.
S(k+1) =R(k+1)+H(kk+ 1)P(k+ 1|k)H(k + 1)’ (6)

In Eq.6, H is the Jacobian matrix and is calculated as in equation 7 below.

Also F is the Jacobian matrix of state transition matrix.

Hk +1) = 25D 10 = 2k + 1K) 7)
F(k) = L9 | = 2(klk) (8)

In the update step, state prediction is updated using sensor
measurements. In this step, Kalman gain is calculated using equation 9.
Kalman gain indicates that how much EKF algorithm trust sensor
measurements when updated predicted state. Therefore, choosing Kalman

gain optimally is important for state estimation with small error.
W(k+1) =P(k+ 1|k)H(k + 1)'S(k+ 1)~¢ 9)

After Kalman gain is calculated, updated state estimate and updated state

covariance are calculated by using equation 10 and equation 11, respectively.
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X(k+1k+1) =X&k+1]k) + Wk + DV(k + 1) (10)
P(k+1k+1)=Pk+1]k) —Wk+ 1S+ DWk+ 1) (11)

EKEF algorithm is used when state or sensor measurement equation are
nonlinear. In the EKF algorithm, these nonlinear functions are linearized by
using the Taylor series. Jacobian matrix is calculated with Taylor series
expansion. The Taylor series expansion has infinite terms. However, this
expansion is expressed with only the first two terms and the Jacobian matrix
is calculated. Therefore, linearization errors occur due to expressing an
expansion with infinite terms with only its first two terms. This situation
reduces the performance of the EKF algorithm and causes the filter divergence
in cases where nonlinearity is high. Consequently, this is a significant
disadvantage of the EKF algorithm. On the other hand, the UKF algorithm is
used as a solution to these problems caused by linearization occurring in the
EKF algorithm (Huang & Wang, 2006). The UKF is another type of the
Kalman filter algorithm used for state estimation in nonlinear systems. It's
particularly useful in scenarios where the system dynamics are highly
nonlinear. UKF algorithm works based on unscented transformation (UT)
which is used for calculating the mean and covariance of random variable
(Wan & Van Der Merwe, 2000). In the UT, sigma points are selected from the
probability density function of the random variable to be estimated. These
sigma points are expressed with mean and covariance values. Because a
random variable is expressed by the first two moments, which are mean and
variance. A sample space is created with the selected sigma points. By passing
these sigma points through the state transition function and propagating in
time, the equations of the UKF algorithm are run and estimates of the mean
and covariance values of the random variable are obtained. This random
variable is the state variable which generally contains position and velocity of
the mobile agent that is desired to be localized. The mean of random variable
represents the location and the covariance represents estimation of
covariance. Therefore, when the random variable representing this state
variable is estimated with the UKF algorithm, the state variable consisting of

the position and velocity components of the object is estimated, and thus the
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position of the object is estimated. Since the location of the object whose
location is desired to be determined is also a random variable in a statistical
sense, the average value of the random variable obtained as a result of the UKF
algorithm is the location estimate of the mobile agent and the covariance value

is the estimation covariance.

The formulas involved in the UKF algorithm are given below (Wan &
Van Der Merwe, 2000). Initial states and initial state covariance matrix have
to be determined at the beginning of UKF algorithm. The algorithm initialized

with defining these parameters.

Initialization of UKF Algorithm:

Xo = E[xo] (12)

Py = E[(xg — %0) (o — %0)"] (13)

20" = E[x*] = [£,"00]" (14)
P, 0 0

Py = E[(x0% — o) (xo* = %)= 0 B, 0 (15)
0 0 P,

Sigma Points:

Xl(cl—l = [551?—1 fl?—li vV (L+ A)Plg—l] (16)

Time Update:
Xik-1 = FXi-1, Xik-1] 17)
- _vy2L (M) x
X = Li=oW; " Xiklk-1 (18)
p- = y2L r.,x =1l x 17 19
k = Zi=oW; [Xi,k|k—1 xk][Xi,k|k—1 xk] (19)
Yieik-1 = H Xk k-1, Xk-1] (20)

Yk = %:LoWi(m)Yi},Ck|k—1 (21)
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Measurement Update:

Pyeye = S0 w O Eepees = Vi [ Wemr — vie ] (22)
YeviR = Zi=oW; Lklk-1 — Y [l Yikk-1— Vi

P — V2L ©r.,x — x 1y o T 23
v = 2o Wi [Xiie—1 = % | [ Fiek-1 — Vie| (23)
_ -1

K= PoyiPyiyr (24)

X = xx + kVe=Yr) (25)

Py = P — KkPyryok” (26)
a: T .,T . T1T a: xT _wT _aT1T

where x* isequalto [x" v' n']" and y%isequal to [)( ¥ ] .

Main formulas involved in the UKF algorithm for state estimation
describe how to choose and propagate the sigma points, predict the next state,
and update the state estimate based on measurements using Kalman gain.
Sigma points are chosen around the current state estimate to capture the
uncertainty in the state as given in Equation 16. In time update step or
prediction step, covariance matrix and next state of the system are predicted
using process model and sigma points are propagated through this model for
prediction. In measurement update step, state prediction is updated using
sensor measurements and UKF algorithm produces its state estimate. Also,
state estimation covariance is updated. For that, Kalman gain is used. The
Kalman gain indicates how much UKF algorithm gives weight to sensor
measurement and state prediction to produce state estimate. Since, Kalman
gain determines the estimation accuracy of UKF algorithm, it is important to

choose Kalman gain optimally for state estimation with low error.

The difference between the EKF and the UKF stems from the fact that the
mean and covariance values of the random variable are advanced differently
in time within the algorithm. In the EKF algorithm, the Jacobian matrix is
calculated by expanding the Taylor series to linearize non-linear functions.
However, in the UKF algorithm, while the initial state variables of the object
and the initial covariance values of these state variables are advanced in time,

no Taylor series expansion or Jacobian matrix calculation is performed. In the
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UKEF algorithm, the initial state variables and the initial covariance values of
these state variables are propagated in time using the unscented
transformation method to obtain an estimate. Therefore, in the UKF
algorithm, there are no errors due to linearization and hence the estimation
error of UKF algorithm is lower than EKF algorithm. As a result, UKF
algorithm performs better than EKF algorithm for indoor localization

problems.

Another algorithm that is used for indoor localization is particle filter.
The Particle Filter (PF) is a recursive Bayesian filter used for estimating the
state of a dynamic system. It's useful when the state-space model is nonlinear
and/or non-Gaussian. The formulas of PF algorithm are given below
(Gustafsson, 2010).

Initialization of PF Algorithm: In this step, a set of particles are

generated and initial weights are assigned.

Xi~Pz, i=1,..,N andwj = (27)

Measurement Update: Fori =1, ..., N
) 1 )
Wik = ;WILc|k—1P(J’k|le<) (28)

N is the number of particles, in equations 27 and 28. Also, in equation 28,

ci is the normalization weight and calculated as given in equation 29.

Ck = Xitq Wli|k—1p(3"k|xlic) (29)

Estimation: In estimation step, the filtering density, which is
P(X1.k|y1.x) is calculated as given below. Also, the mean is calculated by using

Equation 31.
P1selyrii) = Wi 8 (ere — xi ) (30)

A N [ [
X1k ~ Diz1 Wik X1:k (31)
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Resampling: In every time step, N samples are taken and replaced with

the set x1... The probability of taking sample i is Wy;.. Wy is set to IS

Time Update: In time update step, the estimation of PF algorithm is
produced. Also, importance weight which is w} +1|k is updated for the next
iteration of the algorithm.

i i P xR
w = wi —PCkal¥d 32
el ™ K g G I viern) (32)
The PF algorithm essentially maintains a set of weighted samples or
particles that represent the probability distribution of the system’s state. By
propagating these particles through the motion model, updating their weights
based on sensor measurements, and resampling them according to their

likelihood, the PF provides an estimate of the system state.
3. CONCLUSION

In this chapter, different sensors and algorithms used for indoor
localization is discussed. Wi-Fi, Bluetooth, RFID, Zigbee, UWB and ultrasonic
sensors have been compared each other in terms of some criteria such as,
accuracy, coverage area, cost and power consumption. UWB sensor is the
most suitable sensor for indoor localization among other sensors. This is
because, UWB sensor signal has large bandwidth. The signals of UWB sensors
have frequency diversity due to large bandwidth. Therefore, UWB sensors are
resistant to multipath propagation, signal interference, reflection and
scattering due to frequency diversity. Moreover, some algorithms such as
trilateration, multilateration, triangulation, fingerprinting and filter-based
algorithms are discussed for indoor localization. The accuracy of trilateration,
multilateration, triangulation, fingerprinting algorithms is low because they
cannot tolerate measurement error. Therefore, these algorithms are not
appropriate for indoor localization since the accuracy of these algorithms is
low. On the other hand, filter-based algorithms such as, EKF, UKF and particle
filter perform better than other algorithms. Filter based algorithms can filter
measurement noise and provide much more accurate localization in complex

indoor environment. Also, among filter-based algorithms, UKF algorithm
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provides higher accuracy than EKF algorithm. In addition, particle filter is
advantageous when uncertainties have non-Gaussian or multimodal
distributions. It uses a set of particles for state estimation. This allows particle
filter to handle with complex distributions that might arise in indoor

localization scenarios better than EKF and UKF algorithms.
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1. INTRODUCTION

Interest in mobile technologies is increasing day by day, thanks to their
portability, ease of use, and functionality [1]. According to statistics, while the
number of mobile users worldwide was 7.1 billion in 2021, this number is
expected to reach 7.49 billion in 2025 [2]. Considering that the world
population exceeds 8 billion [3], this number seems to be quite high.
Nowadays, smartphones are used for many transactions and mobile users are
looking for mobile applications that suit their needs. At this point, mobile
applications that suit the needs need to be developed and presented to users.
Although some devices have pre-installed applications, users can choose new
applications through app stores such as the Google Play store for Android, the
Apple App Store for iOS, or third-party providers such as the Amazon
Appstore [2]. When the number of mobile applications developed for
smartphones is examined, it is seen that there are 3.55 million applications on
Google Play, 1.6 million on the Apple App Store, and 476 thousand
applications on the Amazon Store in the third quarter of 2022 [4]. In light of
this data, it can be seen that millions of applications have been developed and
the mobile platform for which the most applications have been developed is
Android. Looking at these numbers and general statistics, it is understood that
Android phone use is more common [5]. For this purpose, there are many
development environments such as MIT App Inventor, Thunkable, Kodular,
and Android Studio for those who want to develop applications that can run

on the Android system.

MIT App Inventor, developed by Google and transferred to the MIT
Mobile Learning Center, is a platform used to develop mobile applications
with visual blocks without the need for programming knowledge [6].
Thunkable is an App Inventor-like platform where you can develop mobile
applications without writing code [7]. Kodular is also a programming
environment based on App Inventor [8]. This platform states that it allows
you to easily develop Android applications with a block-based editor without
the need for coding skills. Android Studio is the official Integrated
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Development Environment (IDE) based on Intelli] IDEA, used to develop
applications for smartphones running Android. Since it is an official
development environment, it is anticipated that it will provide an advantage
in the integration of Android system innovations. In Android Studio IDE; It
has a flexible Gradle-based structure, an enriched emulator, GitHub

integration, and software support in Kotlin and Java [9].

It is difficult for developers to choose the appropriate platform among
them. There are studies in the literature examining mobile application
development environments that can be used by those who want to develop
mobile applications when making this choice. Some researchers have also
conducted experimental studies on this subject that evaluate mobile content
using certain performance criteria. Yilmaz and Ustiin comparatively
examined MIT App Inventor, Thunkable, and Kodular, which are block-based
mobile application development platforms, in two stages. In the first phase,
they compared the general features of mobile application development
platforms. In the second stage, the same game application was developed with
each mobile application development platform, and the platforms were

compared through the developed application [10].

When the determined platforms are evaluated in terms of the operating
system on which the application is developed, the application developed with
the Thunkable platform offers output for both iOS and Android operating
systems. In this way, it is an advantage for software developers who want to
develop applications to not create different software for each operating
system. It can also be said that providing output for two operating systems is

important for efficiency.

It has been observed that there is no emulator support on the Kodular
platform. The emulator allows users to use their desired phones as virtual
devices and test their applications on these devices [11]. It can be said that
being able to test the developed applications with an emulator without

installing them on the phone saves time and work. On the Kodular platform,
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users must install third-party software or have a phone to try the applications.

It can be said that this situation is a disadvantage.

All of the designated platforms have introductory training and
community support. Documents prepared in the introductory training
sections on App Inventor and Thunkable platforms are supported with
pictures, moving pictures, and videos. The fact that sample projects and
projects made by users are shared with other users means that it will be useful
for other users to see the problem-solving methods and adapt them to the

solutions of their problems.

When the games developed in terms of the number of codes are
examined, it is seen that the least number of code blocks were used on the App
Inventor and Kodular platforms. Simplicity, which depends on features such
as the number of codes and the number of functions in the technically
developed software, is one of the most important objectives for the application
to be considered good [12]. The fact that the minimum number of code blocks
is used on the App Inventor and Kodular platforms can be interpreted as these

platforms being suitable for simpler application development.

When the determined platforms are evaluated in terms of memory
usage and storage space, it is understood that the application developed on the
App Inventor platform has the lowest storage space usage, while the
application developed on the Thunkable platform uses 7.78 times more
storage space than App Inventor. In their study, Willocx et al. [13] stated that
in evaluating mobile applications, the first thing to do is to measure the space
occupied by the installed application on the device and that the area occupied
by the application is especially important for low-quality devices with limited
resources. Pekyiirek et al. performed the same application in both MIT App
Inventor and Android Studio examined the CPU and RAM loads and
emphasized the importance of the memory level used by a developed mobile
application [14]. The maximum memory usage of the application developed
on the Thunkable platform is 3.9 times higher than the application developed
on the App Inventor platform. Although it is considered a negligible
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difference for small-scale applications, it can be commented that it will pose a
problem for programmers who want to develop more comprehensive
applications in Thunkable. This appears to be the biggest disadvantage of the
Thunkable platform [10].

In this study, information about MIT App Inventor, one of the Android
application development platforms, is given and a brief introduction about the
use of the platform is made. Additionally, an application that automatically
calculates the motor power of a four-wheeled mobile robot has been

implemented on the platform.

2. MIT App Inventor
2.1. MIT App Inventor Overview

MIT App Inventor was first provided by the Google company and is
now maintained by the Massachusetts Institute of Technology (MIT) [15].
MIT App Inventor is a web-based and free-access development platform that
can create and design fully functional Android applications and provides a
graphical interface to users [16,17]. It uses a block-based programming
language built on Google Blockly [18] and inspired by languages such as
StarLogo TNG [19] and Scratch [20,21]. In the last decade, MIT App Inventor
has been used for Android applications in various projects such as automation
systems [22], smart switches [23], games and quizzes [24], smart home control
[25-28], and education [29].

2.2. History of MIT App Inventor

Hal Abelson, who previously taught a course on mobile programming
at MIT, came up with the idea for App Inventor in 2007. At the same time, in
2007, Google announced the Android operating system to the public [30].
Abelson and Mark Friedman from Google began developing an intermediate
language between the block language and the Java APIs for Android, called
Yet Another Intermediate Language (YAIL). The project aimed to help young
students program for Android. Abelson and Friedman built YAIL from a
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block-based language based on OpenBlocks [31] and took the design from
StarLogo TNG [32]. The Google version of the project was terminated at the
end of 2011, but the educational technology was transferred to MIT so that the
development and training aspects could continue [33]. Prof. Abelson joined
Prof. Eric Klopfer from the Scheller Teacher Education Program laboratory
and Prof. Mitch Resnick from the MIT Media Lab to form a group.

The MIT team also hosted workshops training teachers in App Inventor
pedagogy, primarily in the northeastern United States. To encourage self-
directed learning, they now focus on guided and open exploration of the
materials rather than providing students with step-by-step instructions.
Technical development at MIT is focused on the development of new
components including robotics (LEGO™EV3), cloud-focused data storage
(CloudDB), and visualization (Map). The App Inventor team has also
developed IoT-related extensions so students can interact with physical
hardware outside of their mobile devices and take advantage of the growing
array of small computer motherboards such as Arduino, BBC micro:bit, and
Raspberry Pi. To this day, the team continues its development work by

creating complementary educational materials in parallel [30].
2.3. Introduction to MIT App Inventor

When the URL address in the source [34] is typed into the internet
browser address bar, the screen in Figure 1 opens. Here you can get general
information about App Inventor, access resources and documents, get
information about various news and events, and share about applications by

becoming a member of app communities.
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Figure 1. MIT App Inventor home screen

There is a button “Create Apps!” in the upper left corner of the screen.
When the button is pressed, you are asked to log in from a Google account, as

seen in Figure 2.

G Sign in with Google

Choose an account

to continue to App Inventor Authentication

AHMET TOP Signed out
atop@firat edu.tr

. - — .- Signed out

(® Use another account

To continue, Google will share your name, email address,
language preference, and profile picture with App Inventor
Authentication.

Figure 2. Login screen
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After logging in from the account, the application design login screen

in Figure 3 appears. The menus in the upper left corner of this screen are

zoomed in and shown in the figure. These menus and their contents are

explained below.

12

= APP INVENTOR
New project § New Folder § Move. Mave To Trash § View Trash | Login to Gallery § Publish to Gallery

Projects

[J Name

Figure 3. Project launch page

Projects: It is used to see all your projects, to create a new project, and
to transfer projects from your computer or storage to the app
Inventor.

Connect: Runs the project in the AT Companion application shown in
Figure 4, in the emulator or on a device connected via USB.

Build: For the developed application to be permanently installed on
the smart device, it is compiled in .apk or .aab formats. When the
application is compiled, a URL address is created and a QR code is
generated. These are opened on the smart device and the application
installation process is carried out directly.

Settings: Project-related settings are made.

Help: There is helpful content on the topics in the menu.

There are quick-access buttons at the bottom of these menus. These buttons

and their functions are as follows.
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e New project: Allows a new project to be opened. When the button is
pressed, the screen in Figure 5 opens and you can give any name to
the project here.

e New folder: Used to create a new file.

e Move: Moves projects to other files.

e Move to Trash: Performs the deletion of the selected project.

e View Trash: Shows the trash can.

e Login To Gallery: Performs the process of logging into the gallery.

e Publish to Gallery: Allows the project to be published in the gallery.

[ WIT App Inventor 2 Companion

Your codV

qktpmz

Your IP Address is: 192.168.1105
Version; 227

Cancel

Figure 4. Al companion

When the “AI Companion” button in the Connect menu is pressed, it
generates a code as seen on the left in Figure 4. The MIT App Inventor 2
Companion application is installed on the smart device and when this code is
written on the screen on the right, the developed application is opened on the
smart device. Changes made in the application can also be viewed directly on

the smart device.

Project name:

Cancel OK

Figure 5. Project name input screen
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The project preparation page that appears when a new project is opened
consists of two parts. These are the design interface and the block editor. The
design interface shown in Figure 6 is the part where screens and contents are

created.

Designer Button

Mopeties

Palette === s Bhp—

o o ; Properties

\ Viewer

Figure 6. MIT App Inventor design interface

The sections in the design interface and the functions of these sections are

given below [35]:

e DPalette: This is the section where components are added to the
Viewer area by drag and drop method.

e Designer: Used to open the design area.

e DProperties: This is the section where component properties are
edited.

e Viewer: This is the part that shows how to view the components.

The block editor, shown in Figure 7, is an environment where designers can
visually organize the logic of their application with color-coded blocks that
interlock like puzzle pieces to describe the program [36]. This allows users to
create a specific or general program while avoiding many of the potential

€ITors.
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ENEEEERE0

\ Viewer

Figure 7. MIT App Inventor block editor
The sections and their functions in the block editor interface are as follows:

e Component-Specific Drawers: This is the section containing the code
blocks that can be applied to the components on the design screen.

e Block-In Drawers: This is the section where general code blocks are
located.

e BlocksButton: This is the button to open the block editor.

e Blocks Viewer: This is the area where code blocks can be dragged and
dropped.

e Block: Code blocks used for software [14].

3. Design of Motor Torque Calculation Application For Robots
3.1. Motor Torque Calculation

One of the most important issues when choosing a motor for mobile
robots is determining the weight of the robot and calculating the load torque
on the wheels. The maximum slope (degree) that the robot can climb during
movement and the movement acceleration (m/s*) value while advancing on

this slope must also be determined by the designer. According to these criteria,
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the torque values that the motors to be used in the robot should have been

calculated as follows, considering the situation in Figure 8.

Figure 8. Forces acting on the robot

where F,, is the force generated by the weight of the robot, F; is the
resultant of the force generated by this weight acting in the movement plane,
F, is the friction force and F is the force that must be applied for the robot to

move.

The Society for Automotive Engineers (SAE) reported that, in their tests
in SAE J1269 and SAE J2452 standards for the rolling friction coefficients of
wheels, this friction coefficient for the newest passenger wheels was between
0.007 and 0.014 [37]. Considering this report, an average value can be
determined by the designer. The friction force acting on all wheels is calculated

as in Equation 1.
F. = pmgCos(a) )

In this formula, m is the mass of the robot, g is the gravitational
acceleration (9.81m/s?), a is the tilt angle, and p. is the rolling friction
coefficient. The total weight is calculated by taking into account all weights
that may affect the robot, such as the robot's chassis, motors, wheels, sensors,
and electronic circuits, and the mass in kg is taken into account. In addition

to the friction force, the vehicle's weight creates a direct force Fy, due to
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gravitational acceleration. The effect of this force on robot movement is as in

Equation 2.
F, = mgSin(a) (2)

These two forces are in the opposite direction to the F force that must
be applied to the robot to move, as seen in Figure 8. Therefore, as seen in
Equation 3, to calculate the net force, the net force is found when the sum of
the force resulting from the mass and the friction force is subtracted from the
applied force. This force is also equal to ma according to the formula of

Newton's second law of motion.
Fpet = F — (Fr + Fg) = ma 3)

Since the mass of the robot and the acceleration determined as the
design criterion are known, the total force (F) that must be applied to the

vehicle is obtained as in Equation 4.
F=(F +Fg)+ma (4)

When the forces, weight, and acceleration in the above calculations are
put into the equation, the force that needs to be applied to the robot is
calculated. Assuming that the wheels do not slide on the ground and that the
conditions are ideal and that the robot will be designed with n wheels, the force
on each wheel (F,) is calculated in Newton units according to Equation 5.

F, =~

n

(5)

If the radius (r) of the wheels on the robot is known, the net load torque

(The) per wheel is calculated with Equation 6.
Thet = 1. F¢ (6)

Due to the possibility of inaccuracy in the calculated and predicted
values, a 10% tolerance is added to this value, and the net load torque per wheel

is recalculated. Since INm = 10.197 kg-cm [38], the load torque is converted
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into a kg-cm unit with equation 7. If desired, these calculations can be repeated

for a smooth road by giving zero value to the slope angle [39].
Tnet—kgcm = Tpet10.197 (7)

3.2. Android Application Design

Application design consists of two parts. The first of these is the
interface that will be seen on the Android device screen shown in Figure 9.
The second part is the block code writing editor in Figure 10, which will
perform the functions of the button, text editor, and labels in the interface. In
the image at the top of the interface, a representative robot is placed on an
inclined surface and the forces acting on the robot are shown. At the bottom
of the image, text editors and tags are placed for the designer to fill in

information about the robot and design parameters.

139:59

Motor Torque Calculation

Slope: i degree
Acceleration: m/s*2
Robot Weight: kg
Number of wheels: quantity
Wheel radius: m

Friction coefficient:

Calculate

1 @] <

Figure 9. Android application design interface

After all the values are entered, when the "calculate” button at the
bottom is pressed, operations will be carried out in the background according

to the motor calculations mentioned in section 3.1. At the same time, the
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values resulting from the calculation will be written next to the forces in the
visual on the screen. Meanwhile, the values entered by the designer will
disappear from the screen and the calculated torque value will be written on
the screen with a DC motor visual. There will be a representative image at the
bottom according to the number of motorized wheels specified by the
designer.

when EECELHEES .Initialize

do

when Ciiok

do

L™ BlToxt - NP o B Toxt ~ NRSNCINET cighi v - N Text - JEMM acosleration v + N Text - |

EeIG siope_v - ) Tex - |

JERRCINE vcight v - Text - I

j 3 to [T net - W Text - JCRN1.1]
[T _net_tolerance - | Text - JI3

numberwheel v - I Text - (= - I 4

Figure 10. Coding created in Block editor

For example, it was taken into account that the robot could climb a 10°
slope with an acceleration of 0.1 m/s*, and the rolling slip coefficient was
accepted as 0.01. Anticipating that this robot would weigh 10 kg, it was

designed to be driven by four motors, each with a diameter of 21 cm, and these
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values were entered into the interface as seen in Figure 11 (a). The motor

torques calculated for these values are given in Figure 11 (b).

14:00 B e 1400 &

Motor Torque Calculation - Motor Torque Calculation

Enter robot parameters for motor selection.

m 4
S ‘Y’ —
€ S
g =
e “/
o
/( T,
a
Torque of each motor:
Slope: 10  degree
Acceleration: 0.1 m/s*2 @_ 550469 kg-em
Robot Weight: 10 kg

Number of wheels: 4 quantity
Wheel radius: 0.105m

Friction coefficient: 0.01

Calculate

(a) (b)
Figure 11. Sample application -1 (a) entering the parameters, (b) calculating

the results

The same calculation was made considering another mobile robot
weighing 5 kg and having 6 wheels with a diameter of 20 cm, so that it could
move with an acceleration of 0.1 m/s? on an uninclined road, the values were
entered into the interface in Figure 12 (a) and the results have been obtained
in Figure 12 (b). The torque value calculated as 5.594 kg-cm for the previous

robot was calculated as 0.185 kg-cm for each motor of the second robot.
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1401 & % %100 1401 2

Motor Torque Calculation 3 Motor Torque Calculation

Torque of each motor:
Slope: 0 degree
Acceleration: 01 m/s*2 @_ vigse kg-em
Robot Weight: 5 kg

Number of wheels: 6  quantity
Wheel radius: 01 m

Friction coefficient: 0.01

Calculate

(b)

Figure 12. Sample application-2 (a) entering the parameters, (b) calculating

the results



86 * Ahmet TOP

[10]
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INTRODUCTION

This study discusses advanced measurement infrastructure (AMI), one of
the most vital smart grid (SG) components. In this context, information about
SG is first given, and then AMI and its current structure are summarized.
Sensing, communication, and data security are the most essential components
in AMIs, and the system works based on these components. Finally, some
suggestions have been made regarding smart meters (SMs) and the AMI. These
recommendations can be summarized as follows: With the development of
the SM structure, AMIs should also keep up with this development, and the
relevant software should be adapted to the changes; SMs and AMIs should
become more sensitive to human behavior and have more sensor structures.

SMART METERS

In an age where technology continues redefining how we live, work,
and interact, the term “smart” is becoming very popular and increasingly
common, adorning everything from phones to homes (Goddard, Kemp, &
Lane, 1997). One of the areas where these developments are effective is SMs.
So what exactly is an SM, and how does it transform how we consume and
understand our energy use?

An SM is a sophisticated device that discerns power consumption with
much greater granularity than a conventional meter. It then transmits the
gathered data to the grid for load monitoring and billing purposes (Yan et
al., 2013). Unlike their analog predecessors, SMs have advanced sensors and
communication modules that enable two-way communication between the
service provider and the consumer. Thus, in these meters, controlling the
energy at all times and detecting the reflection of environmental changes on
energy use are at the forefront.

One of the main features distinguishing SMs from others is their
numerous capabilities, which can be added compared to traditional meters.
The most prominent of these is that SMs provide real-time data on energy
consumption. Service personnel must read traditional meters manually, often
leading to delayed and sometimes inaccurate billing. SMs provide numerous
advantages to consumers, such as the ability to approximate their bills using
the compiled data, enabling them to efficiently regulate their energy usage and
consequently lower their electricity expenses (Zheng et al., 2013). In addition,
the ability of the meter to direct or control the consumer is another crucial
and distinctive advantage that requires the use of SMs.

The emergence of SMs also marks a significant shift in consumer
awareness and empowerment. Thanks to real-time data accessible through
mobile applications or online portals, users can monitor energy consumption
patterns and make informed decisions to optimize usage (Islam et al., 2016).
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This transparency encourages energy-saving practices, allowing individuals
to identify and correct wasteful habits that contributing to higher bills and an
increased carbon footprint (Yan et al., 2013).

In this period, when economic difficulties, climate change, and global
warming are accelerating, this guiding feature of SMs will provide significant
positive contributions to consumers in economic and environmental terms.

Additionally, SMs pave the way for dynamic pricing models in which
energy prices fundamentally fluctuate. This encourages consumers to adjust
their energy usage during peak hours on demand, increasing efficiency
and reducing the grid’s load. SMs are essentially devices that contribute to
personal savings and the overall stability and sustainability of the energy
infrastructure (EPDK, 2015).

Privacy concerns often come up when discussing the implementation
of smart technology. However, SMs are designed with robust security
measures to protect user data. Encryption, communication, and detection are
among the most essential features of SMs. Encryption protocols and secure
communication channels address data privacy concerns by ensuring that
sensitive information remains private (Abdalzaher, Fouda, & Ibrahem, 2022).

The environmental benefits of SMs go far beyond personal use. The
data collected from these devices allows service providers to analyze usage
patterns on a larger scale, facilitating the development of more efficient energy
distribution systems. The SM is a vital distribution system component in this
respect. This data-driven approach reduces energy waste and greenhouse gas
emissions, aligning with global efforts to combat climate change (Zheng et al.,
2013). As we continue to advance in the ever-evolving technology landscape,
the SM stands as a beacon of innovation in energy management. Its ability to
empower consumers, increase efficiency, and contribute to a more sustainable
future positions it as a critical player in the ongoing transition to an innovative
and connected world (Aubel &Poll, 2019). The SM provides fast and effective
data processing thanks to the electronic kit containing an approximately 1
GHz system on a chip (SoC) with a microcontroller and some flash memory
(Akpolat & Dursun, 2017). The SM consists of hardware structures such as the
step-down transformer, microprocessor core, real-time clock, memory unit,
and an LCD, as shown in Figure 1 (Weranga et al., 2014).
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Figure 1 A modern SM hardware (Weranga et al., 2014).

As a result, SMs are not just a digital alternative to traditional meters;
they represent a paradigm shift in how we perceive and manage our energy
consumption. SMs, which harness the power of real-time data and encourage
conscious energy use, are emerging as a cornerstone to a more sustainable and
efficient energy environment. Adopting this transformative technology is not
just a step forward but a step towards a future where energy management is
more innovative, greener, and connected.

Advanced Measurement Infrastructure (AMI)

The challenges arising in the energy market of the 21st century lead to
inevitable changes in electricity systems. The energy sector faces challenges
such as introducing Distributed Energy Resources (DER), more effective
control schemes for complex systems, improving power quality, and traditional
and centralized energy production methods associated with environmental
concerns, consumer information protection, and system security. The
economics of power systems are also important, from maintenance costs to
equipment renewal and network expansion. Europe and North America have
moved to smart grids (SG) to address these challenges by modernizing their
energy production and distribution systems (Mohassel et al., 2014).



International Studies in the Field of Electrical Electronics and Communications Engineering * 95

While the origins of electrical grids trace back to the late 1800s, the 1960s
marked a pivotal era often referred to as the zenith of electrical grids, and
this period witnessed substantial enhancements in the distribution network’s
reach and capacity to carryloads. The reliability and standard of the distributed
power achieved commendable levels. Moreover, notable advancements
occurred in centralized energy production’s technical and economic spheres,
encompassing fossil fuels, hydroelectricity, and nuclear power plants. Along
with these developments, the increasing need for energy at the end of the 20th
century brought many developments. Today, the traditional electricity grid is
transitioning significantly towards SGs, called smart or microgrids (Berger &
Iniewski, 2012).

AMI is an infrastructure enabling two-way communication and data
exchange between service providers and end users, which is pivotal in
modernizing traditional power distribution systems. AMI, a critical element
of the smart power grid, increases energy efficiency, ensures grid reliability,
and facilitates the integration of renewable energy sources (Abdullah et al.,
2023).

The successful implementation of several subsystems is necessary to
achieve an SG. The robust setup and functionality of each subsystem affect the
overall SG performance, as the output of each layer acts as a foundation for
the next layer. Figure 2 illustrates this relationship and summarizes the role
of each subsystem in developing and deploying the electrical grid (Strategy
NMG, 2008).
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Advanced Asset Management
(AAM)

+ Uses AMI, ADO, and ATO information
and Issue Control signals to improve:
o Operating efficiency
o Asset utilization

Advanced Transmission
Operations (ATO)

» Uses ADO information to improve
operations and manage
transmission traffic and voltage
+ Uses AMI to give consumers access fo
markets

Advanced Distribution Operations
(ADO)
* Uses AMI communications to collect
distribution information
» Uses AMI information to improve
operations

Advanced Metering Infrastructure
(AMI):

+ Establishes communications with the
loads (Consumer)
* Provides time stamped system
information

Figure 2 Overview of the SG subsystem array (Strategy NMG, 2008).

AMI represents not a solitary technology but a meticulously structured
framework amalgamating various technologies to fulfill its objectives. This
framework encompasses smart meters (SMs), communication networks
spanningvarious tiers of the infrastructure hierarchy, Meter Data Management
Systems (MDMS), and facilitating tools enabling the seamless integration of
gathered data into software application platforms and interfaces. As delineated
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in Figure 3, consumers are furnished with sophisticated solid-state electronic
measurement devices adept at capturing time-based data. These meters
can transmit accumulated data through prevalent fixed networks such as
Broadband over Power Line (BPL), Power Line Communication, Fixed Radio
Frequency, and public networks like landline, mobile, and paging.

The AMI host system receives measured consumption data, and then
the data is sent to an MDMS that manages data storage and analysis and
provides the information in a format that is helpful to the utility provider.
AMI allows two-way communication; Therefore, it is also possible to provide
communication or command or price signals from the grid to the meter or
load controllers (Mohassel et al., 2014).

AMI Advantages

There are numerous benefits associated with the utilization of AMI. From
the utility standpoint, leveraging historical data gleaned from smart meters
(SMs) enables the detection and mitigation of illicit electricity consumption.
The Smart Grid (SG) can be remotely monitored and managed through AMI,
thereby enhancing maintenance practices, demand management strategies,
and overall planning efficacy. Moreover, a robust SG facilitated by AMI
contributes to outage prevention and cost savings for power companies. AMI
obviates the need for manual monthly meter readings, expedites electrical
system monitoring, fosters more judicious utilization of power resources,
furnishes real-time data pivotal for load balancing endeavors, thus mitigating
the occurrence of power outages (e.g., blackouts), facilitates dynamic pricing
mechanisms based on demand fluctuations (e.g., adjusting electricity costs
accordingly), circumvents the necessity for substantial capital investment
in constructing new power plants or retrofitting existing ones, and aids in
revenue optimization utilizing existing resources.

AMI offers consumers several advantages, including enhanced precision
in electricity billing, heightened control over power quality, and heightened
awareness. Empowered with more significant insights, consumers can
optimize their consumption patterns, thereby reducing household energy
requirements and subsequently lowering their utility bills. Consequently,
end-users benefit from improved electricity service quality, flexible billing
frameworks, comprehensive energy bill data, detailed feedback on energy
usage, insights into consumption behaviors, and heightened energy awareness,
fostering rational energy utilization and enabling interoperability (Martins et
al., 2019; CioWiki, 2023).

AMI Problems and Disadvantages

While specific challenges with AMI pertain to consumer privacy and
confidentiality, others revolve around unauthorized device access, leading
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to cybersecurity concerns. On the consumer front, safeguarding data
necessitates robust data management practices, including anonymization.
End-users may encounter difficulties verifying the accuracy of new meters,
while concerns arise regarding the maintenance of data accuracy and
potential additional fees for installation. Utility providers must ensure data
accuracy and guard against physical or cyber-attacks on meters. This entails
implementing various cybersecurity measures encompassing confidentiality,
integrity, and authentication of exchanged data to thwart cyber threats such
as eavesdropping, traffic analysis, and malware. However, constraints in
processing power hinder the full implementation of cybersecurity measures
in some smart meter (SM) and Smart Grid (SG) systems.

Moreover, transitioning to new technologies and processes entails
higher personnel training, equipment development, and production costs.
Overcoming public resistance and fostering customer acceptance of new
meters pose additional challenges. Furthermore, committing to long-term
investments in new meter technology and associated software raises financial
concerns. Technical hurdles emerge in managing and storing vast quantities
of meter data, while ensuring the security and confidentiality of such data
remains an ongoing challenge (Martins et al., 2019).

Subsystems of AMI

The SG has advanced metering infrastructure (AMI), of which SMs are
a key component. Advanced metering infrastructure is an integrated, fixed-
network system that measures, stores, analyzes, and presents electricity, gas,
and water consumption in real-time, establishing two-way communication
between service providers and customers (Popovi¢, Z. & Cackovié, V., 2014).
Advanced metering infrastructure offers many advantages to improve energy
efficiency, billing, demand management, fault detection, remote control, and
customer engagement.

AMI is a complex structure consisting of many subsystems. These
subsystems are SMs, communication networks, data management systems,
application software, and security systems. The general scheme of AMI is
shown in Figure 3 (Céspedes et al., 2017).
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Figure 3 General schematic representation of the AMI (Céspedes et al., 2017)

1) SMs

SMs are the most essential components of advanced metering
infrastructure (Ko, E. & Jeong, G. S., 2023). SMs, unlike traditional meters,
are digital electronic devices that measure energy consumption on an hourly
or more frequent basis, transmit data remotely, can be adjusted according
to received commands, and can communicate with other devices. SMs can
measure electricity, gas, and water consumption. Some features provided by
SMs are:

o It can detect and report malfunction, interruption, leakage, and theft.

o It can measure and report parameters such as energy quality, voltage,
current, frequency, and power factor.

o It can be connected, interrupted, restarted, updated, and configured
remotely.

o It can be applied to time-based, dynamic, multiple tariffs and invoices.

o It can be adapted to demand response, distributed generation, and
electric vehicle charging applications.

o It allows customers to monitor and manage energy consumption.
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SMs can connect communication networks using protocols, frequencies,
modulations, and encryptions. Communication technologies of SMs can be
broadly classified as wired or wireless, point-to-point or networked, centralized
or distributed (Zheng et al., 2013). When choosing communication technologies
for SMs, factors such as geographical location, network structure, data rate,
security, cost, reliability, and scalability should be considered. An example of
an SM is shown in Figure 4, and data according to the model is given in Table 1.

Figure 4 SM Model (Fronius, 2024)

Table 1 SM General Data (Fronius, 2024)

Rated voltage 230-240 V
Maximum current 1x63 A
Phase and neutral conductor connection 1-16 mm?®
cross-section

Current converter and communication gate 0,05-4 mm?
connection section

Self-consumption 1,5W
Starting current 40 mA
Accuracy class 1
Effective energy accuracy Class B (EN50470)

Reactive energy accuracy

Class 2 (EN/IEC 62053-23)

Overload (short) 30 x Imax / 10ms
Assembly Internal mounting (DIN rail)
Enclosure 2 Modules DIN 43880

Degree of protection

IP 51 (Front), IP 20 (Terminals)

Screen

Six-digit LCD

Working area

-25+55°C

Interface to inverter

Modbus RTU (RS485)
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2) Communication Networks

Communication networks are subsystems forming the backbone of AMI
(Caietal., 2014). AMI creates a communication network between grid systems
and SMs, enabling two-way communication to transmit data and control
signals. Communication networks collect, store, process, and send data from
SMs to where it needs to be transmitted. In addition, they transmit commands
from the AMI bedside system or other application software to SMs (Kumar V.,
Kumar R., & Pandey, 2021).

AMI uses three levels of communication: home area network (HAN),
neighborhood area network (NAN), and wide area network (WAN). HAN
is responsible for providing connectivity to the NAN and communication
between all smart devices in the home (Molokomme, Chabalala, & Bokoro,
2020). NAN carries information between SMs and a data concentrator.
WAN consists of data collectors, grid substations, etc. It is responsible for
the bidirectional transportation of incoming information to network control
centers (Kabalci, 2016). WAN, power line communication (PLC), fiber optic,
WiMax and Satellite, NAN; PLC, Zigbee, WiMax and GSM, HAN; It can use
different communication protocols and infrastructures such as Zigbee, WiFi,
ZWave, GSM and PLC (Kabalci, 2016).

2.1. Wide Area Network (WAN):

A WAN is typically set up as a backhaul network with instances
geographically dispersed. WANs help communicate between electricity
markets and power providers in SGs, as shown in Figure 5. WAN links
the service control center (UCC) and the home network (HAN) to enable
communication between various SG networks. Additionally, WAN connects
these servers via UCC to communicate. 5G could be an excellent technology
for WAN applications and services. Cognitive radio networks (CRNs) can
also adapt to improve the spectral efficiency of the network by dynamically
accessing idle spectrum bands (Bouabdellah et al., 2019).
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Figure 5 Wide area network (WAN) architecture (Yu et al., 2011)

2.2. Neighborhood Area Network (NAN):

NAN is the second layer of the NAN, SG communication architecture,
and receives measurement and service data from many HANs and sends it to
data collectors that connect the NAN to the upper layer, the WAN layer (Yu et
al., 2011). It also works as a bridge to communicate HAN and WAN in SGs; that
is, it transmits the power consumption data of every smart electrical device
in the HAN in real-time. NANs connect HANs and establish connections
between HANs and WANS, as shown in Figure 6. NANs act as intermediate
nodes by sending information from SMs to the UCC. Communication
technologies used in this layer vary depending on VR applications. Therefore,
wireless and wired communication technologies are suitable solutions for the
various QoS needs of NAN applications. Optical fiber and 5G are excellent
technologies for NAN applications as they can support real-time latency-
sensitive applications. Moreover, establishing a suitable information structure
between SMs, sensors, and utility data centers is still a complex problem.
Therefore, NAN gateways must be deployed to transfer information from
heterogeneous IoT smart devices to the WAN (Gungor & Sahin, 2012).
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Figure 6 A central NAN topology for SG communication (Meng et al., 2014)

2.3. Home Area Network (HAN):

The SG provides a valuable function in controlling the energy
consumption of homes. Home energy management covers the various
devices in the home, from lights, appliances, heaters, air conditioners, local
generating units (such as solar panels), and electric vehicles, as shown in
Figure 7. Home energy management systems (HEMS) have been designed
and implemented to enable energy consumption, storage, and production of
these devices. Communication is established between these devices through
a home area network (Budka, Deshpande, & Thottan, 2014). The customer’s
facility area network can be divided into three categories depending on
the environment: HAN, business area network (BAN), and industrial area
network (IAN) (Eder-Neuhauser, et al., 2016). The characteristics of these
areas depend on various factors such as climate and economic conditions.
The daily habits of networked consumers and climate changes determine load
demand on HAN. During winter and peak times, load demand is expected to
be higher than during summer and off-peak times. In BAN, the load demand
depends on the economy and is less affected by climate change. Therefore,
HAN acts as a communication bridge between smart devices and SMs. The
main task of SMs in HAN is to collect energy consumption data and monitor
the network status in real-time. The traditional communication structure is
insufficient to manage the large amount of data coming from SMs. AMI has
been implemented in HAN to meet QoS needs (Molokomme et al., 2020).
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Figure 7 Home Area Network Architecture (Eder-Neuhauser, Zseby, & Fabini, 2016)

3. Meter Data Management System (MDMS):

The data management system is the central data repository of the AMI
(Popovi¢ & Cackovi¢, 2014). The data management system receives, stores,
processes, analyzes, and presents data from communication networks. The data
management system interfaces the AMI bedside system and other application
software. The data management system provides many functions to improve
AMTI’s performance, quality, and security. MDMS securely manages new
requests and data sizes. It also fulfills needs regarding delivery times and service
hours. Another aim of the MDMS project is to increase customer satisfaction.
This is achieved through better customer service. When a customer calls to
complain, customer service can access customers’ meter data and handle the
problem more effectively. The best way for customers to benefit from the MDMS
project’s advantages may be through online service (Mikeld, 2011).

The data management system is one of the AMI’s most critical and complex
subsystems (Cai et al., 2014). The data management system must process large
amounts of diverse, fast, and constantly flowing data. The data management
system requires sufficient hardware, software, and human resources to ensure
data security, confidentiality, integrity, and availability. The network structures
mentioned above and the general architecture of the meter data management
system are shown in Figure 8 (Popovi¢ & Cackovié, 2014).
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Figure 8 AMI overall communication network architecture (Popovi¢ & Cackovié, 2014)

Conclusion

AMTI is a system with critical measurement functions for developing SGs.
However, the AMI can still be considered cumbersome. The most important
reason is that the detection level in SGs is still not very advanced. Integrating
many sensor types and technologies into SGs continues, directly affecting the
development of the AMI.

On the other hand, human behavior is highly variable and dramatically
impacts the consumption and efficiency of electrical energy. For future studies,
developing an AMI for SGs that handles human behavior with artificial
intelligence methods and contains more sensors is necessary.
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