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1. Introduction 

Advances in technology are creating new opportunities for many 
sectors. On the one hand, these advances support the efficiency, quality, and 
cost-effectiveness of businesses, and on the other hand, they are disruptive 
to traditional technologies. Especially with Industry 4.0, technological 
elements such as cloud computing, the Internet of Things, big data and 
artificial intelligence, which have entered into daily life, are current concepts 
that have the potential to trigger development on the basis of businesses.  
Technological systems cause significant interactions between individual and 
corporate consumers and businesses with commercial concerns, which is why 
it becomes very important to closely follow technological developments, to be 
predisposed to the use of technology, to reduce human involvement and to use 
smart systems that can manage and monitor themselves. 

Accordingly, artificial intelligence has a critical role in creating a strategy 
that has the ability to meet the wants, needs and demands of consumers in 
many different sectors and requires the least human element. In this way, 
consumers have the chance to fill the gap between their needs and the services 
provided by the business in the most optimal way and get the highest benefit. 
Artificial intelligence and its components in businesses are particularly evident 
in the fields of marketing and accounting. Modern business management is 
a concept that continues from the production of goods and services suitable 
for consumer needs to after-sales and includes the most up-to-date market 
conditions. Technological developments also give businesses a digital form, 
so many businesses can easily have global characteristics, and in general, 
the internet and many digital platforms support businesses in implementing 
global strategies.  

Mainly due to scientific advances, businesses are trying to predict 
tomorrow based on today’s data, and artificial intelligence is currently serving 
this purpose, albeit partially. Artificial intelligence is commonly defined as a 
technologically based analytical process created by computer systems, but it is 
also an intelligent system that makes sense of the complex and irregular data 
that businesses collect about people and “continuously learns” based on this 
data. 

In this context, the study first elaborates on the concept of artificial 
intelligence and then explains the use of artificial intelligence in marketing 
and accounting. As a result of the bibliometric analysis conducted within the 
framework of the subject; it has come to the forefront in the findings that 
the theme in question is a field that has been widely studied academically in 
recent years, is open to development, and that joint studies between countries 
and authors are frequently carried out.
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2. Concept Of Artificial Intelligence

In the current digital age, many cutting-edge technologies have emerged, 
and these technologies have had a significant impact on the working systems 
of businesses. In this sense, technological developments such as the Internet 
of Things, blockchain technologies, cloud computing, big data and artificial 
intelligence are transforming business processes. This technological situation, 
which is called disruptive innovation, focuses especially on artificial 
intelligence and is actively used in many areas, from education to health 
and from production to trade. Artificial intelligence, which is not limited to 
business areas, is also an indispensable part of people’s daily lives. Especially 
in recent years, artificial intelligence-based products or services have become 
very visible (Özer Çizer, 2022).

In a paper originally published by Alan Turing in 1950, a question was 
asked about the possibility of machines being able to think. Although this 
question does not fully meet the concept of artificial intelligence, it has an 
important place in the history of technology. However, John McCarty, who 
first used artificial intelligence as a concept in 1955, uses the definition of 
“the engineering of making intelligent machines” for artificial intelligence. 
Accordingly, artificial intelligence is actually a branch of science that translates 
human abilities such as thinking, decision-making, or problem-solving 
into algorithms and makes machines intelligent. The main aim is to enable 
machines to show intelligent behavior. Based on many definitions made by 
scientists, it can be said that artificial intelligence is simply “the science of 
building intelligent machines” (Kuruca, Üstüner and Şimşek, 2022).

The development of artificial intelligence is happening at a very fast pace. 
The main goal is to make machines more intelligent and autonomous. So far, 
artificial intelligence has been given the ability to reason, learn, communicate, 
perceive, store or relocate. In a television interview, Edward Fredkin cited the 
emergence and development of artificial intelligence as one of the three major 
events in history. However, artificial intelligence with learning and interaction 
capabilities uses software, especially in the decision-making process. Today, 
many businesses carry out artificial intelligence studies through this software. 
As a result of all these, it is said that the feature that distinguishes artificial 
intelligence technology from human intelligence is only a lifeless imitation, 
and most of the studies focus on making artificial intelligence superior to 
human intelligence (Bayuk and Demir, 2019).

When we think of artificial intelligence as machine intelligence, we 
think of a system of intelligent machines that can perceive the environment 
in order to successfully complete a task. These machines are tools that can 
mimic the cognitive and emotional elements of the human mind and provide 
extraordinary progress. Research has led to significant innovations in 
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countless sectors. In this system, data is collected according to the need and 
large piles of data are created. Working with huge amounts of data is one of 
the most important features of artificial intelligence, but it also draws heavily 
on psychology, linguistics, philosophy and mathematics when creating 
applications. Artificial intelligence, which is seen as a strong supporter, 
especially in the provision of financial services, also uses various analytical 
tools (Atlı, 2023).

Artificial intelligence is a simulation of human intelligence that is tuned 
to think and act like a human being. In fact, the ability of machines to learn 
is considered a function of artificial intelligence. However, although it seems 
to be related to artificial intelligence, the Internet of Things and big data 
are different concepts. While big data contains data collected in any way, 
the Internet of Things acquires external data that can be input for artificial 
intelligence. Artificial intelligence, defined as a set of intelligent systems, 
performs the reproduction of human behaviors based on emotional, social 
and cognition. The aim of AI is to provide intelligent products, services and 
experiences so that appropriate sustainable value can be created. Essentially, 
artificial intelligence is the performance intelligence of machines as they 
perform their functions in their working environments. 

In this context, artificial intelligence is an advanced technology system 
that provides improved business performance and even increases performance 
as the process progresses. It consists of a set of algorithms involving deep 
learning and data processing. An intelligent and error-proof decision-making 
capability aims to minimize recurring problems and maximize accuracy. 
Here, the process is based on the absence of any emotional decision-making 
about the factors that create the problem and is based entirely on information 
and statistics (Şalvarlı and Kayışkan, 2022).

Essbinbirentially, artificial intelligence is a structure with a system that 
can make radical changes to existing technology. It is predicted that it will 
penetrate into daily life more rapidly over time and, together with globalization, 
will have a greater impact on humans than expected. Thanks to artificial 
intelligence, machines have the ability to speak, learn, or fly, unlike humans, 
along with five senses such as touch, sight, taste, and taste. With the use of 
these qualities in production processes, the quality and volume of products 
have increased significantly, and countries have become more competitive in 
the international arena. For this reason, countries or businesses that want to 
be strong in international markets increase their research and development 
expenditures and ensure the development of artificial intelligence. In this way, 
businesses can communicate faster and more effectively with their customers, 
increase their commercial performance, provide an automated shopping 
experience, and offer smart products and services (Yakubov and Konak, 2022).
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In this context, businesses trying to meet consumer demands, which 
have increased significantly compared to the past, make full use of artificial 
intelligence technologies. In order to make their products and services effective 
in a fiercely competitive environment, they use artificial intelligence in a wide 
variety of units for innovation as well as research and development activities. 
However, how artificial intelligence will be used is shaped by business units 
and has a common benefit for each business unit. For example, increased 
productivity, superior speed, enhanced customer experience and improved 
quality of life are among the most important benefits. Artificial intelligence, 
which can easily perform tasks that seem especially complex and for which 
human solutions are inadequate, can offer personal suggestions, services, and 
products by predicting purchasing behaviors, habits, and tendencies from the 
data obtained from people’s transactions on the internet. It also undertakes 
many tasks such as virtual assistant, purchasing consultancy, pricing and 
routing, as well as receiving and categorizing questions and requests and 
providing suggestions (Sarıoğlu and Develi, 2022).

In fact, artificial intelligence is a system that can effectively match 
consumer needs with business products and services. Thanks to data 
science, predictive models can be created and solutions developed, and the 
expectation that AI should be capable of reasoning, business forecasting, 
or planning has increased in recent years. Modern business demands an 
automated, data-driven, intelligent and error-free system, which has a direct 
impact on the results of business operations. Technological developments are 
very important for businesses to make a difference and become stronger in 
competition. Artificial intelligence in business has a critical role in developing 
and implementing recommendations to achieve the best results. Adapting 
to rapidly changing needs is at the forefront for innovative businesses and 
artificial intelligence not only provides this but also offers profitable solution 
packages to business stakeholders. In the digital transformation with artificial 
intelligence, the business becomes modern, state-of-the-art and fast in 
implementing its main operations.   

Consumers, in particular, like to use exciting and up-to-date technologies, 
and they like businesses to leverage these technologies to leverage artificial 
intelligence capabilities such as image and voice recognition and semantic 
search. In this way, businesses have continuous and customized interactions 
with their customers and gain a sustainable competitive advantage. Businesses 
that can understand the importance of artificial intelligence in the real-time 
world and implement the right system are successful (Erdem, 2022).

As a result, many different professions, such as technologists or engineers, 
have been interested in artificial intelligence from the past to the present, but 
currently, artificial intelligence has spread to a wide range of fields, including 
social sciences. Especially in recent years, there have been many applications of 
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artificial intelligence in the fields of medicine, education and business, which 
are becoming widespread in every aspect of daily life and making human life 
easier and easier. In fact, as a step forward, it is predicted that even many jobs 
that require manpower will be performed by artificial intelligence-supported 
tools, and human contribution will be minimized (Aktaş and Çavuşoğlu, 
2023).

3. The Use Of Artificial Intelligence in Marketing

Artificial intelligence, which is a very different subject from the 
traditional one, comes to the forefront by making an extraordinary effort to 
respond to increasing consumer demands and expectations. In parallel with 
the developing technology, it is a fact that marketing science cannot stay away 
from artificial intelligence. Artificial intelligence and marketing have become 
a challenge, going far beyond the traditional ways of interacting with actors 
in the market. This challenging approach has triggered an innovation and 
technology shift in marketing that has been ongoing for the last 15 years. 
Marketing professionals see AI both as a time-saving element to achieve their 
goals and as a tool that threatens employment. When this process is viewed 
from a marketing perspective, it is striking how the changes brought about by 
AI fit into the bigger picture, how they affect business networks, and how the 
boundaries of knowledge are changing. In fact, from a macro perspective, the 
actors who are effective in routine business life and marketing are gradually 
shifting to an understanding based on the human-machine relationship 
(Ekinci and Bilginer Özsaatçi, 2023).

Essentially, marketers have to make their products, brands and services 
available wherever consumers are. In the 2020 report of companies conducting 
marketing research, it is stated that consumer behavior is influenced by 
artificial intelligence and robotic developments and that the use of artificial 
intelligence is becoming widespread in this direction. Competition in the 
digital world is also related to the extent to which the information produced 
is agile and innovative, as well as the extent to which it is used in marketing 
activities. However, it should not be forgotten that the digital world generates 
huge amounts of data. Generating, managing, analyzing and analyzing this 
huge mass of data and reflecting the results positively on marketing is possible 
with artificial intelligence technologies. In particular, the interaction between 
marketing and artificial intelligence extends from managerial and strategic 
issues with business and social life to the psychological behavior of consumers 
(Özaydın, 2021).

In this context, artificial intelligence in marketing has focused on 
identifying and managing customer needs and making offers accordingly. 
Existing research evaluates the effects of technological development on the 
marketing performance of the business and its application areas. However, 
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when recent developments are observed, it is seen that there is an increase in 
studies investigating the intersection of artificial intelligence and marketing. 
In terms of marketing science, artificial intelligence is defined as “the 
development of artificial factors that recommend and/or perform marketing 
actions to achieve the best marketing result, given the information they have 
about consumers, competitors and the focal company” (Şalvarlı and Kayışkan, 
2022).

Considering the intensive technology-oriented fourth industrial 
revolution, it is an indisputable fact that this situation also affects marketing 
processes and artificial intelligence, the most popular tool of this revolution, 
should be used in marketing. Today, artificial intelligence offers serious 
support to marketing, especially in areas such as business-customer relations, 
promotion tools, product development, pricing and target market control. 
With this support, it also brings time and cost advantages. In a 2016 report, 
55% of senior marketing executives believe that artificial intelligence is more 
effective than communication or social media. Since artificial intelligence-
supported technological developments allow customer information to be 
made more useful, businesses focus on developing more customer-centered 
strategies (Üstüner and Şimşek, 2022).

Within the scope of marketing, artificial intelligence is used, from 
algorithms developed for consumers to make the best purchases to virtual 
shopping assistants that analyze customer experience and offer suggestions. 
Essentially, it is possible to expand the customer portfolio, retain customers 
and ensure business sustainability with the support of artificial intelligence. 
Artificial intelligence algorithms created to provide this support focus on 
providing the most accurate product and service to the target audience. 
Business models based on artificial intelligence adopt an approach that 
focuses on the customer (Çizer, 2022).

The utilisation of artificial intelligence (AI) in marketing is becoming 
increasingly prevalent, with businesses leveraging its innovative capabilities, 
including speech and image recognition, and machine learning. Artificial 
intelligence (AI) provides marketers with up-to-date, knowledge-driven 
insights. Notable applications include Apple Siri, which employs natural 
language processing for voice commands, and Google DeepMind, which 
employs deep learning to analyse raw data and optimise operations, such as 
reducing cooling energy. Artificial intelligence (AI) has become a necessity 
for businesses of all sizes, as it enables enhanced efficiency and the delivery of 
personalised customer experiences (Okay, 2023).

In fact, it is important for businesses to adopt technological innovations 
for many reasons. These innovations provide businesses with sustainable 
competition in the new economy and make it easier for brands to grow and 
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expand into new markets. Technology also manifests itself in the design, 
production and presentation of a new product. Shortening and automating 
processes, providing consumers with superior service and experience, making 
existing products attractive, and developing a new technology-enabled service 
concept make businesses superior. Many marketing professionals believe that 
digital technology will trigger radical developments that will affect consumer 
behavior and that this impact will be greater as more people connect to the 
internet.   

Artificial intelligence has taken its place at the top of the agenda of 
innovative businesses. Rising costs, shrinking profit margins and intensifying 
competition require managers to come up with innovative solutions. In this 
context, artificial intelligence is not limited to improved customer experience 
or higher levels of customer satisfaction; it also creates opportunities for 
making more informed decisions, increasing revenue and productivity, and 
automating processes. With artificial intelligence technology, many elements 
that provide holistic solutions, such as mobile applications, virtual reality, 
augmented reality, blockchain, autonomous robots, smart sensors, and cyber 
security technologies, have been included in the business world (Gülşen, 2019).

As it is understood, artificial intelligence undertakes the task of matching 
the needs of potential consumers with what businesses offer in the most 
effective way. As of today, first-generation artificial intelligence applications 
are everywhere. For example, recognizing and tagging faces in any photo 
posted on Facebook, Apple Siri is acting by recognizing the user’s voice, or 
Tesla producing self-driving cars. In addition, applications developed in the 
field of marketing have been transformed into modern services that every 
business can easily implement and access (Binbir, 2021).

The utilisation of intelligent systems in business marketing planning 
has the potential to enhance online resources and to strengthen business-
consumer relationships. Artificial intelligence (AI) is a crucial component 
in the management of these relationships. As the generation of global data 
continues to expand, traditional methodologies are becoming increasingly 
inadequate to cope with the demands of the modern business environment. 
In contrast, AI is able to excel where traditional methods are unable to keep 
pace. Artificial intelligence (AI) facilitates the storage, modelling, and analysis 
of data derived from blogs, social media, and websites, thereby enabling the 
generation of crucial insights that inform the design of effective marketing 
campaigns (Sarıoğlu and Develi, 2022).

Artificial intelligence, which has a great impact on the marketing world, 
has a wide range of applications. Amazon automates transportation and 
delivery operations with the help of drones using its “prime air” service. 
Domino’s Pizza delivers pizza with autonomous vehicles and delivery robots. 
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RedBalloon finds and reaches new customers through an artificial intelligence 
platform called Albert. Lexus creates the scenarios of the advertisements 
to be shown on television with IBM Watson, while Replika imitates many 
communication styles to provide emotional support to consumers (Aktaş and 
Çavuşoğlu, 2023).

In this context, marketing is now shifting from a standardized production-
based process to a tailored customer-oriented process. Traditional marketing 
strategies have been replaced by digital tools, where the marketing mix is 
now determined by identifying technologies and online communities. The 
combination of AI and marketing is a growing understanding of functionality 
for successful businesses. Artificial intelligence has evolved from simple 
technological tools to a direction that determines and significantly affects the 
performance of the business (Gür, 2022).

As a result, the age of marketing with artificial intelligence foresees 
fundamental changes that need to be made, from the strategies used to 
achieve goals to the daily responsibilities in the workplace. The process that 
began with the advent of computers shows that AI has the potential to change 
the entire nature of marketing (Şahin, 2021).

4. Use Of Artificial Intelligence in Accounting

Artificial intelligence, which has become an integral part of today’s 
studies, can replace human beings wherever there are human beings, so it can 
be used in every profession and every sector. In parallel with this situation, 
the field of accounting also takes its share of these developments (Gacar, 2019: 
391). The new order in which artificial intelligence affects every profession 
and every activity involving human power actually proves how powerful the 
phenomenon of artificial intelligence is (Serçemeli, 2018: 377).

Artificial intelligence is fundamentally changing the functioning 
of financial institutions for reasons such as saving costs and increasing 
the efficiency of activities. In fact, during the past period, the accounting 
profession has transformed from a profession in which manual calculations 
are made using paper and pen to a profession that is intertwined with 
technology involving computers and software (Chuckwudi et al., 2018). The 
use of artificial intelligence in the accounting profession has brought about a 
transformative process for the future of the profession. This situation brings to 
the fore advantages such as more accurate presentation of financial statements 
and ease in detecting fraud (Bao et al., 2022). It also offers opportunities for 
operational improvement, cost efficiency, and transition to strategic roles for 
professionals (Li and Zheng, 2018).

Accounting is a profession where human labor is used intensively.  
Therefore, it is thought that artificial intelligence will be very efficient in this 
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profession, as it will minimize the errors that may occur due to human error. 
The reason for the emphasis on minimizing errors rather than zero is that it 
is a human being who writes the algorithm. On the other hand, it is possible 
to alleviate the workload in accounting with algorithms such as analyzing, 
classifying and processing, which are the functions of accounting, with the 
use of artificial intelligence (Yardımcıoğlu  Şıtak, 2020: 347). 

However, the use of artificial intelligence to automate activities such 
as financial analysis and invoice management raises various concerns. The 
increase in the use of artificial intelligence also leads to the obsolescence and 
disappearance of some intermediate staff (Frey and Osborne, 2017). In other 
words, the use of artificial intelligence technologies exposes the accounting 
profession to the risk of machines performing tasks that were performed 
by humans in the past. The high accuracy and efficiency demonstrated by 
artificial intelligence in its work also shows that many accounting positions 
may become redundant (Autor and Dorn, 2013). 

Another issue that artificial intelligence affects the field of accounting 
is taxation. Tax is explained as the part that expresses the right of society 
to the earnings of taxpayers; simultaneously, it is explained as the source of 
income used by the state in the realization of public activities (Turan, 2020). It 
is seen that artificial intelligence is widely used in tax applications. The use of 
artificial intelligence in this field helps to reduce human-induced accounting 
errors and reduce tax administrative costs (Zhou, 2019).

The impact of artificial intelligence (AI) on accounting is significant, 
particularly in the context of reporting. While AI can easily perform many 
accounting functions, reporting remains an exception due to the need 
for professional judgment. Professional judgment involves the knowledge 
and experience used for strategic decisions and interpreting accounting 
standards. Since judgment is a human interpretation process, it is unlikely 
that the reporting function will be significantly affected by AI in the near 
future. (Nalbantoğlu, 2017).

The most important step in the digital transformation is to bring people 
and machines together, enabling each to contribute in the areas they are best 
at. Machines can efficiently and accurately analyze large amounts of data, 
detect patterns in data, and easily learn how to handle various types of data. 
At this point, while machines will take care of monotonous tasks, accounting 
and finance professionals will find time to take on more critical tasks (Marr, 
2018).

The digital transformation has many positive and negative consequences. 
Economically, increased unemployment can be diverse enough to affect 
overall economic growth through reduced consumer spending (Benanav, 
2020). Socially, potential job losses can intensify mental health problems and 
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change family dynamics (Brynjolfsson and McAfee, 2014). In particular, the 
idea that some professionals will no longer be needed raises concerns. 

In this framework, despite the advantages and disadvantages of artificial 
intelligence, it is clearly seen that it has created a transformation in the 
accounting profession as a whole in the context of tax, audit and reporting 
areas and made it more technology-oriented. What needs to be considered 
here is to adapt to the changing and transforming process, to improve oneself 
as a member of the profession, and to try to gain the innovations required by 
the change.

5. Literature Review 

In social sciences, bibliometric analyses have become a key approach 
for assessing research output, uncovering collaboration trends, and tracing 
the development of knowledge across various fields. These analyses use 
quantitative methods to evaluate the influence and spread of scientific work, 
often relying on citation data from databases like Web of Science and Scopus. 

In the accounting field, bibliometric analysis has been applied as a tool 
for mapping the intellectual framework of the discipline. For instance, a 
detailed bibliometric review of accounting research, conducted using the Web 
of Science database, identified influential authors, journals, and institutions 
that have significantly impacted the field (Merigó and Yang, 2016). The results 
of this study showcase the utility of bibliometric methods in structuring 
knowledge and detecting trends in accounting research. Likewise, the study 
of social and environmental accounting in the public sector by Fusco and 
Ricci (2019) underlines the increasing importance of bibliometric approaches 
in management studies, highlighting how these analyses can guide future 
research directions.

In marketing, bibliometric methods have also gained significant 
momentum, especially in exploring themes like digital marketing and 
sustainability. For example, researchers applied co-word and co-citation 
analyses to study the progression of digital marketing research, revealing 
key trends and thematic clusters within the literature (Pham et al., 2022). 
Additionally, Tian and Kamran (2023) utilized co-citation analysis to 
trace intellectual connections in their work on sustainability in marketing, 
highlighting the interrelation of research themes and the collaborative nature 
of academic efforts in this field.

The use of bibliometric analysis also extends to understanding consumer 
behavior and brand relationships in marketing. A meta-analysis of consumer-
brand relationships, employing bibliometric techniques, provided valuable 
insights into foundational literature and emerging trends in this area 
(Fetscherin and Heinrich, 2015).
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Nurhayadi’s (2023) mapping of environmental management accounting 
systems offers a prime example of how visualization techniques can enhance 
the understanding of connections between research contributions. Similarly, 
bibliometric mapping was used to examine smartphone online marketing, 
revealing patterns and influential works within the field (Suki et al., 2023).

In the area of sustainability, Altin and Yilmaz conducted a bibliometric 
analysis with a specific emphasis on sustainability accounting and reporting. 
Using clustering techniques, the researchers organized and examined the core 
elements of sustainable accounting, uncovering established research topics 
and emerging trends within the field. This study supports the findings of 
earlier research by demonstrating how bibliometric analysis can be effectively 
applied in both accounting and marketing, particularly in the context of 
sustainability (Altın & Yılmaz, 2023).

Further expanding the intersection of these fields, a bibliometric and 
visualization analysis of corporate social responsibility (CSR) and marketing 
literature was conducted. The authors highlighted the current state of CSR-
related marketing research, stressing the need for more structured bibliometric 
studies in this domain (Quezado et al., 2022). This analysis not only clarifies 
the relationship between CSR and marketing but also points to increasing 
interest in how these concepts interact with accounting practices, especially 
regarding transparency and ethical considerations.

Moreover, the bibliometric analysis conducted on accounting in the 
blockchain era highlights how emerging technologies are transforming 
accounting practices and, consequently, marketing strategies. Their findings 
demonstrate that bibliometric methods can effectively uncover the relationship 
between technological advancements and traditional fields like accounting 
and marketing (Rahmawati and Subardjo, 2022).

The convergence of accounting and artificial intelligence (AI) has garnered 
significant attention in recent years, leading to an increasing number of 
bibliometric analyses exploring the trends, impacts, and research landscapes 
in this area. A bibliometric study by Khan et al. (2023) underscores the 
pivotal role AI plays in revolutionizing business management and accounting 
practices. It suggests that AI will not replace accountants but will shift their 
responsibilities towards more analytical tasks. This study utilizes bibliometric 
techniques to classify existing reviews and pinpoint research gaps, offering a 
detailed overview of the current state of AI in accounting.

An additional expansion of the bibliometric approach was carried out 
through a bibliometric analysis specifically targeting the applications of AI 
across various fields, including accounting. The study utilized data from the 
Scopus database, employing analytical tools like VOSviewer and RStudio to 
visualize publication trends and research outputs related to AI technologies 
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in business management and accounting. This approach not only highlights 
the rise of AI-related publications but also helps identify key authors, leading 
journals, and emerging research themes within the accounting domain (Jrad, 
2023).

In another relevant study, a bibliometric analysis was conducted on the 
role of information systems and technology in tax accounting. This research 
focused on articles published between 2013 and 2023, emphasizing the 
application of artificial intelligence and related technologies in tax accounting 
practices. The findings underscore the importance of integrating AI into 
accounting processes to enhance efficiency and accuracy in tax operations 
(Figueredo, 2023).

A key area of focus in the current literature is the transformative role of 
AI in marketing communication and strategy. Senyapar (2024) highlights how 
AI enhances personalization and efficiency in marketing communications, 
enabling real-time engagement and providing deeper insights into consumer 
behavior. This perspective is reinforced by Noranee and Othman (2023), who 
emphasize AI’s ability to analyze market sentiments, allowing marketers to 
make data-driven, informed decisions. Furthermore, a systematic review 
by Chintalapati and Pandey (2021) categorizes various AI applications in 
marketing, identifying 170 use cases that demonstrate how AI can improve 
outcomes across different marketing functions.

Another important topic is the improvement of customer engagement 
through the application of artificial intelligence (AI). Purnawati (2024) 
examines the influence of AI technologies on market segmentation and 
marketing strategies, demonstrating how these tools enable more precise 
and personalized marketing efforts. Similarly, Mishra et al. (2022) show 
that AI integration leads to reduced advertising costs and the execution of 
more effective marketing campaigns, illustrating the efficiency benefits of AI 
adoption. Additionally, the framework proposed by Yau et al. (2021) highlights 
how AI can enhance customer relationships by leveraging big data to generate 
insights that shape marketing strategies.

The ethical implications of AI in marketing are becoming an increasingly 
relevant topic in academic discussions. Su (2023) identifies ten ethical 
challenges associated with AI in marketing and consumer behavior, stressing 
the importance of marketers addressing these issues responsibly. Likewise, 
Anjorin (2024) underscores the need to consider data privacy and ethical 
concerns when implementing AI in marketing strategies, advocating for a 
structured approach to effectively manage risks.

It is crucial for the accounting and marketing departments to collaborate 
in order to improve organizational performance and achieve strategic goals. 
This partnership becomes especially important in integrated marketing 
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strategies, where aligning financial insights with marketing initiatives can 
lead to greater supply chain efficiency and overall business success. Clear 
communication between supply chain teams and marketing departments 
is key to ensuring that marketing campaigns are feasible and aligned with 
accurate inventory levels and product availability, thereby boosting the 
effectiveness of promotional activities (Mitchell, 2024).

Furthermore, the collaboration between these two functions can promote 
innovation and creativity within the organization. Combining the analytical 
strengths of accounting with the creative insights of marketing enables 
businesses to develop innovative solutions that meet customer demands while 
ensuring financial sustainability. This is particularly relevant in today’s fast-
paced business environment, where adaptability and responsiveness to market 
trends are essential for maintaining a competitive edge. The integration of 
diverse perspectives from both departments fosters more comprehensive 
decision-making, enhancing the organization’s ability to navigate complex 
market environments (Elhelaly, 2024).

The integration of accounting and marketing with artificial intelligence 
(AI) holds the potential to create powerful synergies in the modern business 
landscape. Traditionally, accounting focuses on ensuring financial accuracy 
and guiding decision-makers, while marketing is centered on developing 
customer-oriented strategies. AI helps bridge these distinct functions, 
enabling businesses to operate more cohesively and efficiently. In accounting, 
AI enhances data analysis and forecasting, allowing for the optimization 
of marketing strategies based on real-time financial insights. For instance, 
AI-driven cost analysis ensures that marketing efforts remain financially 
sustainable, while personalized customer experiences in marketing can be 
informed by accounting data, improving resource allocation and targeting.

This integration enables businesses to make more informed, financially 
sound decisions and adopt a strategic approach to marketing, ultimately 
boosting productivity and securing a competitive edge through faster and 
more accurate decision-making.

To explore the significance of this integration, a bibliometric analysis 
was conducted to map the academic knowledge surrounding the convergence 
of accounting, marketing, and AI in business. The study provides valuable 
insights into AI’s impact on these fields, highlights opportunities for cross-
functional collaboration, and identifies future research directions.

6. Method

In this section, the methodology of the study is explained in terms of 
purpose, importance and data source.
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6.1. Purpose and Importance

The main purpose of the study is to perform a statistical analysis of the 
publications in which the concepts of “artificial intelligence,” “accounting,” 
and “marketing” are used together. For this purpose, by reaching the number of 
publications in international databases, it aims to determine the contributions 
of academic research conducted by different groups of researchers from 
different universities and countries to the theme of “artificial intelligence, 
accounting, and marketing.” 

The study is important in terms of aiming for the progress and expansion 
of the studies on the same theme, as well as being a road map for researchers 
who will work on a similar theme. In addition, it is considered important in 
terms of contributing to the literature on the extent to which the concept of 
artificial intelligence, which is increasing in importance and usage area, is 
used in accounting and marketing academic publications.

6.2. Data Source

There are many databases that can be used as data sources for bibliometric 
research. Google Scholar, Scopus, WOS (web of Science), PubMed, and 
MEDLINE are some of the important databases. WOS has a very important 
place in the field of social sciences as it covers a large number of journals with 
high impact factors. This database is preferred in bibliometric studies because 
it provides researchers with great convenience in making analyses. (Demir 
and Erigüç, 2018).  In this study, the WOS database was used as a data source.

6.3. Bibliometrics and Scientific Mapping

Bibliometrics is a tool used to map the state of the art in a given field of 
scientific knowledge. It is, therefore, a fundamental element used to determine 
the scientific performance of authors, articles, journals, institutions, and 
countries through the analysis of keywords and citations. (El Mohadab et al., 
2020: 3).

Bibliometric analysis is a statistical technique used to evaluate the quality 
and quantity of published scientific literature, to examine research trends in 
a particular field, various citation analyses. Bibliometric analysis has many 
advantages. The main advantage is the ability to perform quantitative analysis 
based on measurable, objective, accessible data based on coded information. 
Therefore, the bibliometric analysis method is a useful and efficient tool for 
identifying research trends in different disciplinary fields. Literature statistics 
on the subject are analyzed using representative keywords or by selecting the 
best journals (Büber and Köseoğlu, 2022).

Bibliometrics involves the collection, processing and management of 
quantitative bibliographic data from scientific publications. Basically, its 
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statistical indicators allow us to understand the quantity and characteristics 
of scientific publications (Villalobos et al., 2022).

A research area needs two qualities to be considered an established area.  
It needs to be “attractive” to the research community and have “sufficient 
scope” for future research. As the volume of scientific publications grows, 
searching for information becomes more difficult for researchers. This calls 
for the need for sense-making, which can help reduce uncertainty through a 
screening process, an “interpretive schema,” or a “cognitive map.” Bibliometric 
analysis helps to make sense of the research field. Bibliometric analysis lies on 
a continuum between systematic literature review and meta-analysis (Khare 
and Jain, 2022).

6.4. Data Analysis

During data analysis, the WOS analysis tool was used to conduct 
preliminary reviews, including the impact assessed by the h-index, which 
includes leading authors, universities, journals and other factors that 
define scientific production in this theme.  In addition, “R” and “Python” 
programming languages were used for content analysis of the publications. 

6.5. Findings

The document search framework planned before the data analysis is 
shown in Table 1. In the bibliometric analysis performed in the WOS database, 
the words artificial intelligence, accounting and marketing were searched 
using “R” and “Phyton” programming languages. The time period covers 
academic studies between 2002 and 2024. The use of artificial intelligence, 
accounting, and marketing themes together was evaluated according to the 
selected document types and WOS categories. At the same time, according 
to the selected document and category, it was seen that academic publications 
related to the theme in question were realized in the context of four languages. 
At this point, 144 published documents were reached.

Table 1. Search framework for document

Parameters Election
Choice approach Bibliometric analysis

Database used WOS (Web of Science)
Tools used for analysis Python, R

Search query Artificial Intelligence, Accounting, Marketing
Nature of the document Article / Book Chapter / Paper / Compilation

Time interval 2002-2024
Language English/Turkish/Russian/Ukrainian

Total number of documents for analysis 144
Publication phase The final stage is to publish
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Table 2 shows the types of documents accessed, the sub-categories under 
which they were studied, the indices and sub-topic distributions.

Table 2. Evaluation of document criteria

Criteria
Numerical Value

Document Types
Article 131

Proceedings Book 8
Compilation 4

Book Chapter 1
WoS Categories
Business-Finance 77

Governance 34
Economy 28

Statistics Probability 3
Social Sciences Interdisciplinary 2

WOS Index
Emerging Sources Citation Index (ESCI) 73

Social Sciences Citation Index (SSCI) 63
Conference Proceedings Citation Index-Social Sciences and 

Humanities (CPCI-SSH) 5

Conference Proceedings Citation Index-Science (CPCI-S) 3
Research Areas

Business-Economics 139
Mathematics 3

Other topics in Social Sciences 2
Total 144

The distribution of documents was 131 articles, eight papers, four reviews 
and one book chapter in total. According to WOS categories, 77 studies were 
conducted in the field of business finance, 34 in management, 28 in economics, 
and 3 in statistical probability. In addition, two studies were conducted in the 
interdisciplinary social sciences category. 

In the index categories, ESCI 73, SSCI 63, CPCI-SSH 5 and CPCI-S index 
three studies were listed. In the research areas category, 139 studies were 
found in the field of business economics, 3 in mathematics, and 2 in other 
social sciences. This table provides a statistical summary to analyze the trends 
and distribution of academic studies in the fields of artificial intelligence, 
accounting, and marketing.
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Figure 1. Number of publications by year

Figure 1 shows the distribution of academic studies by year from 2002 to 
the present. From 2002 to 2014, the annual number of studies remained at low 
levels and remained in single digits until 2016. In 2018, there was a noticeable 
increase in the number of publications, and approximately six studies 
were published annually. This number remained stable in 2019. However, a 
significant increase was observed in 2020 and 2021, with approximately 22 
studies published annually. This trend continued with 25 studies published 
in 2022. In 2023, the number of studies peaked at 42. This shows that interest 
in the field is growing or research activities are expanding. In 2024, only four 
academic studies were recorded. This suggests that the data collection process 
may not yet be complete or that the number may increase during the year. 
The trends in this figure visually illustrate the increases and fluctuations in 
research and publication activity over time. 



 . 19International Studies and Evaluations in the Field of Economics and Administrative Sciences

Figure 2. NUMBER of articles by country (top 24 countries)

Figure 2 shows the distribution of academic studies by country. China 
stands out as the country with the highest number of publications in 
the dataset, with 17 studies. This shows that China has made a significant 
contribution to the research field and has a leading position in this field. The 
USA ranked second with 15 studies. The United Kingdom ranked third with 
13 studies. These three countries stand out as the most active countries in the 
research area analyzed. 

Romania and Russia followed the first three countries with 9 and 8 
studies, respectively. This shows that they are clearly trying to contribute to 
the field. Turkey and many other countries were included in this ranking 
with three publications. These data reveal the diversity and intensity of these 
countries’ contributions to scientific research and publication activities. The 
leading positions of China, the USA and the UK reflect the importance these 
countries attach to scientific research and development. This distribution 
provides valuable insights into how scientific publication capacity and research 
focus may differ between countries around the world.
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Figure 3. Most cited countries (top 10 countries)

Figure 3 illustrates the contribution of countries to scientific studies based 
on total citations. The USA leads with 577 citations, indicating its significant 
impact on research. The UK follows with 323 citations, marking it as a major 
player in science and technology. France and Germany contribute 148 and 
131 citations, respectively. This graph highlights the leading countries in 
knowledge production and innovation, offering insights into the geographical 
distribution of research and development.

Table 3. Most relevant authors

Author Publication Count Numerical Value
1 Nwogugu, M 3
2 Guo, X 3
3 Duppati, G 2
4 Scrimgeour, F 2
5 Tiwari, AK 2
6 Potì, V 2
7 Kaczorowska-Spychalska, D 2
8 Buckley, P 2
9 Doyle, E 2

10 McCarthy, B 2

Table 3 presents authors who have focused on specific research themes 
and topics and have made significant contributions in these areas. The number 
of publications is an important indicator of an author’s influence within 
the research community and contribution to the development of the field. 
The publications of the top 10 authors have significantly contributed to the 
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development of new theories, methodologies and findings in their respective 
research areas. Their work provides a foundation for future research and plays 
an important role in shaping research directions.

When the data set is analyzed, it is seen that the top 10 authors have made 
significant contributions to the research field. In particular, Nwogugu, M; Guo, 
X has the highest number of publications, with three publications indicating 
a significant contribution to the knowledge and discourse of the field. The 
other nine authors have two publications each: Duppati, G; Scrimgeour, F; 
Tiwari, AK; Potì, V; Kaczorowska-Spychalska, D; Buckley, P; Doyle, E; and 
McCarthy, B. This demonstrates the authors’ consistent and influential work 
in their respective research areas.

Figure 4. Most frequently used words (top 30 words)

Figure 4 shows a visualization of the most frequently used words in 
academic studies on artificial intelligence, accounting and marketing. This 
word cloud visually represents the focal points and important themes of 
the analyzed concepts. Larger and bolder words in the cloud indicate the 
most frequent terms and the main focus of the text. For example, the size of 
words such as ‘impact,’ ‘knowledge,’ ‘artificial intelligence,’ and ‘technology’ 
emphasize their importance and frequency in the text. 

This visualization helps to quickly understand the main topics and 
technological or managerial concepts highlighted in the text. It provides 
an effective summary of the conceptual analysis, making it easy to see how 
certain terms are distributed and which topics are prominent. It can be seen 
in the details that the words ‘accounting’ and ‘marketing’ are also used with 
a certain frequency.
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Figure 5. Factorial analysis of the conceptual structure map method: multiple relevance 
analysis of high-frequency keywords

Figure 5 shows the analysis output, called the conceptual structure 
map, which visualizes the relationships and patterns of the concepts in the 
categorical data. In the figure, the distribution in two-dimensional space 
gives an idea of how close the concepts are to each other and reveals their 
degree of relationship. The horizontal axis (Dim 1) represents 13.06% of the 
variation in the dataset and positions business ethics or public administration 
concepts such as “employment,” “ethics,” and “government” on the right 
side and financial risk concepts such as “crisis,” “period,” “evidence,” “equity 
liquidity” on the left side. The vertical axis (Dim 2) explains 11.78% of the 
variation. Social and transformation-related concepts such as “revolution,” 
“discrimination,” “analytics,” and “big data” are on the top, while finance and 
business-based concepts are on the bottom. The red area indicates a cluster of 
frequently related terms such as “big data,” “automation,” “management,” and 
“growth,” which are often centered on common themes such as technological 
innovation and business growth. 

This structural map stands out as a useful tool for understanding the 
conceptual relationships and main themes in the research area.
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Figure 6. Authors’ collaborative citation network

Figure 6 shows the citation network of co-authors in academic studies on 
this theme.  Each node (dot) in the network represents an author or a work. The 
links between the nodes (edges) show the ties between these authors or studies 
through citation. The size of the nodes usually depends on the frequency of 
citation, with larger nodes indicating more cited authors or studies. Colors 
represent different disciplines, communities or citation types. 

The “anonymous” node, shown large and in red in the center, represents 
an author or work that has a central position in the network and is likely to 
be frequently cited by many other authors or works. This indicates that this 
author or work has had a significant impact in the field. The links between 
other authors or works reflect their scholarly dialogues and interactions with 
each other. For example, links between “Chatterjee s” and “dai h” indicate 
that the works of these two authors are frequently cited together or that they 
work on the same topic. 

In general, this co-citation network allows us to see which authors 
or works play a central role in a scientific field, which authors or works are 
frequently associated with each other, and how communities are structured. 
This is a valuable tool for analyzing the structural and relational context of 
scientific works, subjects or disciplines.
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Figure 7. Cooperation network of countries

Figure 7 presents a network map showing the cross-country cooperation 
or interaction of academic studies on this theme. Each node in the network 
represents a country, while the links (edges) between nodes symbolize the 
relationships between these countries. The thickness and color of the links 
may vary depending on the intensity of the relationship or the type of 
collaboration. 

In this image, large nodes such as “USA,” “China,” and “United 
Kingdom” stand out. These probably represent the most cooperative or 
influential countries in the global environment. The large number of links 
to these countries indicates their weight in international affairs and their 
extensive cooperation networks. Other countries are represented by smaller 
nodes and thinner links, indicating that they have less dense relationships 
in the network. The colors represent different regional groups or perhaps 
degrees of cooperation. For example, warm colors (reds) represent more dense 
relationships, while cool colors (blues) represent less dense relationships.

7. Conclusion

The widespread use of artificial intelligence in every field has brought 
about changes and transformations in the short, medium and long term. It 
is seen that these changes will have advantages and disadvantages both in 
the field of marketing and accounting. At this point, adapting to the process 
would be the best option to realize the renewal required by the change. 
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The main purpose of this study, which deals with artificial intelligence in 
the context of its use in marketing and accounting, is to statistically analyze 
academic studies in which the terms “artificial intelligence,” “marketing,” and 
“accounting” are discussed together in a certain period of time. According 
to the findings, the academic studies using these terms in the WOS database 
between 2002 and 2024 are mostly in English but also in Turkish, Russian, 
and Ukrainian. There were 144 documents of different types, such as articles, 
papers, book chapters, and reviews. These are generally interdisciplinary 
studies in the fields of business, finance, management, and economics. It has 
been observed that the related studies have increased, especially as of 2020, 
and  interest in and studies on the theme have increased. China, the USA and 
the UK are the countries with the highest number of academic studies on 
the subject. The USA, the UK, France and Germany were the countries with 
the most cited studies. It was noteworthy that the terms impact, knowledge, 
artificial intelligence and technology were frequently used in the studies. In 
addition, the findings also show that joint studies between countries and 
authors were frequently conducted.

In the context of the analysis, it is clearly seen that the subject has an 
increasing importance. Therefore, similar analyses can be repeated in the 
future by considering different disciplines and different keywords. At the same 
time, the process of adaptation to artificial intelligence and the advantages 
and disadvantages it creates in professions can also be suggested for future 
studies.
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INTRODUCTION

Forecasting stock market trends has been a persistent challenge in the 
financial industry. The complexity, volatility, and non-linear characteristics 
of financial time series complicate the process of making precise forecasts. 
Conventional techniques, such as statistical methods and linear models, 
frequently fail to detect the intricate patterns and interconnections in stock 
market data. However, the latest developments in machine learning (ML) 
and deep learning (DL) have introduced new strategies for achieving more 
accurate and efficient market forecasts.

Machine learning techniques like Support Vector Machines (SVM), 
Decision Trees (DT), and Random Forests (RF) have been widely researched 
for their ability to improve market forecasts. These approaches utilize 
historical data alongside various technical indicators to forecast future stock 
prices and trends (Rath et al., 2024). Additionally, the combination of several 
machine learning algorithms, such as Classification Trees, SVM, RF, and 
Neural Networks, has been investigated to increase the precision of stock 
market forecasts. These models draw on daily stock, bond, and currency data 
from various nations, offering a comprehensive system for early warnings that 
aid central banks and financial institutions in adjusting monetary policies to 
maintain financial stability (Chatzis et al., 2018).

Recently, deep learning models like Convolutional Neural Networks 
(CNNs) and Long Short-Term Memory (LSTM) and have showed considerable 
potential in this area. These models excel at identifying long term dependencies 
and complex patterns within data, making them especially suitable for 
forecasting stock index trends (Nabipour et al., 2020; Jiang, 2021).

Deep learning algorithms, particularly LSTM networks, have shown 
great potential in this field. These models can learn from technical indicators 
beside historical data to forecast future stock prices, helping investors and 
analysts make well-informed decisions. Deep learning techniques have 
been extensively researched, focusing on various elements such as forecast 
methods, trading strategies, profitability measures, and risk management 
(Li & Bastos, 2020). Additionally, hybrid models that integrate different ML 
and DL algorithms have been developed to enhance forecast accuracy and 
resilience (Zhong & Enke, 2019).

Recent progress in deep learning has led to the creation of innovative 
models like the Multi-Filters Neural Network, which combines recurrent 
and convolutional neurons for feature extraction and stock price movement 
forecast. This model has outperformed traditional machine learning models 
in both accuracy and stability (Long et al., 2019). Moreover, reinforcement 
learning techniques, such as the Multi-DQN ensemble, have been introduced 
to reduce overfitting and enhance the robustness of stock market forecasts 
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by optimizing return functions during the training phase (Carta et al., 2021).

Despite the advancements, there are still several challenges and 
limitations in the application of deep learning to stock market forecasting. 
For example, the imbalanced nature of financial datasets and the need for 
extensive computational resources can pose significant hurdles. Moreover, 
while many studies focus on model accuracy, fewer address the practical 
aspects of profitability and risk management, which are crucial for real-world 
applications (Chatzis et al., 2018; Li & Bastos, 2020). 

The use of deep neural networks in stock market forecasting marks a 
substantial advancement over traditional approaches. By harnessing the 
power of deep learning, researchers and analysts can generate more precise 
and dependable forecasts, leading to improved investment choices and greater 
financial stability. Nevertheless, continuous research and innovation are 
crucial to overcoming current limitations and unlocking the full potential of 
these sophisticated models.

In this study, LSTM and GRU deep learning models were used to forecast 
the direction of Borsa Istanbul 100 Index. LSTM and GRU algorithms are 
learning algorithms that contain changeable parameters. Unlike previous 
research, this study analyzes the forecast performance of these deep learning 
models by testing various parameters, ultimately identifying the model with 
the lowest error rate.

LITERATURE REVIEW

In the literature, various methods have been used, investigating various 
models and data sources to enhance stock market forecasting, particularly 
through the integration of technical indicators, news sentiment, and 
macroeconomic variables.

Leung et al. (2000) conducted a comparison between classification models 
and level estimation models for stock index forecasting. The techniques they 
employed included logit, probit, linear discriminant analysis, and probabilistic 
neural networks, as well as methods like vector autoregression with Kalman 
filters and, exponential smoothing using data from the FTSE100, S&P500, 
and Nikkei225. Their findings revealed that classification models, which focus 
on forecasting market direction, outperformed level forecast models in terms 
of boosting trading profits, emphasizing the significance of market direction 
forecast over merely reducing forecast errors.

Chen et al. (2003) utilized probabilistic neural networks (PNN) to 
forecast the Taiwan Stock Index and compared its performance to GMM 
with Kalman filters and random walk models. PNN-based strategies achieved 
higher returns, showing that forecasting market direction is more profitable. 
The study also found that PNN outperformed other methods, including buy-
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and-hold strategies, in both forecast accuracy and trading returns.

Huang et al. (2005) evaluated SVM for forecasting the Nikkei225 stock 
index’s weekly movement, comparing it to LDA, QDA, and EBNN. SVM 
outperformed these methods in accuracy, and a combined model further 
improved forecasting. The study concluded that SVM is an effective tool for 
forecasting stock market movement, with combined models offering even 
better results.

Kumar and Thenmozhi (2005) compared the effectiveness of SVM 
and Random Forest models in forecasting the direction of the S&P CNX 
NIFTY Index. Their study, using data from 2000 to 2005, showed that SVM 
outperformed Neural Networks, Random Forest, Logit, and Discriminant 
Analysis in forecasting stock index movements. SVM achieved the highest 
forecast accuracy (68.44%), followed by Random Forest (67.40%). The results 
demonstrated that SVM is a most powerful tool for forecasting stock market 
direction, offering better accuracy than traditional models.

Liao and Wang (2010) proposed a stochastic neural network model for 
forecasting global stock indices, including S&P500, IXIC, DJI, HSI, SAI, and 
SBI. The model integrates a stochastic time function and Brownian motion to 
weigh historical data based on recency, giving more influence to recent data. 
The study showed that this model improves forecast accuracy, especially in 
short-term forecasts, and is highly effective for volatile stock markets. Their 
analysis demonstrates that adding stochastic elements enhances the precision 
of forecasts, particularly for Chinese stock markets.

Kara, et al. (2011) conducted a comparison between ANN and SVM to 
forecast stock movements in the Istanbul Stock Exchange (ISE) 100 Index. 
Using ten technical indicators as input variables, they evaluated both models 
on data spanning from 1997 to 2007. ANN achieved an average forecast 
accuracy of 75.74%, outperforming SVM, which recorded 71.52%. The study 
concluded that while both models are effective for stock price forecast, ANN 
demonstrated superior performance in this instance.

Imandoust and Bolandraftar (2014) used three data mining techniques-
Naïve Bayesian Classifier, Decision Tree, and Random Forest-to predict stock 
market index movements on the Tehran Stock Exchange (TSE). They employed 
ten technical indicators alongside three macroeconomic variables. The results 
showed that the Decision Tree model achieved the highest accuracy at 80.08%, 
followed by Random Forest at 78.81% and Naïve Bayesian Classifier at 73.84%. 
The research highlighted the effectiveness of machine learning methods in 
forecasting stock index trends, especially when technical indicators are 
included.
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Qiu and Song (2016) developed a hybrid model that combines genetic 
algorithms (GA) with artificial neural networks (ANN) to forecast the 
direction of the Nikkei 225 stock market index. By using GA to optimize the 
ANN, the model achieved greater forecast accuracy. The study tested two 
groups of technical indicators, with the Type 2 indicators outperforming 
Type 1 and reaching a hit ratio of 81.27%. The research concluded that the 
GA-ANN hybrid model offers a highly effective method for forecasting stock 
market trends.

Oriani and Coelho (2016) analyzed the influence of technical indicators 
on stock price forecast using multilayer perceptron (MLP) neural networks. 
They evaluated twelve commonly used technical indicators, both separately 
and in combination, to forecast the closing prices of five companies listed 
on the Brazilian IBovespa index. The study revealed that lagging indicators 
like DEMA and TEMA enhanced forecast accuracy, and the use of multiple 
indicators together yielded even better results. The research emphasized the 
potential of technical indicators in improving the precision of stock price 
forecasts.

Malagrino, et al. (2018) used a Bayesian Network algorithm to forecast 
the daily movement direction of the iBOVESPA stock index, incorporating 
global market influences. The model was tested with two time windows (24 
and 48 hours) and several stock indices from different continents. The study 
found that the 24-hour model, which included one stock index per continent, 
delivered higher accuracy, reaching up to 78%. The findings indicated that 
certain indices, such as the NYSE Composite, CAC 40, and Hang Seng, had the 
greatest impact on forecasting iBOVESPA’s movement. Due to its simplicity, 
the model is well-suited for decision support systems in financial markets.

Ren et al. (2019) developed a stock market movement direction 
forecasting model by integrating sentiment analysis with a Support Vector 
Machine (SVM). Using investor sentiment data from news and forums, along 
with stock market data, the model was applied to forecast the SSE 50 Index. 
The study achieved an accuracy of 89.93% after including sentiment variables, 
demonstrating that investor sentiment analysis plays a crucial role in forecast 
stock index movements. The model also showed potential to improve trading 
strategies by reducing risks and increasing profitability.

Zhou et al. (2020) utilized various data sources, such as transaction data, 
technical indicators, social media, news, and Baidu search indices, to forecast 
stock price movements in China’s A-share market. The study, which employed 
SVM, discovered that integrating non-traditional data sources enhanced 
forecast accuracy for highly active stocks, while a combination of traditional 
and non-traditional data performed best for less active stocks. The highest 
forecast accuracy was observed during periods of intense stock activity.



36  . Ümit Hasan GÖZKONAN, Umut Ali Koray KAYALIDERE, Mahmut KARĞIN

Manjunath et al. (2021) introduced a stock market forecast model that 
combines deep learning techniques with technical analysis to forecast the 
movements of the NIFTY 50 index. They evaluated Recurrent Neural Networks 
(RNN), LSTM, and three variations of the GRU using two different sets of 
technical indicators (TA1 and TA2). The findings revealed that GRU variant 
1 (GRU1) paired with TA1 produced the most accurate forecasts, surpassing 
both RNN and LSTM. The research highlighted that incorporating technical 
data augmentation enhances the forecasting accuracy of deep learning 
algorithms in stock market forecasts.

Chandola et al. (2022) introduced a hybrid deep learning model that 
merges Word2Vec and LSTM to forecast stock price directional movements 
by incorporating financial time series data and news headlines. The model 
was applied to companies from different sectors, such as Apple, PepsiCo, and 
AT&T. The findings demonstrated that combining news data with stock prices 
enhanced forecast accuracy compared to conventional models. The study 
emphasizes the value of hybrid approaches in improving decision-making for 
stock market forecasting.

DATA AND METHODOLOGY

Within the scope of the research, the direction of Borsa Istanbul 100 
index, which is the benchmark index of Turkey, was forecasted by deep 
learning algorithms. In this context, the index data of the following stock 
exchanges were used as variables.

•	 BIST (Borsa Istanbul-100 Index)

•	 NASDAQ (Nasdaq Composite Index)

•	 NYSE (New York Stock Exchange Index)

•	 FTSE (Financial Times Stock Exchange 100 Index)

•	 N225E (Nikkei 225 Stock Index)

•	 Euronext (Euronext/Pan-European 100 Index)

•	 DAX (German Stock Exchange Index)

Borsa Istanbul 100 Index (BIST100) was determined as the dependent 
(target) variable in the study. To forecast the dependent variable, 6 different 
international indices with high trading volume and market value1 were 
included in the study as independent variables (forecasters). Those indices 
were included in the study by considering the short/long term integrated 
or cointegrated indices with Borsa Istanbul index in different studies in the 
literature. In the study, weekly data set of the indices between 26.09.2014 
- 20.09.2024 was used. LSTM and GRU algorithms from deep learning 

1   Market Statistics - Focus | The World Federation of Exchanges, 2024
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algorithms were used in the study. In order to ensure the learning of the 
algorithms, 484 weeks of data between 2014-2023 were determined as training 
data and 38 weeks of data from the beginning of 2024 until 20 September 2024 
were determined as test data.

Introduced by Sepp Hochreiter and Jürgen Schmidhuber in 1997, LSTM 
is a variant of Recurrent Neural Networks (RNN) that surpasses traditional 
RNNs in capturing long-term dependencies in sequential data. This ability 
stems from its use of a cell state, which functions as a memory unit, enabling 
the model to store and access information over longer durations (Shewalkar et 
al., 2019; Ergen & Kozat, 2020; Ahmadzadeh et al., 2022):

•	 Forget Gate: Identifies which portions of the previous cell state should 
be kept.

•	 Input Gate: Selects the new information that will be incorporated into 
the cell state.

•	 Output Gate: Regulates how much of the cell state will contribute to 
the final output.

Figure 1. Long Short-Term Memory Algorithm (Zhang et al., 2021)

LSTM’s gates enable it to selectively retain or discard information, making 
it particularly efficient at capturing long-term dependencies in sequential 
data, such as financial time series or speech recognition tasks.

GRU, proposed in 2014 by Kyunghyun Cho and his team, is another type 
of RNN. It is similar to LSTM in that it addresses the long-term dependency 
problem, but with a simpler structure, which makes GRUs faster and easier to 
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train in some cases. GRU operates with two main gates (Mateus et al., 2021; 
Zarzycki & Ławryńczuk, 2021; Mahjoub et al., 2022; Cahuantzi et al., 2023):

•	 Update Gate: Regulates the amount of past information that should be 
carried forward. It determines how much of the hidden state will be refreshed 
with new data.

•	 Reset Gate: Decides how much of the past information should be 
“discarded” and how much should impact the current input.

Figure 2. Gated Recurrent Unit Algorithm (Zhang et al., 2021)

GRU combines the hidden and cell states into a single state, which simplifies 
its architecture compared to LSTM. This makes GRU computationally more 
efficient while often yielding performance similar to LSTM, especially for 
shorter sequences.

FINDINGS

The results from both LSTM and GRU algorithms, applied with various 
parameter combinations, reveal important insights into forecasting the 
direction of the Borsa Istanbul 100 (BIST100) index. Overall, the LSTM 
algorithm consistently outperforms GRU, as indicated by its lower RMSE 
(Root Mean Squared Error) values, suggesting that LSTM provides more 
accurate forecasts for the BIST100 index. The lowest RMSE was achieved with 
the LSTM model using 128 neurons in the first hidden layer and 64 neurons in 
the second hidden layer, along with 50 epochs and a batch size of 32, resulting 
in an RMSE of 39.101. For the GRU algorithm, the lowest RMSE was obtained 
with 64 neurons in the first hidden layer and 32 in the second, combined with 
100 epochs and a batch size of 16, yielding an RMSE of 46.179.
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Table 1. RMSE values of algorithms according to parameters 

1st Hidden Layer 
(Number of 

neurons)

2nd Hidden Layer 
(Number of 

neurons)

Number of 
Epoch

Number of 
Batch LSTM GRU

32 16

50 8 40,074* 68,660

50 16 48,598* 69,227

50 32 78,623 78,561*

100 8 82,779 73,516*

100 16 74,301 72,642*

100 32 62,115 58,736*

200 8 85,620* 85,879

200 16 42,884* 65,577

200 32 46,336* 87,636

64 32

50 8 69,119* 86,973

50 16 61,067* 69,920

50 32 70,563* 91,413

100 8 82,286 76,033*

100 16 74,941 46,179**

100 32 44,342* 70,667

200 8 55,510* 93,951

200 16 74,262 50,648*

200 32 78,590 70,633*

128 64

50 8 62,831* 63,767

50 16 54,466* 61,690

50 32 39,101** 75,156

100 8 90,353 51,318*

100 16 65,716 62,973*

100 32 77,780* 86,278

200 8 75,930* 79,020

200 16 60,810* 91,687

200 32 83,655* 93,722

*Lower error rate, **Lowest error rate

When analyzing the effect of hidden layer neurons, it is seen that the 
RMSE values ​​obtained in the LSTM model are lower on average in the 32-
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16 neuron combination. The same pattern is observed on average in the 64-
32 neuron combination in the GRU model. Therefore, it is not seen that the 
increase in neurons makes a positive contribution to the forecast performance 
in the analysis.

As for the number of epochs, the lowest RMSE values ​​in all neuron 
combinations in the LSTM model were obtained at low epoch values. In other 
words, the lowest RMSE values ​​in all neuron combinations were obtained in 
50 epoch analyses. In the GRU model, the lowest RMSE values ​​in all neuron 
combinations were generally obtained in 100 epoch analyses.

Batch size also affects model performance. For both algorithms, the 
lowest average RMSE values ​​in terms of batch size were obtained with 16 
batch sizes. Supporting this finding, the smallest RMSE value obtained in the 
GRU algorithm was obtained with 16 batch sizes. However, the lowest RMSE 
value in the LSTM algorithm was obtained with 32 batch sizes, which is the 
second batch size that gave the lowest RMSE values ​​on average.

Figure 3. Actual and Forecast Values of BIST Index (Training and Test Period) 

Figure 3 illustrates the actual and forecasted values of the BIST index 
during both the training and test periods. The blue line represents the actual 
BIST index values, while the red dashed line shows the forecast generated by 
the LSTM algorithm, and the green dashed line represents the GRU forecast. 
The actual values exhibit significant fluctuations over time, reflecting market 
volatility. During the test period, both the LSTM and GRU forecasts track 
the overall trend of the actual BIST index values, although the LSTM forecast 
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(red line) aligns more closely with the real data, particularly in capturing the 
upward and downward movements. The GRU model (green line) shows more 
deviation from the actual values, especially in terms of overshooting certain 
peaks and valleys. This visual reinforces the findings that the LSTM model 
provides a more accurate forecast, as indicated by its closer fit to the actual 
BIST index during the test period.

Figure 4. Actual and Forecast Values of BIST Index (Test Period) 

Figure 4 provides a closer view of the actual and forecasted values of the 
BIST index over a shorter time span. The blue line represents the actual BIST 
index values, while the red dashed line shows the LSTM forecast and the green 
dashed line displays the GRU forecast. The actual values (blue line) show an 
overall fluctuating pattern with periods of both increase and decline. The 
LSTM forecast (red line) more closely follows the trend of the actual values, 
especially during the upward movements, though it slightly underestimates 
the peaks. The GRU forecast (green line), however, diverges more significantly 
from the actual values, with larger deviations both above and below the real 
trend, particularly during periods of more rapid change. This visualization 
reinforces the LSTM model’s better performance in capturing the overall 
trend, while the GRU model struggles to maintain consistent accuracy, often 
overshooting the actual values during rapid movements.

DISCUSSION

In this study, the dependent variable, the Borsa Istanbul 100 Index 
(BIST100), was forecasted using six independent variables: NASDAQ, NYSE, 
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FTSE, N225E, Euronext, and DAX. These indices represent international 
markets with high trading volumes and were chosen for their potential 
correlation with the BIST100. The results show that both LSTM and GRU 
models were capable of capturing these relationships, though the LSTM 
model outperformed GRU in forecasting the BIST100 movements. This can be 
attributed to LSTM’s superior ability to retain long-term dependencies, which 
is crucial in financial time series data where market trends across different 
global indices can have delayed or extended impacts on the BIST100. 

The results from this study demonstrate that deep learning algorithms, 
particularly LSTM and GRU, can forecast the direction of the Borsa Istanbul 
100 (BIST100) index. However, the findings highlight a clear performance 
difference between the two models, with LSTM consistently outperforming 
GRU. The lower RMSE values achieved by LSTM indicate its superior ability 
to capture the complex, non-linear patterns inherent in stock market data, 
especially when compared to the simpler GRU architecture.

Several factors contribute to LSTM’s better performance. The LSTM 
model’s ability to retain and leverage long-term dependencies through its 
cell state and gating mechanisms appears crucial for financial time series 
forecasting, where past information is often key to forecasting future trends. 
In contrast, GRU estimates, which have a simpler structure and fewer gates, 
are thought to show greater deviations from the actual BIST100 index values ​​
due to the lack of long-term information.

The analysis also revealed the importance of tuning hyperparameters 
such as the number of epochs, batch size, and the number of neurons in the 
hidden layers. It was observed that the performance of LSTM achieved better 
results at lower numbers of neurons and epochs and was able to better capture 
the underlying trends in the dataset with lower numbers of neurons and 
epochs. On the other hand, the performance of GRU was better at the 64-32 
neuron combination, but it was also observed that its performance changed 
depending on the parameters.

Moreover, the closer alignment of the LSTM model’s forecasts with 
the actual BIST100 index values ​​during the test periods demonstrates its 
performance in capturing market volatility and short-term fluctuations. In 
the GRU algorithm, it is observed that it has a low performance in capturing 
fluctuations, while moving in line with the general trends.

CONCLUSION AND RECOMMENDATIONS

In this study, which was conducted using two different algorithms to 
predict the direction of the BIST100 index, it can be said that the 6 global 
indices used as independent variables are usable indices in forecasting the 
direction of the BIST100 index and can capture the index movements. On 
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the other hand, the study confirms that LSTM is a more reliable model for 
forecasting the BIST100 index compared to GRU. The results indicate that 
LSTM’s architecture is better suited for financial time series data, where long-
term dependencies play a significant role in shaping future movements. Given 
its superior performance, LSTM should be considered a strong candidate for 
stock market forecasting tasks, particularly in markets that are characterized 
by volatility and complexity.

The findings of this research also underscore the importance of selecting 
appropriate hyperparameters. Increasing the number of neurons and training 
epochs, along with choosing the optimal batch size, can significantly enhance 
the model’s forecast accuracy. For practitioners, these results suggest that 
careful experimentation with these parameters is necessary to achieve the 
best forecasting performance.

Moreover, while LSTM has demonstrated its effectiveness in this 
study, future research could investigate the potential of hybrid models. By 
combining the strengths of LSTM with other machine learning techniques, 
such as reinforcement learning or convolutional neural networks (CNNs), 
it may be possible to further enhance forecast accuracy and robustness. 
Exploring different architectures or integrating additional data sources, such 
as economic indicators, news sentiment, or social media data, could also 
improve the model’s ability to capture market dynamics.

Additionally, it is recommended that future studies focus on the practical 
application of these models in real-time trading environments. Beyond 
forecast accuracy, aspects such as profitability and risk management should 
be evaluated to determine the full utility of these models in decision-making 
processes. By developing strategies that integrate these forecasts with effective 
risk mitigation, LSTM-based models can be employed more effectively by 
financial institutions and individual investors alike. Exploring their impact 
in a broader array of financial markets would also help validate the robustness 
and adaptability of these models in various global contexts.
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INTRODUCTION

In today’s rapidly evolving global market, businesses are increasingly 
reliant on technology and data to drive their strategies and decision-making 
processes. The rise of digital technologies has revolutionized international trade, 
offering new avenues for businesses to expand into global markets through 
e-commerce and e-export. In particular, e-export, which involves cross-border 
electronic transactions, has become a critical channel for businesses looking to 
tap into international markets. The seamless flow of goods and services across 
borders, facilitated by digital platforms, has empowered companies to reach 
global audiences like never before.

E-export, or cross-border e-commerce, allows businesses to overcome 
geographical barriers, enabling them to offer products and services to 
international customers through online platforms. Unlike other forms of 
online trade, cross-border e-commerce involves global trade elements such 
as customs clearance, insurance, and shipping while enabling transactions 
to be conducted over the Internet without any country or time restrictions 
(Liu et al., 2021). The use of digital channels allows for real-time engagement 
with customers, and the convenience of online shopping has driven a surge 
in demand for e-export. With increasing internet penetration and mobile 
device usage, e-commerce platforms have become indispensable for global 
trade, enabling even small and medium-sized enterprises (SMEs) to compete 
in international markets. However, the global competition and the diversity of 
consumer preferences require businesses to adopt advanced tools to succeed 
in e-export.

One of the key enablers of success in e-export is the use of data-driven 
technologies. As businesses collect vast amounts of data from different markets, 
the challenge lies in analyzing and utilizing this information effectively. Big 
Data Analytics (BDA) has emerged as a powerful tool that enables companies 
to make informed decisions based on real-time data. In e-export, BDA helps 
businesses optimize market entry strategies, tailor marketing campaigns to 
different regions, and provide personalized customer experiences. By analyzing 
customer behavior, market trends, and competitor strategies, BDA provides 
deep insights that enable companies to be more agile and responsive in highly 
competitive international markets.

Big Data Analytics leverages a variety of methods to extract value from 
vast datasets. Among these methods are data mining, predictive analytics, and 
machine learning. Data mining is used to discover patterns and relationships 
in large datasets, allowing businesses to identify opportunities and risks. 
Predictive analytics enables companies to forecast future trends and customer 
behaviors based on historical data, helping them anticipate demand and tailor 
their offerings accordingly. Machine learning, on the other hand, automates 
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decision-making by allowing systems to learn from data over time, improving 
the accuracy of recommendations and predictions. These methods are essential 
for e-export businesses that need to analyze diverse datasets from multiple 
regions, ensuring that they can adjust their strategies to meet local market 
demands.

This book chapter first explores the fundamentals of Big Data and BDA, 
providing a detailed overview of their key components and techniques. The 
second section focuses on how BDA is applied to various aspects of e-export 
marketing. The chapter delves into how BDA enhances market segmentation 
and improves targeting by analyzing customer behaviors across different 
regions. Following that, the role of BDA in creating personalized marketing 
campaigns is examined, showing how data-driven strategies can be tailored 
to individual customer preferences. Additionally, the importance of pricing 
optimization is discussed, illustrating how BDA helps businesses adjust prices 
based on real-time market conditions and customer insights. The final section 
of the chapter focuses on customer management and retention, emphasizing 
how BDA enables businesses to create enduring relationships with their clients 
in the cutthroat global economy.

1. BIG DATA ANALYTICS: AN OVERVIEW

As businesses increasingly rely on data to drive their operations and 
strategies, understanding the complexity and potential of big data has become 
vital. This section will first provide an introduction to the idea of big data and 
examine some of its key attributes, including volume, velocity, and variety. After 
that, the emphasis will move to big data analytics, outlining how companies 
use these enormous datasets to obtain knowledge, enhance decision-making 
procedures, and create data-driven strategies.

1.1.  Understanding Big Data 

Big data analytics has evolved into a vital tool for companies looking to 
obtain a competitive edge and deeper insights, revolutionizing the way they 
approach strategy development, operational effectiveness, and decision-
making. The term “big data” describes the enormous and intricate datasets that 
are produced quickly and with a great deal of variation. Due to the size of these 
datasets, conventional data processing software is unable to handle, evaluate, 
or extract valuable insights from them (Russom, 2011). Laney (2001) proposed 
the ‘Three Vs’ (Volume, Variety, and Velocity) as core ideas to define big data 
(Ducange et al., 2018, p. 327).

•	 Volume is the primary characteristic of big data, which can be 
measured not only in terabytes (TB) or petabytes (PB) but also by the number 
of records, transactions, tables, or files. The main challenges associated with 
this aspect include the acquisition, storage, and efficient management of 
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immense volumes of information, often measured in zettabytes, which must 
be organized, validated, and analyzed.

•	 Velocity describes both the rapid speed at which data is distributed 
across networks and the need for quick processing in real-time. This is a crucial 
feature distinguishing big data from simply large datasets. One of the potential 
challenges is identifying trends or opportunities within minutes, as even a 
short delay in data analysis can result in a lost competitive edge, particularly in 
fast-moving markets.

•	 Variety relates to the diverse types of data originating from various 
sources such as sensors, social networks, and other devices or applications. 
It also highlights the richness of data, which is not conveyed in traditional 
datasets. The challenge here lies in the ability of conventional technologies to 
handle structured, semi-structured, and unstructured data simultaneously, 
necessitating the development of new, specialized solutions (Figure 1).

Over time, Laney’s original three Vs have been found insufficient to 
capture the complexity of big data fully. As a result, additional Vs have been 
introduced to better describe its characteristics. This evolution has led to a 
progression from the three Vs. model to a five Vs. framework (Brown and 
Harmon, 2014; Ducange et al., 2018; Elgendy and Elragal, 2014):

•	 Veracity refers to the inherent uncertainty and unreliability of certain 
data sources, which necessitates thorough analysis to ensure that accurate and 
trustworthy insights can be derived. It refers to the reliability and accuracy 
of data, assessing whether it is good, poor, or uncertain. This characteristic 
highlights the issues that can arise from data inconsistency, incompleteness, 
ambiguity, delays, deception, and approximations.

•	 Value highlights the potential of big data to generate meaningful 
benefits and actionable insights, provided that the data is properly processed 
and utilized (Sun & Liu, 2020; Kuo, 2024, p.367). 
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Figure-1. Three Vs of big data: volume, velocity, and variety 
Source: Yu and Wang, 2020, p.5.

Big data is widely applied across multiple industries. In the IT sector, it is 
used for log storage and analysis, helping resolve rare system issues. Sensor data 
is analyzed to improve safety and efficiency in industries. In finance, big data 
enhances risk analysis by enabling more accurate risk modeling. Social media 
relies on big data to track customer sentiments, allowing businesses to adjust 
strategies based on feedback. Governments use big data for cybersecurity, 
while companies like Amazon and Walmart utilize it to optimize operations 
and improve customer transactions (Katal et al., 2013). 

The McKinsey Global Institute outlined the potential of big data across 
five major sectors (Sağıroğlu and Sinanç, 2013, p.43): In healthcare, big data 
can enhance clinical decision support systems, enable personalized medicine, 
and improve public health by analyzing disease patterns and individual patient 
profiles. In the public sector, it increases transparency, improves decision-
making through automated systems, and fosters innovation by identifying 
needs and customizing services. In retail, big data is used to analyze in-
store behavior, optimize product variety and pricing, improve logistics, and 
enhance web-based markets. Manufacturing benefits from improved demand 
forecasting, supply chain planning, and production operations through big 
data applications. Finally, personal location data enables smart routing, geo-
targeted advertising, emergency response improvements, urban planning, and 
the creation of new business models.



52  . Zeynep DERELİ

In essence, big data has altered how industries operate by introducing 
new ways to handle and analyze enormous, complicated datasets. Big data 
offers insightful information that was previously impossible to obtain using 
conventional techniques, improving decision-making in the public and 
healthcare sectors as well as streamlining operations in manufacturing, retail, 
and other industries. The relevance of data variety, velocity, and volume is being 
recognized by organizations in all sectors, and as a result, big data will play an 
increasingly important role in influencing industry practices going forward.

1.2. Big Data Analytics

Building on the foundational characteristics of big data, big data analytics 
emerges as a powerful tool, enabling businesses to extract actionable insights 
from vast datasets, optimize processes, and make data-driven decisions that 
drive competitive advantage and innovation. With the rapid evolution of 
technology and the growing influx of data into organizations, the need for 
faster and more efficient methods of analysis has become essential. Simply 
having large volumes of data is no longer enough to make timely and effective 
decisions (Elgendy and Elragal, 2014). Organizations, including businesses, 
research institutions, and governments, are now regularly producing data on an 
unprecedented scale and complexity. Extracting valuable insights and gaining 
a competitive edge from these vast datasets has become increasingly crucial for 
organizations worldwide (Zakir et al., 2015). The ability to efficiently analyze 
and interpret this data is now critical for businesses to make timely, informed 
decisions and sustain a competitive edge.

Big data analytics (BDA) involves the application of advanced analytical 
techniques to process and analyze large datasets (Russom, 2011). BDA combines 
big data and analytics to generate valuable business insights (Alsmadi et al., 
2023). It refers to techniques used to analyze data from various sources and is 
regarded as a powerful technology applicable across different activities within 
the value chain, producing significant impacts (Veglio & Romanello, 2020; 
Chiarvesio & Romanello, 2018; Veglio & Romanello, 2019). By leveraging big 
data analytics, organizations can gain deeper insights into customer behavior, 
market trends, and operational inefficiencies. This enables them to not only 
react to current challenges but also to predict future outcomes and optimize 
their strategies accordingly. Ongsulee et al. (2018, p.2-3) outlined the key 
components of Big Data Analytics as follows:

•	 Data mining refers to the process of discovering patterns, correlations, 
and anomalies within large datasets. It is a crucial technique for extracting 
useful information from raw data and identifying relationships that may not 
be immediately visible. Through advanced algorithms, data mining uncovers 
hidden patterns that help organizations make more informed decisions and 
predictions.
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•	 Predictive analytics involves analyzing historical data to predict future 
trends and outcomes. It uses statistical algorithms and machine learning 
techniques to identify patterns and forecast future events. Predictive analytics 
is applied in various fields, such as marketing, finance, and healthcare, to 
anticipate customer behavior, assess risks, and optimize strategies.

•	 Machine learning, a subset of artificial intelligence, enables computers 
to learn from data without explicit programming. It uses algorithms that 
learn from historical data to make predictions or decisions. Machine learning 
is essential in Big Data Analytics because it allows systems to improve their 
performance over time as they are exposed to more data. Examples include 
recommendation systems, fraud detection, and automated decision-making.

BDA offers a wide range of advantages, enabling organizations to enhance 
decision-making, optimize operations, and gain a competitive edge through 
the extraction of actionable insights from vast and complex datasets. First, the 
implementation of BDA, including data mining and predictive analytics, allows 
companies to lower production costs and boost productivity by optimizing 
production processes and using sensor data for predictive maintenance to 
prevent equipment failures and minimize downtime (Wagner, 2024). Second, 
BDA enables firms to monitor their customers’ purchasing behaviors, allowing 
them to predict buying trends and offer personalized recommendations. This 
approach captures customer attention and enhances their shopping experience 
through tailored services provided by the company (Falahat et al., 2022). 
Third, managers are increasingly relying on big data analytics to guide their 
decision-making processes in real-time, allowing them to make more informed 
choices and shape future organizational strategies. By leveraging data-driven 
insights, they can better anticipate market trends, optimize operations, and 
effectively plan initiatives that align with their long-term goals (Mikalef et al., 
2019; Constantiou & Kallinikos, 2015). In summary, firms can utilize BDA to 
integrate large datasets from various sources, uncovering patterns that would 
otherwise be unimaginable. Effectively leveraging these patterns can help 
companies mitigate threats or create new opportunities (Cheng & Shiu, 2023).

�2. THE APPLICATION OF BIG DATA ANALYTICS IN E-EXPORT 
MARKETING

Big Data Analytics (BDA) is a crucial tool in e-export marketing, 
enabling businesses to analyze vast amounts of data from diverse markets and 
customer segments. Big Data can help firms become more customer-centric, 
entrepreneurial, and learning-oriented in their international market strategies, 
thereby indirectly enhancing their performance in international business 
(Gnizy, 2019). Businesses can improve market segmentation, adjust marketing 
campaigns based on the tastes of foreign consumers, and optimize market 
entry strategies by employing BDA. Furthermore, dynamic pricing models 
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are supported by BDA, enabling businesses to modify their pricing strategy 
in response to real-time data. Businesses can build enduring relationships in 
international markets by tracking client satisfaction and retention with the aid 
of BDA.

2.1.  Optimizing Market Entry Strategies

Big Data analytics is essential to optimizing market entry plans because 
it helps companies to determine high-potential regions, evaluate market 
preparedness, and create data-driven strategies that meet customer requests 
and local market realities. Businesses can use BDA to extract and analyze 
massive datasets from a variety of sources, including public databases, social 
media, and e-commerce sites. Through the identification of high-potential 
markets for entrance, this analysis assists businesses in identifying new trends 
and market demands in international regions.

Fundamental theoretical perspectives, such as the Uppsala 
internationalization model and the knowledge-based view, regard information 
and knowledge as the most critical resources necessary for successful 
internationalization (Chabowski et al., 2018). As information and knowledge 
are key to navigating foreign markets, the ability to process and utilize this data 
efficiently becomes essential. To address the challenges of internationalization 
and manage the uncertainties of foreign expansion more effectively, firms need 
to analyze growing volumes of real-time, semi-structured, and unstructured 
data. In this context, BDA can serve as a strategic tool to drive the international 
growth of enterprises (Bertello et al., 2021). 

Businesses can use predictive analytics to estimate market trends by 
analyzing historical and real-time data. This gives them a better understanding 
of high-potential markets and helps them determine customer demand more 
precisely. Businesses may focus on markets with the best chance of success 
and allocate resources more effectively thanks to this data-driven approach. 
Furthermore, social media and online platform sentiment analysis provide 
insightful information about customer attitudes and preferences, which helps 
businesses assess public opinion and demand levels in new markets prior to 
entering the market. 

Businesses can use BDA to collect and evaluate information on the 
pricing tactics, market share, and customer feedback of their rivals. This 
assists businesses in customizing their approach to entering new markets by 
pinpointing opportunities or niches in which they may provide a competitive 
edge. Businesses can utilize BDA to compare their performance to that of 
rivals in their intended markets. Businesses can set realistic entrance goals and 
modify their strategies by analyzing operational and financial key performance 
indicators.
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Natural Language Processing (NLP) is a computer-assisted technique 
used to analyze and understand human language by interpreting text or speech 
in a way that allows machines to process, comprehend, and respond to it (Kang 
et al., 2020). NLP is widely used in marketing to analyze and interpret vast 
amounts of unstructured text data, such as customer reviews, social media 
posts, and search queries (Hartman & Netzer, 2023). NLP assists companies 
in comprehending the language, customs, and preferences of customers across 
many geographies. Better localization of goods, advertising, and customer 
support is made possible as a result, guaranteeing that the company’s offers are 
appealing to regional consumers.

2.2. Enhanced Market Segmentation and Targeting

By offering comprehensive insights into customer behavior, preferences, 
and demographics across many areas, big data analytics helps organizations 
improve market segmentation and targeting. This leads to the development 
of more accurate and successful marketing strategies in foreign marketplaces. 
Market segmentation entails dividing a large, diverse market into smaller, 
homogeneous segments, each reflecting differing consumer preferences and 
needs, driven by the desire for more tailored and specific satisfaction within 
those segments (Cao &Manrai, 2014). Accurate market segmentation enables 
companies to enhance marketing efficiency by directing their limited financial, 
material, and human resources toward key markets identified through 
segmentation, ultimately boosting the company’s market competitiveness 
(Jiang & Li, 2024). 

Cross-border e-commerce companies can use BDA to obtain in-depth 
understanding of consumer preferences and behaviors in various geographic 
areas. This will enable them to create more specialized and targeted marketing 
campaigns that meet the particular needs of customers throughout the world. 
Businesses can anticipate future customer requirements and behaviors with 
the use of predictive analytics. Businesses can determine which client segments 
are likely to be more profitable and create customized marketing efforts 
in response by looking at prior purchasing trends and engagement history. 
Using trends in surfing history, online engagement, and purchase behaviors, 
behavioral data mining finds patterns in customer behavior. This enables 
businesses to target particular customer segments according to their distinct 
buying behavior or level of brand involvement. Big Data Analytics (BDA) 
makes it possible to segment clients in cross-border e-commerce according 
to their online habits, including the sites they visit, how long they spend on 
the site, and the particular products they look at. Businesses are able to create 
customized user experiences and focused marketing strategies that are suited 
to the unique inclinations and behaviors of every consumer category thanks to 
this in-depth behavioral analysis.
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2.3. Personalized Marketing Campaigns

The importance of big data extends beyond customer-centric marketing. 
In today’s digital and mobile-driven marketplace, real-time, personalized 
marketing has become more prominent than ever. Businesses are increasingly 
relying on digital media and mobile technologies to craft targeted and tailored 
customer experiences (Okorie et al., 2024). The emergence of machine-learning 
algorithms has transformed the landscape of personalization in marketing. 
These advanced algorithms allow businesses to predict consumer behavior 
with remarkable precision, enabling a move toward highly tailored, one-to-
one marketing strategies at scale. This shift makes it possible for companies 
to deliver perfectly customized offers, products, and experiences to individual 
consumers, significantly enhancing the effectiveness of their marketing efforts 
(Kotras, 2020).

	 Based on the user’s location, BDA can be used to dynamically modify 
website information, including language, currency, and product availability. 
An e-commerce site may, for instance, show country-specific promos or 
time-limited deals based on regional holidays and events, giving foreign 
buyers a more customized experience. Personalized email marketing can be 
designed in the context of e-export to take into account regional preferences, 
demand patterns, and customer behavior in other nations. For example, a 
foreign consumer who makes regular purchases during a particular season 
can be sent special offers or promotions during that time. Furthermore, 
BDA enables companies to apply machine learning for sentiment analysis on 
online interactions, social media posts, and customer reviews in a variety of 
languages and geographical areas. This aids e-export businesses in modifying 
their messaging to suit the attitudes and tastes of consumers in every area, 
guaranteeing that their marketing initiatives are well-received by a global 
audience.

2.4.  Pricing Optimization

When making purchase decisions, customers consider more than just the 
price; they conduct a thorough evaluation of the benefits and costs associated 
with each available product. They compare these factors before selecting 
the option that offers the best overall value. Therefore, when setting prices, 
businesses must also assess the perceived value of their products by analyzing 
the benefits and costs from the customers’ perspective. This ensures that 
pricing aligns with customer expectations and enhances competitiveness in the 
market (Guo, 2022). Businesses can examine the perceived value of products 
from the customer’s point of view by using BDA to obtain greater insights 
into customer preferences. Businesses can optimize price points that are in 
line with customer satisfaction and market competitiveness by using BDA to 
customize their pricing strategies to meet client expectations.
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BDA allows businesses to implement dynamic pricing strategies by 
analyzing market conditions and consumer demand in real-time. Through the 
analysis of factors including demand patterns, consumer income levels, and 
regional economic situations, predictive models assist businesses in making 
dynamic price adjustments. Additionally, BDA enables companies to monitor 
rivals’ prices in real-time across several geographic areas. This information 
helps businesses stay competitive by giving them insight into the local 
competition and enabling them to modify their rates accordingly.

2.5. Customer Retention and Relationship Management

Customer retention and relationship management have become central to 
achieving long-term success in the e-commerce sector as businesses increasingly 
focus on fostering strong, personalized connections with their customers to 
enhance loyalty and drive repeat business. Relationship marketing refers to 
the set of marketing activities aimed at attracting, developing, maintaining, 
and strengthening customer relationships (Liang et al., 2008). E-commerce 
companies may successfully apply relationship marketing tactics through 
targeted loyalty programs, customized consumer experiences, and personalized 
communication by utilizing BDA. Businesses may create relevant offers and 
services that boost customer engagement and increase retention rates by using 
these data-driven insights to better understand client preferences.

Using patterns identified in previous customer interactions, businesses 
can forecast behaviors and create proactive strategies aimed at enhancing 
satisfaction and reducing churn. Predictive models can pinpoint customers 
who may stop engaging with offerings, supporting efforts to retain them 
with focused initiatives. For example, by analyzing purchase history, firms 
can anticipate which customers are likely to disengage and take proactive 
steps to re-engage them with personalized offers, thus enhancing customer 
loyalty and satisfaction (Wassouf et al., 2020). Organizations can leverage 
sentiment analysis to examine verbal and textual interactions with customers 
throughout their journey, from the negotiation phase to the post-purchase 
stages, including requests for support or after-sales assistance (Cheng & Shiu, 
2023). When it comes to customer retention, these kinds of predictive insights, 
when combined with sentiment analysis, enable companies to recognize high-
risk clients early on and take appropriate action by offering solutions that suit 
their tastes and guarantee a customized experience. This data-driven strategy 
improves lifetime value and sustains business growth by strengthening long-
term relationships in addition to helping retain valuable clients.
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CONCLUSION

The importance of Big Data Analytics (BDA) in the changing field of 
e-export marketing is examined in this book chapter. The goal is to give a 
comprehensive overview of how BDA, a potent data-driven technology, can 
optimize a range of e-export activities, from customer retention plans to 
market segmentation. Businesses can use business process optimization (BDA) 
to improve decision-making based on data, which gives them a competitive 
advantage in international marketplaces.

E-export, also known as cross-border e-commerce, is the process of using 
digital platforms to offer products and services to clients around the world. 
E-export, as opposed to traditional export techniques, allows companies 
to reach international customers without being limited by time zones or 
geographical restrictions. It entails overseeing crucial components of global 
trade, including shipping logistics, regulatory compliance, and customs 
clearance, all the while providing a flawless online shopping experience for 
clients throughout the globe. Through the use of digital channels, e-export has 
made it possible for small and medium-sized businesses (SMEs) to participate 
in international marketplaces. This has made it simpler for SMEs to interact 
with customers abroad and increase their market presence internationally.

The enormous amounts of organized and unstructured data that 
consumers and organizations produce on a daily basis are referred to as 
“big data.” Contrarily, BDA deals with the methods and resources utilized to 
examine this vast amount of data and produce insights that can be put to use. It 
was noted that data-driven decision-making, trend identification, and behavior 
prediction are all made possible by employing techniques like data mining, 
predictive analytics, and machine learning. These insights assist businesses in 
better segmenting their markets, streamlining their international strategy, and 
customizing their marketing campaigns to serve their global clientele better.

Offering real-time insights into client behavior, market trends, and 
pricing plans is one of BDA’s biggest benefits in e-export marketing. As a result, 
companies are better equipped to make decisions and react swiftly to shifts 
in global marketplaces. Additionally, BDA enables businesses to customize 
consumer experiences, which raises client happiness and loyalty and eventually 
propels long-term success in international marketplaces. The capacity to 
examine big information helps firms better understand their consumers and 
optimize tactics based on solid data.

When incorporating BDA into their e-export operations, small and 
medium-sized firms (SMEs), especially those with low financial means, 
may encounter significant challenges. For smaller businesses, the high 
implementation costs of advanced data analytics technologies and the 
requirement for qualified staff to handle and evaluate the data might be 
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problematic. Moreover, the intricacy of data protection laws between nations 
presents an additional challenge, making it more difficult for companies to 
effectively utilize BDA without substantial investments.

Future developments in the way companies use BDA to enhance their 
global marketing initiatives have a great deal of room for expansion. Prospects 
to optimize procedures, cut expenses, and further customize the client 
experience will only increase with the development of data-driven technology. 
Better and more affordable BDA solutions could help SMEs overcome their 
present obstacles and take full advantage of the global e-commerce market. 
Thanks to ongoing improvements in BDA tools and infrastructure, it will 
be possible for even tiny businesses to leverage data to thrive in the global 
economy.
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1.	 Introduction 

Globalization is influenced by particular political and economic structures. 
Among these influences are structural changes such as the liberalization of 
trade and investment, which enhance the flow of international trade and 
investments. These shifts profoundly impact economic growth, alter the 
distribution and composition of economic activities, stimulate competition, 
and facilitate the global spread of technologies, thereby influencing 
sustainable development in both beneficial and adverse ways. Multinational 
enterprises (MNEs) play a crucial role in this globalized environment, with 
foreign direct investment (FDI) by MNEs becoming increasingly central to 
global economic activity. Economists characterize a multinational enterprise 
(MNE) as a corporation that “owns, controls, and manages income-generating 
assets across multiple countries.” (Dunning, 1992, p. 34), distinguishing it 
from entities engaged solely in portfolio investment, which lacks managerial 
control. MNEs typically employ three primary strategies for foreign market 
entry: FDI, joint ventures (JV), and licensing. The advent of cyberspace has 
revolutionized governance and economic practices by connecting computers 
through high-speed networks and wireless systems, potentially transforming 
national politics. An e-MNE, described as a virtual enterprise functioning 
across various countries via cyberspace, oversees both tangible and intangible 
assets through digital networks and electronic agents. These electronic agents, 
programmed by humans, facilitate global transactions and management 
from a centralized location. As globalization progresses, the digital 
economy increasingly intersects with traditional economic models, utilizing 
e-commerce and technology. This analysis seeks to examine the impact of 
Foreign Direct Investment (FDI) on the evolution of the digital economy, 
focusing on how traditional economic activities and digital processes 
interconnect and influence one another.

2.	 What Is The Digital Economy

Currently, the theoretical framework for understanding the impact of 
the growing flow of information on the existing socio-economic system is 
defined by the concepts of post-industrial society and information society. 
Scholars of the digital society identify key characteristics of this new type 
of information society, such as the transformation of production processes, 
the shift from the creation of tangible goods to the provision of services, and 
the globalisation of the economy. When discussing the ‘digitalisation’ of the 
economy and society, it is crucial to establish clarity in terminology. Broadly 
speaking, ‘digitalisation’ refers to a socio-economic transformation driven by 
the extensive adoption and integration of digital technologies, including those 
used for creating, processing, exchanging, and transmitting data (Kluver, 
2000; Borremans et al., 2018).
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The digital economy is a relatively recent phenomenon, particularly 
in developing countries and rural regions (World Economic Forum, 2015), 
although its technological foundations were established in the 1990s with the 
introduction of enterprise computing and computerised production systems 
(Sturgeon, 2021). The advent of the Internet in the early 2000s marked a critical 
shift towards the digital economy in its current form. The broad adoption of 
the Internet at the corporate level facilitated the development and integration 
of various technologies and services that are central to the digital economy. 
Numerous definitions of the digital economy have been proposed over time. 
However, as Bukht and Heeks (2017) note, “definitions are always a reflection 
of the periods and trends from which they emerged,” implying that they must 
evolve to reflect changes in the technological landscape and the increasing 
knowledge and sophistication of users.

Definitions of the digital economy differ significantly in terms of scope, 
and there is no clear consensus on what should be included or excluded from 
it. However, drawing on the definition provided by Bukht and Heeks (2017), 
the digital economy can be described as an economic model distinguished by 
the extensive and effective use of digital technologies to collect, store, process, 
transform, and transmit data across all domains of human activity.

Since the digital economic transformation began with the use of 
commercial mainframes in the 1960s, advancements in computerisation, 
alongside continuous developments in microelectronic hardware and 
software, have significantly enhanced the capabilities of information and 
communication technologies (ICT). These advancements have reduced 
hardware costs, energy consumption, and size requirements, facilitating the 
transformation of a diverse array of products and processes. The increased 
power and decreasing costs of digital ICT have enabled mass access to 
portable devices, global positioning systems, and the Internet. From the 1990s 
onwards, the Internet has supported, embodied, and accelerated many of these 
technological trends. Thus, the “third industrial revolution,” characterized 
by autonomous automation and digital ICT, laid the groundwork for the 
emergence of the fourth industrial revolution (Sturgeon, 2021). Within this 
context, it can be argued that two primary domains—industrial applications 
and consumer applications (including platforms, products, and services)—
and four key technological applications drive and integrate with the digital 
economy.

When discussing the new (digital) economy, it is crucial to differentiate 
between data and knowledge. Data refers to raw collections of information, 
while knowledge encompasses the frameworks—such as theories and 
hypotheses—that allow for the organization and interpretation of that data. 
The traditional economy was characterized by physical elements such as cash, 
cheques, invoices, shipping documents, face-to-face interactions, analog phone 
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conversations, radio and television broadcasts, blueprints, maps, photographs, 
sheet music, and direct mail. In contrast, the new digital economy involves the 
digitisation of information in all its forms—transforming it into bits stored 
on computers and transmitted across networks at the speed of light. This 
paradigm shift, comparable in its significance to the invention of language, 
has created a new realm of possibilities that redefines all formerly physical 
interactions (Coulson, 1999).

While knowledge itself is not a new concept, what has changed is the 
way it is collected, manipulated, stored, and transmitted. The period between 
1700 and 1850 saw a fundamental shift in economic activity, marked by the 
transformation of practical experience into systematic, codified knowledge. 
The era following 1950 is often referred to as the “management revolution,” 
distinguished by the application of knowledge to information. In the current 
context, information has emerged as the only truly significant resource. 
Although traditional factors of production remain relevant, they have assumed 
a secondary role. Therefore, in this new paradigm, knowledge is understood as 
an asset and a means for achieving social and economic outcomes (Carlsson, 
2004).

Consequently, activities involving complex problem definition, problem 
solving, or high-technology design—resulting in innovative new products or 
services or new methods of market exploitation—have rapidly emerged as 
central drivers of economic growth, as well as individual and organizational 
well-being. In the long term, knowledge-intensive industries, including 
financial services, entertainment, healthcare, education, and government, 
are expected to undergo the most significant transformation and derive the 
greatest benefits from digitalisation and the internet. In the medium term, 
sectors such as retail, manufacturing, and travel are likely to experience the 
most visible effects of this digital transformation (Carlsson, 2004).

3.	 Globalization and FDI: Shaping the Digital Economy 

Globalization is a complex phenomenon influenced by particular 
political and economic systems, as well as techno-economic dynamics. It is 
marked by substantial structural reforms such as the liberalization of trade 
and investment, which drive economic growth, modify the allocation and 
nature of economic activities, and facilitate the global spread of technological 
advancements. These changes have profound positive and negative impacts 
on sustainable development (Dunning, 1992). Multinational enterprises 
(MNEs) play a central role in this globalized framework, with foreign direct 
investment (FDI) from MNEs becoming a progressively larger component 
of global economic activity. The expansion of international investment has 
amplified the influence of MNEs on the sustainable development of host 
countries. (Dunning, 1992).
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MNEs are characterized as entities that “own, control, and manage 
income-generating assets across multiple countries” (Dunning, 1992). 
This definition underscores the difference between direct investment, 
which provides both managerial authority and financial interest in foreign 
operations, and portfolio investment, which offers only a financial stake 
without managerial oversight. MNEs generally adopt three main strategies for 
entering international markets: foreign direct investment (FDI), joint ventures 
(JVs), and licensing agreements. The emergence of cyberspace, driven by high-
speed data connections and wireless technologies, has significantly reshaped 
both national and global governance frameworks. Cyberspace continues 
the historical trend of information technologies transforming political and 
economic environments. An electronic multinational corporation (e-MNC) 
can be characterized as a virtual enterprise that, while maintaining physical 
production facilities across multiple countries, leverages an advanced 
electronic network to manage intangible goods and services (Dussart, 2001). 
These firms leverage both tangible and intangible assets across global markets, 
employing electronic agents programmed by humans to manage transactions 
and operations. This allows e-MNCs to control and manage assets across 
multiple locations from a centralized electronic base.

The increasing internationalization of production and consumption 
raises questions about the digital economy’s emergence. The current digital 
economy operates alongside traditional economic forms, integrating elements 
of e-commerce and advanced technology (Blomström, 2014). The aim of 
analyzing FDI’s role in the digital economy is to explore how traditional and 
digital economic activities interact and influence each other. FDI’s impact on 
global economic integration includes various benefits and challenges. MNEs, 
by driving international investment flows, significantly influence global 
economic activity. These enterprises engage in activities that encompass 
technology transfer, managerial expertise, and human capital development, 
which are essential for competitive advantage and productivity enhancement 
in host countries (De Mello, 1999; Markusen and Venables, 1999). The 
benefits of FDI are most notable when foreign affiliates are fully integrated 
into the parent company’s global operations, facilitating advanced technology 
transfer and management practices to the host country, thus improving local 
competitiveness and creating employment opportunities (Dunning, 1994).

The influence of foreign direct investment (FDI) on the labor market 
in the home country can differ markedly. The extent to which activities in 
the home and host countries are complementary or substitutable affects the 
impact on employment and wages. When activities abroad complement those 
in the home country, both the firm and its workers may benefit. Conversely, 
when activities are highly substitutable, the home country may experience job 
losses and wage reductions (Zhao, 1998). The complex relationship between 
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FDI and labor market outcomes depends on various factors, including the 
level of substitutability and the strategic decisions of the firm. In the European 
context, the EU is a major player in global FDI, acting both as a significant 
source and destination for foreign investments (Barrell and Pain, 1997). The 
internal market reforms and economic integration within the European Union 
(EU) have significantly increased intra-regional foreign direct investment 
(FDI) flows and cross-border mergers and acquisitions. By removing trade 
and capital barriers among member states, these reforms have shifted the 
locational advantages across the EU, leading to a marked increase in FDI 
across major European economies (Barrell and Pain, 1999). These dynamics 
illustrate broader trends of regional integration and globalization.

The characteristics of neighboring countries and their policies also 
influence FDI dynamics. The interdependencies between foreign locations, 
whether they act as substitutes or complements, are shaped by initial transport 
costs and the investment climate. Industry-specific factors further influence 
these relationships, highlighting the need for a nuanced understanding of 
FDI’s interaction with regional and global economic environments (Markusen 
and Venables, 2000).

Leadership and management in the digital age present new challenges 
and opportunities. Effective leadership requires adaptability and technical 
expertise to navigate global networks and electronic transactions. E-leaders 
must balance innovation and control while leveraging technological 
advancements to drive organizational success. The impact of financial crises 
on investment decisions underscores the need for strategic flexibility in 
managing global business operations (Goleman, 2000; Park and Campbell, 
2001).

In summary, the role of foreign direct investment (FDI) in the development 
of the digital economy highlights the complex interactions between traditional 
economic practices and contemporary digital advancements. As globalization 
continues to evolve, understanding how FDI affects both traditional and 
digital economic activities is crucial for policymakers, businesses, and 
investors. The integration of digital technologies with traditional economic 
models presents both challenges and opportunities for advancing sustainable 
development and enhancing global economic connectivity (Saggi, 2002; Ahn 
and Hemmings, 2000).

4.	 ICT and Global Economic Asymmetries

It is argued that the way firms compete and succeed, their business 
models and value creation processes are changing as a result of the diffusion 
of information and communication technologies (ICTs). These changes 
both create new ventures and restructure existing ones, opening up new 
opportunities. This process of change is underpinned by ICT’s ability to 
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transmit, capture and manage large amounts of information and to break 
down spatial and temporal boundaries. As a result, the transaction costs 
of knowledge-intensive activities can be reduced through the use of ICTs. 
Small and medium-sized enterprises (SMEs), which often operate in a dense 
network of intra-firm relationships and thus have to manage large amounts of 
information, can benefit particularly from these opportunities (Carbonara, 
2005).

ICT (Information and Communication Technology) emerges from the 
sequential introduction of new, complementary technologies along a shared 
technological path, characterized by similar output elasticity of production 
factors (Antonelli, 2001). This evolution raises essential questions about 
the trajectory of emerging technologies and the structural attributes of the 
economic systems they infiltrate. The impact of technological change is crucial 
in assessing its effects on total factor productivity growth. Information and 
Communication Technology (ICT) stands as a leading global technology with 
widespread applications across various product and factor markets. However, 
its impact on productivity growth varies markedly by region, shaped by local 
resources and relative pricing conditions.

The effects of ICT on productivity and profitability are not uniform across 
countries. In fact, the increase in total factor productivity varies widely due to 
specific national characteristics and resource endowments compared to those 
of innovating countries (Freeman and Louca, 2001). Companies operating 
in diverse product and factor markets can capitalize on ICT, resulting in 
significant asymmetries and increased variance in economic performance 
among global trading partners (Ruttan, 2001). As a result, the adoption of 
ICT can swiftly reduce technological diversity, influencing comparative 
advantages in nations where certain productive inputs are relatively costly. 
This dynamic creates new asymmetries not only in the rate of technology 
diffusion but also in each country’s ability to derive economic benefits from 
adopting these technologies.

The emerging knowledge-intensive business-related services are global 
and rely heavily on advanced communication and information-processing 
services, which are key intermediary inputs. Valuable insights into the 
development of new technological systems are provided by the interplay 
between technological complementarities and convergences, and by firm 
strategies influenced by frequent cross-entries from related markets and 
technologies. These insights contribute to an understanding of rapid and 
systemic technological change, which is characterised by a high degree of 
interdependence in the production and use of new products and processes 
(Varian etc. 2004).
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ICT has significantly contributed to the increased segmentation and 
asymmetries within labor markets in advanced economies that are at the 
forefront of technology adoption (Quah, 2001). Adopting them requires specific 
innovations involving developing new applications, using new intermediate 
inputs and new capital goods. Growth opportunities in the global economy 
are reduced by the widening of the digital divide, which exacerbates total 
factor productivity differentials and average production costs. In addition, 
this divide requires the introduction of contingent technologies, reinforcing 
the need for the integration of external and domestic technological knowledge 
in order to adapt globally available general knowledge to local resource 
structures (Mansell, 2001). The high fungibility of ICT serves as a key input 
for both corporate technology strategies and national technology policies. As 
highlighted by Antonelli (2003), ICT’s flexible nature enables its application 
across various contexts, making it a critical tool for driving technological 
advancement and economic growth at multiple levels.

5.	 Transforming the Global Economy Through Digitalization

It is clear that digitalization—the use of digital technologies to transform 
business practices—has a profound impact on economies globally, leading 
many governments to launch initiatives to support the digital transformation 
of their industries and public sectors. As the pace of digitalization accelerates, 
it is essential for both global and national decision-makers to comprehend 
the factors driving digital development and to anticipate how these trends 
might shape the global economy and society. A deep understanding of the 
interrelationships among the driving forces of digitalization is vital for 
policymakers, enabling them to make informed, evidence-based decisions.

The transition to a digital economy is characterized by the increasing 
role of cyberspace, which both drives and results from the evolution of the 
global economy. Businesses must harness information technology and 
e-commerce to thrive in this new economic environment. The widespread 
adoption of digital tools and connectivity allows for a more level playing field 
among firms of varying sizes and contributes to increased productivity by 
reducing costs associated with transactions, communication, and inventory 
management (Sichel, 1999). Cyberspace’s capacity to lower barriers to entry 
and improve market competition further enhances economic efficiency and 
encourages investment, especially in countries with well-established digital 
infrastructures.

In this context, digital and physical “dot-com” companies have emerged, 
each contributing to the growth of online commerce in distinct ways. Digital 
companies like Yahoo! and eBay offer digital products and services directly 
through cyberspace, while physical dot-coms sell tangible products but face 
challenges due to their reliance on traditional business models that include 
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managing inventory and shipping (Ruttan, 2001). To remain competitive, 
physical dot-coms must increase their adoption of digital processes throughout 
their value chains.

The digital economy, representing a shift in how businesses operate 
and markets function, has led to unprecedented productivity gains and 
economic growth. This transformation is rooted in the rapid development and 
diffusion of new technologies, particularly information and communication 
technologies (ICT). These advancements, often driven by startups rather than 
established companies, highlight a paradigm shift in economic activities, 
where new digital tools offer innovative solutions across sectors (David, 1991). 
As a result, the digital economy has become more integrated globally, and 
businesses must adapt to the fast pace of technological change to maintain 
their competitive advantage.

ICT’s role in economic transformation is evident in its ability to enhance 
communication, reduce costs, and increase efficiency in both production and 
distribution. The adoption of ICT is not only seen in developed economies but 
also presents opportunities for growth and development in emerging markets. 
However, this shift has also highlighted disparities between countries that 
effectively utilize digital tools and those that do not, creating a “digital divide” 
that poses challenges for global equity and development (Andrea, 2002).

Furthermore, the digital economy necessitates new business models 
and organizational strategies, with an emphasis on innovation, agility, and 
the ability to quickly respond to market changes. For instance, in industries 
such as logistics, the adoption of digital tools has facilitated new forms of 
e-commerce and collaborative business practices. Efficient logistics are now 
central to the digital economy, serving as both enablers of other businesses 
and pioneers of new economic models (Slack and Rowley, 2002).

Despite the volatility and challenges faced by companies in the digital 
economy, such as the dot-com bust, the continued growth of internet 
connectivity and e-commerce highlights the enduring impact of digital 
transformation on global markets. Companies that can effectively integrate 
digital tools into their operations and value chains are better positioned to 
capitalize on the opportunities presented by this new economic landscape. 
This transition also underscores the need for policies and regulations that 
address the complexities of a digital economy, such as intellectual property 
rights and market organization, to ensure sustainable and inclusive growth 
(Zekos, 2002).

In conclusion, the digital economy represents a fundamental shift in 
the global economic landscape, driven by rapid technological advancements 
and the pervasive use of ICT. As businesses and countries navigate this 
transformation, the ability to innovate, adapt, and leverage digital tools will 
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be critical to sustaining growth and competitive advantage in an increasingly 
interconnected and digital world.

Today, the evolution of global and local markets creates a favourable 
environment for digital transformation in countries with high levels of 
education and integrated with digital technologies. Statistical analyses 
and scientific evaluations reveal that the level of development of the digital 
economy is closely related to the overall income level of the country. Analyses 
show that as of 2020, the top twenty countries in the Network Readiness Index 
(NRI) ranking consist of high-income countries, while low-income countries 
are at the lower rungs of the ranking (Shevchenko et al., 2023). This situation 
emphasises that digital economic development is closely linked not only to 
economic prosperity but also to education and technological infrastructure.

It states that the level of economic growth of a country is directly related 
to the effective and comprehensive use of information and communication 
technologies (ICT). Considering the effects of digitalisation on social and 
economic processes, it becomes clear that the economic sphere should support 
the digital transformation process. The integration of digital technologies into 
the economic structure requires reshaping traditional market dynamics, social 
interactions and public administration. This transformation aims to radically 
change value creation mechanisms and the overall economic structure 
through more efficient economic processes enabled by digital infrastructure 
(Amankwah-Amoah et al., 2021).

A systemic look at the conceptual approaches to defining and developing 
the digital economy shows that this new economic model cuts across all 
industries globally. This is an opportunity for promoting the worldwide 
expansion of capital, goods, services and labour markets. Reveals that digital 
transformation is effectively taking place today at all levels of the economic 
system - international, national, regional and local. The overall structure of 
the digital economy is based on consumer-oriented approaches and strategic 
use of information on a large scale, taking into account the characteristics 
of consumer segments in specific regions and the global use of digital 
transformation technologies of business processes (Ferracane & Marel, 2019; 
Qian, Liu & Pan, 2022).

The fourth industrial revolution has led to the emergence of an innovative 
digital environment that combines the physical and biological domains with 
the virtual world. Information and communication technologies (ICT) have 
emerged as the main pillars of this evolution. In today’s world, the future of 
countries is more dependent than ever on the ability of national governments 
to manage and effectively integrate digital technologies. This political objective 
covers a wide range of issues, from the physical foundations of internet 
infrastructure, regulatory frameworks, business readiness and consumer 
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skills. Policy makers need to develop comprehensive policy measures that 
support the development of the basic infrastructure, in co-operation with 
business, academia and individuals, so that they can rapidly implement 
modern technological advances and ensure that ICTs deliver the maximum 
benefits (Sepashvili, 2020). 

The global economy has benefited greatly from digitalisation. However, 
it is not the reality of every national economy that digital development is 
seen as an ongoing process. To support the growth of the digital economy, 
national governments should step up their efforts to develop infrastructure. 
Infrastructure needs to be strengthened digitally as well as physically for the 
digital economy to thrive. The development of infrastructure requires more 
than the expansion of the economy through physical means. In this context, in 
order to support the spread of the best innovations on a global scale, building 
an effective ecosystem remains a critical policy objective (Sepashvili, 2020).

6.	 Conclusion

The analysis of Foreign Direct Investment (FDI) within the context 
of a rapidly evolving digital economy reveals significant insights into the 
complex interactions between traditional and digital economic activities. FDI 
plays a critical role in promoting global economic integration by facilitating 
technology transfer, managerial expertise, and human capital development, 
all of which are essential for enhancing the competitiveness and productivity 
of host countries. As globalization progresses, the increasing convergence of 
traditional economic models and digital processes underscores the need for 
a nuanced understanding of how these domains intersect and influence one 
another.

The digital economy, characterized by its reliance on Information and 
Communication Technologies (ICT) and data-driven processes, has reshaped 
the global economic landscape. Digital transformation has introduced new 
business models, enhanced productivity, and driven economic growth, 
particularly in knowledge-intensive sectors such as financial services, 
healthcare, and entertainment. The widespread adoption of ICT has also 
lowered barriers to entry, increased market competition, and created 
new opportunities for both multinational enterprises (MNEs) and small 
and medium-sized enterprises (SMEs). However, the benefits of digital 
transformation are not evenly distributed, with a notable “digital divide” 
between countries that effectively leverage digital tools and those that do not.

The integration of digital technologies into the economic structure has 
created a dynamic environment where FDI acts as a conduit for advancing 
digital development. MNEs, through their foreign investments, contribute 
to the diffusion of digital technologies and practices across borders. This 
diffusion promotes technological innovation, enhances productivity, and 
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fosters economic growth in host countries. Nonetheless, the impact of FDI 
on the labor markets of both home and host countries varies depending 
on the level of complementarity or substitutability of economic activities. 
Policymakers must consider these dynamics when designing strategies to 
maximize the benefits of FDI while mitigating potential negative impacts on 
employment and wages.

The findings of this study highlight the importance of policy frameworks 
that support digital transformation and attract quality FDI. For host 
countries, particularly those in developing regions, it is crucial to create an 
enabling environment that facilitates the integration of digital technologies 
and the transfer of knowledge and skills. This requires investment in digital 
infrastructure, education, and regulatory reforms that promote innovation 
and entrepreneurship. In parallel, MNEs should adopt strategies that align 
with the digital transformation goals of host countries, ensuring that their 
investments contribute to sustainable development.

Moreover, the intersection of FDI and digital economy underscores the 
need for a more resilient global economic framework that can withstand 
external shocks such as financial crises, geopolitical tensions, and pandemics. 
The COVID-19 pandemic has demonstrated the critical role of digital 
readiness and FDI in maintaining economic continuity and fostering recovery. 
Countries with robust digital infrastructures and those that actively attract 
FDI have shown greater resilience in adapting to new economic realities. This 
highlights the importance of building flexible, adaptive economic systems 
that can leverage digital tools to respond swiftly to unforeseen global events.

Looking ahead, the continued evolution of the digital economy will likely 
introduce new forms of FDI, such as investments in artificial intelligence, 
blockchain technologies, and advanced digital infrastructures. These 
investments will not only redefine global supply chains but also shape the 
future contours of economic development. Policymakers and business leaders 
must remain agile, continuously updating their strategies to harness the 
potential of these emerging technologies while addressing the regulatory, 
ethical, and social implications that accompany them. As digitalization 
accelerates, fostering international cooperation and ensuring inclusive growth 
will be vital for creating a sustainable digital future for all.

Furthermore, the interplay between FDI and the digital economy 
suggests that a holistic approach is necessary to address the challenges and 
opportunities arising from globalization and digitalization. Collaborative 
efforts among governments, businesses, and international organizations are 
needed to bridge the digital divide, enhance global connectivity, and ensure 
that the benefits of digital transformation are widely shared. This includes 
addressing the regulatory challenges associated with digital trade, data 
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privacy, and cybersecurity, which are increasingly relevant in a connected 
global economy.

In conclusion, FDI remains a vital driver of economic development in the 
digital age, enabling countries to harness the benefits of digital technologies 
while navigating the complexities of a globalized economy. As digital 
transformation continues to reshape economic activities, understanding 
the role of FDI in this process becomes ever more critical. By fostering an 
environment that supports innovation, investment, and collaboration, 
countries can better position themselves to thrive in a digital economy that is 
both inclusive and sustainable.
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INTRODUCTION

The concept of digitalization was first introduced in 1971 by Robert 
Wachal through the phrase “societal digitalization” (Brennen & Kreiss, 2016: 
5). Digitalization is defined as the use of digital technologies to transform a 
business model, creating new opportunities for revenue and value generation. 
It represents the process of transitioning to a digital business (Gartner, 2020a). 
Through digitalization, access to information becomes cost-effective, rapid, 
and user-friendly, enabling sharing and utilization of data (Castells, 1996). 
According to Brennen and Kreiss (2016: 1), digitalization is characterized 
as “the increased adoption or usage of digital or computer technologies by 
an organization, industry, country, etc.” This has given rise to a common 
language and platform where individuals can freely share their thoughts, 
producing easily accessible information that enriches the global community 
(Bhutani & Paliwal, 2015: 12).   

Digitalization involves the process of converting digitized resources into 
new revenue streams, growth, and operational efficiencies that create value 
for the organization. It can also be described as the integration of a company’s 
physical and intellectual resources with technological capabilities to ensure 
efficient resource utilization. Ultimately, this results in the emergence of new 
business models and opportunities that provide a better customer experience 
(Şükranlı, 2020: 10). In this context, digitalization serves as a technological 
force that enriches globalization from both economic and cultural perspectives. 
The impact of digitalization on increasing globalization is evident in various 
domains, including digital products, enhanced cross-border communication, 
globally distributed teams, and optimized flows of goods and services through 
electronic platforms (Isaksson & Wennberg, 2016: 68). 

A related term is digitization, which refers to the transition from analog 
to digital formats (Gartner, 2020b). Digitization involves the conversion of 
physical formats—such as images, sounds, and texts—into digital binary 
formats. Digitalization, however, goes a step further, representing the practical 
application of digital information. The data obtained through digitization are 
utilized in digital technologies. Examples of digital technologies that utilize 
data derived from digitization include big data, mobile applications, and the 
Internet of Things. While digitization encompasses the technical process 
of converting analog signals into digital formats, the broader processes of 
adopting and utilizing digital technologies in individual, organizational, and 
societal contexts are typically referred to as digitalization (Legner et al., 2017: 
301). Thus, it can be argued that digitization is a sub-concept of digitalization. 

The concepts of digitalization and technology have evolved in a 
mutually influential manner. According to Tapscott (2008), advancements 
in technology lead to digitalization. At the core of digitalization lies the 
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widespread use of information technologies (Chen & Tsou, 2007: 2-5). The 
rapidly evolving nature of information technologies, the commodification of 
technology, and the phenomenon of ubiquitous computing have resulted in 
short digital innovation cycles that demand organizations to respond flexibly 
to continuously changing environments (Fichman et al., 2014: 330; Gimpel et 
al., 2018: 32). These digital innovations have triggered significant changes and 
various advancements across industries in recent years. Digital innovation is 
characterized by the new combination of digital and physical components to 
develop new products and services (Yoo et al., 2010: 725). Due to its specific 
focus on products and services, digital innovation can not only lead to new 
business models but also significantly impact the competitive strength of 
organizations (Nambisan et al., 2017: 223). 

Digitalization brings forth extensive technologies that are accessible 
to everyone, resulting in changes from cultural, behavioral, demographic, 
and lifecycle perspectives. The emergence of terms such as e-commerce, 
e-banking, e-books, e-news, and e-learning has been a direct consequence 
of digitalization, which has also given rise to the concept of an information 
society. In this context, digital transformation is framed not only as business-
oriented but also as a general trend in our daily lives (Kupiainen, 2006: 280-
287). Digitalization reflects the adoption of digital technologies in both the 
business world and society, as well as related changes in the connections 
between individuals, organizations, and objects. From a business perspective, 
digital transformation represents an innovation concerning how a company 
creates value and generates revenue by implementing technological systems 
and structures (Gimpel et al., 2018: 33; Tiersky, 2017). 

Digitalization and digital technologies lead to fundamental changes in 
all aspects of society and promote innovation at an extraordinary pace across 
various industries (Veit et al., 2014; Karimi & Walter, 2015; Legner et al., 
2017). The increasing digitalization of organizations and ecosystems presents 
challenges that require these entities to adapt to change. Consequently, 
businesses must continuously monitor evolving digital technologies and 
assess their potential benefits and threats. Governments and manufacturing 
firms are heavily investing in innovative technologies to reduce production 
costs and maintain competitiveness in the market (Tilson et al., 2010: 754-
756; Bharadwaj et al., 2013: 478; Bär et al., 2018: 747). 

While digitalization offers numerous opportunities for individuals and 
organizations, it also brings certain challenges. Increased efficiency in business 
processes, accelerated access to information, and cost reductions are among 
the most prominent advantages of digitalization; however, its downsides, 
such as cybersecurity risks, privacy issues, and the transformation of the 
workforce due to automation, cannot be overlooked. Moreover, digitalization, 
in conjunction with Industry 4.0 technologies, has fundamentally redefined 
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production processes and facilitated the integration of smart systems into 
the business world. This study examines the concept of digitalization in 
detail, analyzing both its benefits for businesses and the challenges it poses. 
Additionally, the innovative solutions offered by digital technologies and 
Industry 4.0 are explored, and their impacts on businesses are discussed. 
In this way, the significance of digitalization for modern enterprises and its 
potential future effects are comprehensively assessed.

Benefits and Drawbacks of Digitalization  

Investments in digital technologies contribute significantly to business 
development. These investments enhance profitability through their impact on 
revenue growth and cost reduction. Digitalization can offer consumers a new 
value proposition. The new marketing techniques and sales channels created 
by digitalization facilitate revenue increases through improvements made for 
customers. These improvements lead to higher customer satisfaction, which 
in turn fosters greater loyalty and, consequently, increased revenue growth. 
All these steps can create a more profitable value chain. Digital technologies 
not only drive revenue growth but also assist firms in reducing overall 
administrative, marketing, and operational costs (Mithas, 2012: 205-224). By 
providing better supply chain coordination, digital technologies help lower 
costs. The use of digital technologies enables improved information sharing 
between relevant departments in the supply chain and the organization 
(Mithas, 2012; Banker, 2006, cited in Şükranlı, 2020: 13-14). 

Digitalization offers potential benefits for internal efficiency. Certain 
processes traditionally performed by human labor can be executed through 
digital technologies, simplifying operations. With digitalization, more accurate 
data can be obtained, leading to higher operational efficiency, quality, and 
consistency. Additionally, by integrating structured and unstructured data, 
digitalization provides better visibility into organizational data. Moreover, 
integrating data from other sources can offer improved real-time visibility 
regarding operations and outcomes. Through the automation of routine tasks, 
digitalization can enhance job satisfaction for employees, allowing them 
more time to develop new skills. It also ensures data compliance through 
standardization of records, making data easier to back up and store. New 
digital technologies can present opportunities for new services or enhanced 
offers to customers. 

While digitalization and the use of digital technologies provide benefits 
for businesses, they can also bring challenges. Companies must adapt their 
business models to meet the fast-paced changes required by new technological 
advancements. However, the rapid adoption of new digital technologies can 
pose a threat to traditional business models (Porter & Heppelman, 2014: 64-
88; Bleicher & Stanley, 2016: 69). 
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Dedrick et al. (2003) noted that complementary investments made for 
digitalization could lead to low profitability figures in the short term due to 
high resource investments and capital depreciation rates. The combined effects 
of multiple digital innovations can also be disruptive. This impact can lead to 
digital transformation and cause profound changes (Hinings et al., 2018: 56). 
Through this transformation, existing business practices in organizations, 
ecosystems, or entire industries may be supplemented or modified with new 
roles, actors, values, and structures (Mangematin et al., 2014; Loebbecke & 
Picot, 2015; Hinings et al., 2018). Furthermore, the main disadvantages of 
fully digitizing customer services and internal processes can include the 
emergence of complex organizational structures, a lack of in-house expertise, 
vulnerabilities in security, and the occurrence of legal and compliance issues. 

As a result of digitalization, companies may experience shifts within their 
industries. Two immediate concerns arise for these companies: the first is 
understanding how digitalization affects their business model, and the second 
is assessing how much performance can be improved through the advantages 
brought by new technologies. The adoption of digitalization processes can be 
challenging due to the desire to maintain existing structures and employees’ 
reluctance to face risks and uncertainties (Doz & Kosonen, 2010: 379). For 
instance, Kodak lost its position in the industry due to its failure to prepare 
for the digital camera transition. 

DIGITAL TECHNOLOGIES AND INDUSTRY 4.0 

The control and operation of manufacturing facilities have undergone 
significant transformations compared to the old analog regulatory schemas. 
Computer-based control was first tested in the late 1950s. The digitization 
of industry began in the 1970s with the introduction of microprocessor 
controllers and distributed control systems. This initial phase is referred to 
as the first digital revolution. Subsequently, the increased computational 
power and the development of better optimization solutions have facilitated 
advancements in higher tiers of the automation hierarchy. Concurrently, the 
use of information technology, particularly the internet, has surged since the 
1990s. Until recently, primary functions and information were segregated from 
the control room by a firewall, with data flow occurring in a unidirectional 
manner. Digitization is often referred to as the second digital revolution, as it 
has enabled the bidirectional flow of data (Isaksson et al., 2018: 122). 

The utilization of digitalization and digital technologies within industries 
presents content closely related to Industry 4.0. Information technology 
has facilitated the use of automation in production systems since the last 
quarter of the 20th century, serving as a precursor to the digital technologies 
used today. The transition to the fourth phase of the industrial revolution 
(Industry 4.0) in the 2000s marked the beginning of a new process of digital 
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transformation. Digital transformation occurs as a value chain comprised of 
the Internet of Things (IoT) and cyber-physical systems in today’s world. The 
increasing automation process, along with artificial intelligence technologies 
and robots, allows for production to occur through diverse techniques. 
Current developments are generating new business models and professions. 
The personal computers, software, and internet that emerged during the third 
industrial revolution initiated the transition to the fourth industrial revolution 
(Karabulut, 2020: 4-5). 

The concept of Industry 4.0 was first mentioned at the Hannover Fair in 
2011. Industry 4.0 represents a digital chain that grants autonomy through the 
digitization of production and the complete integration of products with their 
environments. This chain signifies that machines, computers, sensors, and 
other integrated devices communicate with one another, enabling production 
to be largely coordinated independently of human intervention. Within the 
context of Industry 4.0 and digitization, various technological advancements 
are utilized in businesses. These include artificial intelligence, the Internet of 
Things, enterprise resource planning, digital payments, cloud computing, big 
data, 3D printing, mobile technologies, augmented reality, and social media. 

Artificial Intelligence 

Artificial Intelligence (AI) refers to intelligent activities that are 
programmed to perform specific tasks, encompassing systems that possess 
human-like qualities such as learning, speech, and other cognitive functions 
(Liu et al., 2020: 1367). Goralski & Tan (2019) assert that AI has the ability 
to think like humans. Additionally, they believe that AI can be employed to 
fulfill certain roles and tasks originally performed by people in public spaces 
and social life. AI encompasses a wide range of machine intelligence, from 
simple text-to-speech applications to autonomous vehicles and aircraft. 

AI represents a cognitive approach that integrates technologies such 
as image processing, natural language processing, robotics, and machine 
learning. It can be combined with emerging technologies like the industrial 
Internet of Things, big data analytics, and cloud computing applied to 
industrial production. This integration helps generate flexible, efficient, and 
environmentally friendly operational methods while providing solutions 
within industrial applications. A primary advantage of this technology is its 
ability to analyze and make decisions within milliseconds, even in highly 
complex data analysis environments (Lee et al., 2018: 20; Iafrate, 2018: 5). 

AI fundamentally has two aspects: computational intelligence and 
perceptual intelligence. Computational intelligence involves memory that 
contains data and algorithms, allowing for rapid calculation and storage 
capabilities. Perceptual intelligence refers to the sensory abilities of humans, 
such as seeing, hearing, and touching. AI can capture and analyze information 
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from its environment, providing reasonable responses through various 
sensors (Liu et al., 2020: 2). AI is characterized by its capacity for continuous 
development due to technological advancements and its ability to adapt 
independently to new environments (Vocke et al., 2019: 811). This indicates 
that AI will become increasingly important across numerous sectors of the 
economy, industry, and society. 

Internet of Things 

IoT (Internet of Things) is defined as a network structure in which 
objects can connect to each other via smart sensors, allowing them to interact 
without human intervention (Li et al., 2015: 243). Here, the term “Internet” 
refers to a technology vision centered on virtual networks, while “objects” 
emphasizes items that can be integrated into a technological framework. 
Atzori et al. (2010: 2788) introduced IoT as a worldwide network composed 
of semantically interconnected objects. From an object-oriented perspective, 
IoT is considered a global network of machines and devices that can interact 
and communicate with each other (Jin et al., 2014: 114; Lee & Lee, 2015: 433). 

The goal of IoT is to enable the efficient sharing of real-time information 
among autonomously connected actors (Yang et al., 2013: 1855). The 
realization of IoT and the digital network requires the use and integration of 
almost all information technologies in the process of acquiring, transmitting, 
and applying information (Jara et al., 2014: 999; Zhao et al., 2013: 197). IoT 
technologies can also be used to monitor any event or change in structural 
conditions that could compromise security and increase risk. Thus, it 
contributes to cost and time savings, improves quality, and positively impacts 
efficiency (Sestino et al., 2020: 2). 

Today, billions of objects are equipped with advanced sensors, wireless 
networks, and innovative computing capabilities. This has led to the rise of 
wearable devices, smart home applications, advanced healthcare systems, 
smart cities, and industrial automation (Chen & Ji, 2016: 18; Marjani et al., 
2017: 5248). The number of businesses adopting IoT technologies is increasing, 
and it is expected that the number of IoT-connected devices worldwide will 
reach 43 billion by 2023 (Gupta et al., 2017). The vision of IoT is to create a 
smart world equipped with sensing technologies and intelligent components. 

Enterprise Resource Planning 

Nofal and Yusof (2013: 659) define ERP (Enterprise Resource Planning) 
systems as a management toolset that uses proven business processes for 
decision-making, provides high degrees of cross-functional integration 
between sales, balances supply and demand, and includes the ability to 
connect customers and suppliers into a complete supply chain. ERP is 
considered one of the most powerful business information technologies 
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that enable organizational adaptation to new business opportunities. ERP is 
software that can integrate the information needs of companies across various 
areas and functions, uniting organizational complexity. The core feature of 
ERP is to integrate all departments and business units within an organization, 
providing real operations, advanced databases, and a consistent user interface 
(Seethamraju and Sundar, 2013: 138; Chofreh et al., 2020: 4). 

ERP systems integrate business processes such as production, distribution, 
accounting, finance, human resources, inventory management, project 
management, maintenance, and logistics through material requirements 
planning technology. This integration creates unity across the company, as 
well as accessibility and visibility. Effective ERP implementation can provide 
organizations with various benefits, including process efficiency, effective 
decision-making, improved business agility, and enhanced data security 
(Sadrzadehrafiei et al., 2013: 223). ERP is an integrated system designed to 
harmonize business processes and operations, thereby enabling organizations 
to operate in an environmentally conscious manner, particularly in supply 
chain management. The value of ERP software in terms of information 
processing and promoting competitive advantage is undeniable. Additionally, 
the implementation of ERP requires significant organizational effort. Many 
businesses fail to achieve the expected benefits or experience implementation 
failures (Chang et al., 2008: 929; Rodríguez et al., 2020: 230). 

Digital Payment 

The global spread and use of the Internet and mobile devices have 
contributed to the development of new forms of banking and financial 
payments. Digital payment and banking are considered new ways to conduct 
convenient and effective financial transactions (Alkhowaiter, 2020: 1). Digital 
payment systems refer to the execution of banking and payment transactions 
through digital platforms. Digital payment solutions function as digital 
platforms that facilitate direct interaction between various types of customers 
connected to them. Digital payment platforms have low marginal and high 
development costs (Yucha et al., 2020: 325). 

The introduction of blockchain technology, the success of Bitcoin, the 
proliferation of various cryptocurrencies, and the increase in services supporting 
them have garnered interest, especially in developed countries where digital 
payment is regulated. Some widely used digital payment systems today include 
mobile payments, mobile wallets, mobile banking, electronic banking, internet 
banking, online banking, cryptocurrencies, and digital payment. 

Cloud Computing 

The emergence of the phenomenon commonly known as CC (Cloud 
Computing) represents a fundamental change in how information technology 
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services are invented, developed, deployed, scaled, updated, maintained, and 
paid for. The National Institute of Standards and Technology defines CC as 
“a model for enabling ubiquitous, convenient, on-demand network access to 
a shared pool of configurable computing resources (e.g., networks, servers, 
storage, applications, and services) that can be rapidly provisioned and 
released with minimal management effort or service provider interaction” 
(Mell & Grance, 2011: 2). CC is an information technology service model 
where computing services are provided to customers as a self-service over a 
network, independent of device and location. Resources required to maintain 
the necessary service quality levels are shared, dynamically scalable, quickly 
provisioned, virtualized, and released with minimal service provider 
interaction. Users pay for cloud services as an operating expense without 
making any significant capital investment, using a metering system that 
divides computing resources into appropriate portions (Marston et al., 2010: 
177). 

CC represents the convergence of two major trends in information 
technology. The first is the efficiency of information technology, where the 
power of modern computers is used more effectively through highly scalable 
hardware and software resources. The second is business agility, where 
information technology can be used as a tool to promote competitiveness 
through rapid deployment, parallel batch processing, computationally 
intensive business analytics, and mobile interactive applications that 
respond to user requirements in real-time (Kim, 2009: 65-68). Increasingly, 
more software and hardware solutions are being transferred to cloud-based 
technology. Companies producing systems such as artificial intelligence, 
enterprise resource planning, and the Internet of Things are now offering 
these technologies in a cloud-based environment. This not only represents 
a shift in how customers use computing resources but also a fundamental 
change in the value creation logic of vendors and partners’ business models 
(Boillat and Legner, 2013: 40; Nieuwenhuis et al., 2018: 308). 

Big Data 

The term Big Data (BD) was first introduced in 1997 by two NASA 
researchers to describe the visualization challenges of computer systems 
with extremely large datasets (Cox & Ellsworth, 1997: 234). BD refers to data 
that exceeds the processing capacity of traditional database systems. Due to 
the sheer volume of the data and its rapid movement, it does not conform to 
the limitations of traditional database architectures. Numerous autonomous 
data sources, such as smartphones, web cameras, RFID readers, and sensor 
networks, constantly generate data streams without human intervention, 
thereby increasing the volume and speed of data collection. Most of the data 
collected is unstructured (Wang & Alexander, 2015: 60). 
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BD aids in optimizing supply chains, increasing sales, managing customer 
loyalty in marketing, optimizing real-time routing, reducing shipping costs, 
minimizing financial risks, and even improving the effectiveness of certain 
medical treatments. Insights derived from BD can help individuals within 
organizations make better decisions. Additionally, BD can assist with 
deepening customer engagement, optimizing operations, preventing threats 
and fraud, managing inventory more effectively, and capitalizing on new 
revenue streams (Ittmann, 2015: 4; Benabdellah et al., 2016: 1). 

In the literature, six dimensions of BD are discussed: volume, velocity, 
variety, value, variability, and veracity (Bellini et al., 2013; Demchenko et al., 
2013; Wang & Alexander, 2015). These dimensions are explained below: 

- Volume: Refers to the large amounts of data generated, often measured 
in units like terabytes or petabytes. 

- Velocity: Data is produced and collected in real-time and in a streaming 
manner, at high speeds. 

- Variety: Indicates the diversity of data, which may include structured, 
semi-structured, unstructured data, text, audio, video, multimedia, etc. 

- Value: While individual pieces of data may appear insignificant, valuable 
insights can be extracted from the collective data. 

- Variability: Refers to changes in data during its processing and lifecycle. 
Increasing variety and variability enhance the data’s attractiveness and its 
potential to provide unexpected, hidden, and valuable insights. 

- Veracity: Has two aspects: data consistency and data reliability. 

Three - Dimensional Printing  

Three-dimensional printing (3DP), also known as additive manufacturing, 
was first proposed in the early 1980s by engineer Charles Hull (Ventola, 
2014: 704). 3DP is a technology that creates three-dimensional objects from 
a digital model through additive processes. The printing process involves 
placing and joining successive thin layers in the x, y, and z directions to create 
geometries (Berman, 2012: 156; Wang et al., 2020: 3). Each layer can be seen 
as a thin, horizontal cross-section of the final product. 3DP utilizes wet or dry 
forms of polymers, minerals, or metals to create objects at micro-millimeter 
resolutions. 

3DP offers extreme flexibility, allowing local control over material 
composition and microstructure. It provides various advantages, such as high 
flexibility, risk reduction for new product innovations, cost reduction, on-
demand production, and waste minimization. 3DP focuses on technologies 
that facilitate digitization, increase industrial efficiency, enable on-demand 
and decentralized production, facilitate mass customization, change the role 



 . 89International Studies and Evaluations in the Field of Economics and Administrative Sciences

of consumers, and support sustainable development efforts (Holzmann et al., 
2020: 2). 

However, 3DP has some disadvantages related to production speed, 
accuracy, and the overall quality of printed objects, compared to traditional 
manufacturing processes (Holmström et al., 2010: 689; Petrovic et al., 
2011: 1064). Material selection varies significantly between different 3DP 
technologies and is often severely limited (Berman, 2012: 156; Mellor et al., 
2014: 194). Additionally, there are financial barriers to adopting 3DP, with 
high acquisition, operation, and maintenance costs depending on the printing 
technology and application area (Baumers et al., 2016: 194; Chekurov et al., 
2018: 88). The technology is currently inefficient for producing large quantities 
of identical objects on an assembly line. For now, 3DP cannot compete with 
factory-based mass production systems in terms of cost, quality, or speed. 

Mobile Technologies 

With the development of information and communication technologies, 
mobile technologies are widely used in businesses. Mobile devices and 
applications provide businesses with more than just a new channel to reach 
customers. Mobile devices combine functionality and interaction, allowing 
users to shop or search for information while using a product (Ström et al., 2014: 
1001). Tools enabling mobile communication include cell phones, smartphones, 
computers, personal digital assistants (PDAs), and global positioning systems 
(GPS). PDAs are handheld computers that allow users to store names and 
addresses, serve as notepads, and facilitate internet and email communication. 
GPS is a technological tool that allows precise location tracking on the Earth’s 
surface by measuring the distance between satellites using a network that sends 
regularly encoded information (Sürücü & Bayram, 2016: 2025). 

Mobile technology offers organizations opportunities to launch new or 
improved business processes that provide greater productivity, efficiency, and 
effectiveness. Mobile Customer Relationship Management (M-CRM) involves 
managing customer relationships through handheld devices like mobile or 
hybrid phones. M-CRM supports customer service and collaboration by 
providing access to important customer information, such as discussions, 
documents, workflows, notifications, and emails, anytime and anywhere 
(Coursaris et al., 2006: 20). 

Electronic Data Interchange (EDI) was developed to leverage the 
advantages of modern information technologies by enabling computer 
applications to communicate with each other at lower costs and with greater 
efficiency. As one of the most important applications of e-commerce, EDI 
allows computers to automatically exchange structured messages in specific 
areas, as pre-programmed by users, and automatically evaluate the data 
received (İlhan & Ünsaçar, 2011: 249). 
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Radio Frequency Identification (RFID) has emerged as an evolving 
information and communication technology platform that transforms 
business processes. RFID replaces barcode scanners as the primary object 
tracking system. Barcodes are cheaper than RFID tags but have lower 
storage capacity, require a line of sight, and cannot be reprogrammed. RFID 
eliminates human errors by improving operational management and can be 
reprogrammed. These tags can operate in harsh environments (Singh, 2019: 
19). 

Social Media 

The internet and social media have had significant impacts on 
business operations and success. The main reason is the ability of online 
communication, as evidenced by the popularity of websites like Facebook 
and LinkedIn, to replace physical proximity with virtual interaction and even 
closeness (Barnes et al., 2012: 688). Social media refers to content distributed 
through social interactions. It leverages various firms that offer services or 
tools to help consumers and businesses connect (Grewal & Levy, 2013: 82). 

Social media is a crucial tool for all businesses as it enables them to 
communicate, listen, and learn from customers in ways previously impossible. 
The key advantage of having a website and social media presence is their 
direct impact on consumer attitudes and decision-making. Social media has 
a significant influence on consumer purchasing decisions (Jones et al., 2015: 
614). 

Augmented Reality 

Augmented Reality (AR) is defined as the real-time view of the physical 
world, overlaid (augmented) with virtual, computer-generated information 
such as text, images, videos, or other interactive media (Azuma, 1997: 356). 
According to Faust et al. (2012: 1166), AR involves the overlay of virtual 
objects (computer-generated images, texts, sounds, etc.) onto the user’s real 
environment. AR combines real and virtual world objects to extend the 
physical world, enabling the development of enriched environments. AR 
provides a rich and immersive experience for users by offering a high level of 
interactivity and vividness compared to traditional media (Yim & Park, 2019: 
581). 

AR’s ability to overlay physical environments with virtual elements such 
as text-based information, rich media images, and video in real-time presents 
firms with new opportunities to provide consumers with unique experiences. 
The key benefit of AR is its ability to present products or experiences with 
computer-generated representations in the real world, eliminating the need 
for consumers to imagine them (McLean & Wilson, 2019: 212-214). 
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CONCLUSION

This study has examined the comprehensive impacts of digitalization on 
the business world and society. Digitalization is not merely a technological 
change but a transformation that fundamentally alters how organizations 
operate, interact with customers, and create value. The opportunities 
presented by digitalization include increased operational efficiency, reduced 
costs, improved customer experiences, and the creation of new revenue 
streams. However, this transformation process also brings challenges such as 
cybersecurity risks, data privacy issues, and the restructuring of the workforce.

The digital technologies explored in this study—artificial intelligence, 
the Internet of Things, enterprise resource planning, digital payments, cloud 
computing, big data, 3D printing, mobile technologies, augmented reality, and 
social media—play a critical role in enhancing the competitive advantage of 
businesses in the era of Industry 4.0. These technologies optimize production 
processes, strengthen customer relationships, and facilitate the emergence of 
new business models.

Digitalization enables businesses to gain flexibility and agility while 
also necessitating the continuous adoption of new technologies and the 
reassessment of existing business models. In this context, organizations 
must develop their digital transformation strategies by keeping up with 
technological innovations, enhancing their employees’ digital skills, and 
adopting a customer-centric approach.

In conclusion, digitalization and Industry 4.0 technologies offer 
unprecedented opportunities for businesses but also pose significant challenges. 
For successful digital transformation, businesses must strategically adopt 
these technologies, manage potential risks, and foster a culture of continuous 
innovation. In the future, it is anticipated that the impact of digitalization on 
the business world and society will further increase, along with the emergence 
of new opportunities and challenges.
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