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1. Introduction

If the number of data in the classes is not equal in the data set to be
used in classification, the data set is considered to be an imbalanced data set.
The imbalanced data set problem is frequently encountered in classification.
For example, when people are classified as sick or healthy for the detection
of a rare disease, the number of people in the sick class is greater than the
number of people in the non-sick class. This is because the disease is rare. This
situation creates the imbalanced data set problem. When data is classified
in imbalanced data, a high accuracy does not indicate that the algorithm
is successful. In a data set with laboratory results of 100 people, let’s say 95
people are in the non-sick class and 5 people are in the patient class. In this
case, even if the algorithm correctly predicts the non-sick people and does
not make any correct predictions from the patient class, the accuracy of the
algorithm will be 95%. However, the algorithm could not detect any patients.
Therefore, it is necessary to solve this problem in imbalanced data sets. There
are different techniques to solve this problem. In this section, the problem of
imbalanced data was solved using SMOTE (Synthetic Minority Over Sampling
Technique). In the study, a freely available data set from the the open source
Kaggle data repository was used as the data set for kidney stone detection.

Chronic kidney disease is a worldwide health problem. The prevalence of
kidney stone risk factors in the adult population was investigated (Khalili et
al., 2021). Nutritional and lifestyle risk factors associated with kidney stone
formation in men and women were examined (Ferraro et al., 2017; Dai et al.,,
2013). A large part of the world’s population is affected by chronic kidney
disease. It is possible to stop the progression of this disease with early diagnosis
and treatment. Developments in the field of informatics are also frequently
and effectively used in the health sector. The application of machine learning
(ML) to the field of medicine has provided great convenience to healthcare
professionals and patients. Automatic kidney stone detection using coronal
computed tomography (CT) images (Manoj et al., 2022; Yildirim et al., 2021)

and deep learning model for volumetric segmentation (Elton et al., 2022)
and Kronecker curves in deep learning technique were applied (Patro et al.,
2023). Detection of stones from CT images with ML and deep learning (Kolli
et al., 2022), segmentation and measurement were performed (Babajide et al.,
2022; Caglayan et al., 2022; Joseph & Apena, 2021). X-ray images of kidneys
were classified with ML and deep learning algorithms (Aksakallietal., 2021). A
methodology consisting of preprocessing, feature extraction and classification
stages was proposed for the detection of kidney stones from ultrasonic images
(Manjunatha et al., 2024). Apart from these, transfer learning (Vishmitha et
al., 2022) and discrete wavelet transform were used in the detection of kidney
stones (Tahir & Abdulrahman, 2023).
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Although the use of CT in the detection of kidney stones is effective, this
method is costly and patients are exposed to radiation. Moreover, the waiting
times for the radiology result report are long. Therefore, the laboratory
results of patients registered in hospitals can be analyzed with ML techniques
and presented to the service of physicians and managers. ML methods and
laboratory results were used in the detection of kidney failure (Ventrella et
al., 2021). 5 different ML methods were compared for the detection of kidney
stones and a framework was proposed (Ventrella et al., 2021; Yang et al.,
2021). Kidney stones were detected based on laboratory test results using
ML algorithms (Alghamdi & Amoudi, 2024) . Kidney stone detection was
performed using the physical properties of crystalline and non-crystalline
urine samples. ML and deep learning algorithms were used for detection. The
highest accuracy (90%) was achieved with deep learning (Gulhane et al., 2024).
A multi-sensor urine test and data collection platform was developed for the
risk assessment of kidney stone formation using the logistic regression model
(Chung et al., 2020). The success of XGBoost and logistic regression models
to predict stone composition using stone composition and electronic health
record data with 24-h urine test was evaluated and accuracy rates between
0.64 and 0.56 were obtained (Abraham et al., 2022).

This study used routine laboratory test results and popular ML techniques
to detect kidney stones early. The dataset imbalance problem was solved with
the SMOOTE method and the performance of the algorithms was increased.

The rest of this chapter is organized as follows. Section 2 describes the
solution methods for the classification problem in imbalanced data. Section
3 provides information about the ML techniques used. Section 4 includes
performance analysis methods and performance measurements, Section 5
includes implementation, and Section 6 includes discussion and conclusion.

2. Solution methods for the classification problem in imbalanced data.
2.1. Undersampling

In this method, class balance is achieved by reducing the data of the
majority class. The Undersampling technique is shown schematically in Figure
1. If the reduction is done randomly, it is called Random Undersampling.
If the reduction is done using statistical information, it is called Informed
Undersampling. However, it has been suggested that this technique may also
result in the omission of useful information regarding classification (She et
al., 2009).
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Figure 1. Undersampling technique

2.2. Oversampling

In this method, class balance is achieved by increasing the data of the
minority class. The oversampling technique is shown schematically in Figure

2.

Random oversampling is the name given to randomly selecting and
multiplying data from the minority class. It has been suggested that this

method may lead to overfitting (Barista et al., 2004).
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2.3. SMOTE technique

There are different techniques used to increase the quality of the data
used for high model accuracy in classification models. Examples of these
techniques include removing outliers, handling repeated values, and
normalization. In addition, a balanced class distribution is required for high
model accuracy. SMOTE, a statistical technique, is used to solve the problem
of class imbalance in data sets with unbalanced class distribution. Using this
technique, the number of data of classes with low data counts in the data set
is increased and equalized to the number of data of other classes (Chawla,
et al., 2002). The data augmentation process is done based on the k nearest
neighbors of the data. In other words, artificial data is generated based on the
k neighbors of the data. This technique can also be used to increase model
accuracy in cases where the number of data is low.

3. Classification algorithms

ML method produces an output to make a prediction. If this output is
categorical, the process is called classification, if it is numerical, it is called
regression. The process of obtaining a model with a method from a training
data and using this model in prediction is called classification. In classification,
the experience obtained from the data is used and the class of the unknown
data is predicted.

In this section, preliminary information will be given about the most
popularand successful classification algorithms. In addition, the performances
of these algorithms will be compared using the kidney stone data set.

3.1.Random Forest

It is one of the popular decision tree algorithms. This algorithm is often
preferred in solving classification and regression problemsThe algorithm uses
Random Feature Subset Selection to create a random Random Forest. Along
with this, it includes Decision Tree Construction, Ensemble of Decision Trees
and Out-of-Bag Evaluation steps to create a Random Forest. (Rajendiran,
2024).

3.2. K-Nearest Neighbor Algorithm (KNN)

Generally, in classification, there is a sample set with known classes. The
class of a new sample is determined by using this sample set. In this method,
the distances of the new sample to the observations in the sample set are
taken into account. There are many metrics determined as distance criteria.
Euclidean distance is commonly preferred. The K value represents the number
of nearest neighbors to a given point.



3.3.Support vector machines (SVM)

It is based on Vapnik-Chervonenkis theory. It is a statistical learning
algorithm. It has strong foundations. It separates two classes in the data set
according to the boundary elements. The main purpose of the algorithm is to
separate the classes with a line or plane.

3.4. Rep Tree

It uses a combination of incremental pruning and error reduction
techniques to create a decision tree. The algorithm aims to reduce overfitting
and improve the performance of the model by pruning. In the process steps
of the algorithm, there is a Repetitive Binary Splitting operation in the Forest.
In addition, a Pruning operation is applied to reduce the error. (Rajendiran,
2024).

4. Performance analysis methods and performance metrics

Performance analysis is performed to compare the success of classification
algorithms. There are many analysis methods. The most frequently preferred
cross-validation method was used in the chapter. This method allows
researchers to test all the examples in the data set. The cross-validation
method is known as k-fold cross-validation and the number k is usually taken
as 10, as in this chapter. Taking the number k as 10 means dividing the data
set into 10 equal parts. 1 of these parts is used for testing, while the other
parts are used for training. This process is continued until all the examples in
the data set are used as test data. In performance analysis, comparisons are
made with various criteria. These criteria help understand which algorithm
is more successful in classification. The values of the criteria vary between 0
and 1. It is accepted that the classification success increases as the criterion
approaches 1. A criterion value of 1 indicates a perfect classification. The
most basic performance criterion is the confusion matrix. A schematic
representation of the confusion matrix is given in Figure 3. Other criteria can
be calculated using this matrix. There are 4 different situations in the matrix.
These situations occur as a result of the classification. It is possible to examine
these situations in two parts. The first part is the cases where the targeted
class of the sample and the class detected by the algorithm are the same. These
cases are True Positive (TP) and False Positive (FP). The other part is the cases
where the targeted class of the sample and the class detected by the algorithm
are not the same. These are True Negative (TN) and False Negative (FN). The
performance criteria used in the study can be calculated using the equations
given below.
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The Kappa value is a statistic that measures the agreement between two
observers and takes values between -1 and +1. +1 indicates high agreement.

5. Uygulama
5.1. Dataset

The dataset used in the chapter was collected from the open source Kaggle
data repository. The dataset contains laboratory test results of 89 patients
(Kaggle stone dataset). This data includes 7 different parameters: gravity,
ph, osmo, cond, urea, calc and Risk of Stone, which represents the risk of
developing kidney stones. The risk of kidney stones was estimated based on
these parameters in the chapter.
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Figure 4 shows the class data numbers before and after the SMOTE
process. With the SMOTE process, the data number of class A was increased
from 55 to 96 and the data number of class B was increased from 34 to 97. Class
A represents patients without risk of kidney stones, and class B represents
patients with risk of kidney stones.

Number of data of classes

120
100 96 97
80
60 45
40 34
- .
0
Without SMOTE With SMOTE
A 45 96
mB 34 97
HA NB
Figure 4. Number of data classes
6. Result

In the chapter, four different ML methods were used for kidney stone risk
prediction. Performance analysis was performed. The performances of the
algorithms were compared with 10-fold cross-validation. Confusion matrix,
recall, precision, F-score, ROC and Kappa statistical value were used in the
comparison. After using the SMOTE technique to increase the performances
of the algorithms, the performances of the algorithms were compared using
these metrics. The flow chart of the study is given in Figure 5.
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Figure 5. Flowchart of the study

Classification was done with and without SMOTE and these metrics were
calculated for each classification algorithm. The calculated metrics are given
in Table 1 and Table 2.
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Tablel. Performance metrics without SMOTE

Algorithm Without SMOTE

Precision Recall F-Score ROC Kappa
Random Forest 0.75 0.75 0.75 0.80 0.50
KNN 0.47 0.74 0.74 0.74 0.48
SVM 0.75 0.73 0.72 0.70 0.43
Rep Tree 0.70 0.70 0.70 0.70 0.39

Table 2. Performance metrics with SMOTE

Algorithm With SMOTE

Precision Recall F-Score ROC Kappa
Random Forest 0.89 0.89 0.89 0.95 0.78
KNN 0.88 0.88 0.88 0.89 0.77
SVM 0.78 0.77 0.77 0.77 0.54
Rep Tree 0.80 0.80 0.80 0.86 0.61

According to Table 1, the highest precision, recall and F-score were calculated
as 0.75 in the classification performed without the SMOTE process. The
highest ROC and Kappa values were obtained as 0.80 and 0.5, respectively.
When the results were examined on an algorithmic basis, it was seen that
the highest metric values were obtained when the Random Forest algorithm
was used. When Table 2 was examined, Precision increased from 0.75 to 0.89
with the SMOTE process. Roc and kappa reached 0.95 and 0.78, respectively.
With the SMOTE process, the highest metrics were achieved again with the
Random Forest algorithm.

Another metric that measures the success of algorithms is confusion
matrices. Confusion matrix is calculated separately for each algorithm.
Random forest confusion matrix is given in Figure 6, KNN confusion matrix
is given in Figure 7, SVM confusion matrix is given in Figure 8 and Rep tree
confusion matrix is given in Figure 9. In the figure, pink color represents the
number of patients that the algorithm correctly classified. Green color is the
number of patients that the algorithm incorrectly predicted.

i Predicted Class  § ¥ Predicted Class 8
— A B = o [A [e |
j% = - EE [ Il f.% s A ([ss [22 Il
B [[x2 [[=2 Nl B [[10 | EXi |

a) b)

Figure 6. Randon forest confusion matrix a) without SMOTE  b) with SMOTE
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Figure 9. SVM confusion matrix a) without SMOTE b) with SMOTE

Accordingly, when the confusion matrix in Figure 6 is examined, it is
seen that the Randon forest algorithm correctly predicted the kidney stone
risk of 38 patients out of 45 patients without kidney stone risk (Class A) and
incorrectly predicted the kidney stone risk of 7 patients. It correctly predicted
22 patients out of 34 patients with kidney stone risk (Class B). A total of 60
patients were correctly predicted. The number of patients correctly classified
of the algorithm increased to 172 after the SMOTE process was applied.

Accordingly, when the confusion matrix in Figure 7 is examined, it is
seen that the KNN algorithm correctly predicted the kidney stone risk of 34
patients out of 45 patients without kidney stone risk (Class A) and incorrectly
predicted the kidney stone risk of 11 patients. It correctly predicted 25 patients
out of 34 patients with kidney stone risk (Class B). A total of 59 patients
were correctly predicted. The number of patients correctly classified of the
algorithm increased to 171 after the SMOTE process was applied.

Figures shows that the number of patients correctly predicted of the
algorithms increased after the SMOTE process.

The Rms value and accuracy rates calculated to determine the error rates
in the predictions of the algorithms are given in Figure 10 and Figure 11,
respectively.

<11
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Figure 11. RMS of algorithms

Random forest algorithm is the algorithm that predicts with the least
error rate (0.41). This error rate decreased to 0.29 with SMOTE. The highest
value of accuracy (76%) was obtained when Random forest algorithm was
used. This rate increased to 89% with SMOTE.

7. Discussion and Conclusion

In this chapter, the risk of developing kidney stones was estimated from
the laboratory results of 89 patients. Patients were divided into two classes as
at risk of developing kidney stones and not at risk of developing kidney stones.
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The algorithms showed low performance due to the classes not having the
same number of data. SMOTE was applied to increase the performance of the
algorithm. Thus, both the class imbalance problem was solved and the number
of data was increased. A significant increase was observed in all performance
metrics calculated for all algorithms with SMOTE. The number of patients
correctly predicted by the algorithms increased. The Random forest algorithm
showed the best performance among the algorithms. Without SMOTE,
Precision, Recall and F-score were calculated as 0.75. With SMOTE, Precision,
Recall and F-score increased to 0.89. ROC increased to 0.95 and Kappa value
increased to 0.78. At the same time, SMOTE provided a decrease in the RMS
value of the algorithms and an increase in accuracy. With SMOTE, the rms
value of random forest is 0.29 and the accuracy is 89%.
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1. INTRODUCTION

Copper and zinc alloys (Cu-Zn), also known as brass,
characteristically have good electrical conductivity and thermal properties. It
is broadly used in electrical and electronic products (lighting, heating, etc.
systems), and in the manufacturing industry due to its adhesion to steel and
plastic, its suitability for decorative use, and its resistance to corrosion
(Juskénas et al. 2007). The physical properties of materials are directly related
to their structure and composition. Producing alloys by adding different
elements to the materials can lead to significant changes in their physical
properties. Material characteristics such as softness, flexibility, malleability,
hardness, castability, corrosion resistance, thermal and electrical conductivity,
and electrical resistivity are required to be at certain values according to the
industrial field where to be used. Especially electrical resistivity is an important
parameter affecting the performance of materials used in electrical circuits and
devices. Zinc and its alloys are known for their high corrosion resistance.
Studies on the electrical resistivity of new alloys to be produced by adding new
elements to these alloys can make important contributions to the literature
and improve applications in the field of materials science as well. The
computation of the electrical resistivity of materials is based on a formula that
depends on the cross-sectional area, length, and type of material. Material
production conditions are not included in the resistivity computation. In the
electrodeposition method, the electrolyte pH value, environment
temperature, amount of material added to the electrolyte, and corrosion
resistance of the material have important effects on Cu-Zn alloy thin films
produced. The analysis of the characteristics (resistivity, material content,
grain size, etc.) of alloy thin films is conducted with various measuring
instruments. The elemental analysis and grain size of the material can be
measured by X-ray diffraction spectrometry (XRD), the distribution of the
amount of material in the film can be measured by Energy Dispersive X-Ray
Spectroscopy (EDX) analysis, and the resistivity changing with temperature
can be measured with the four-point contact method and a cryostat. In

experimental applications, material properties depend on various complex
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factors such as manufacturing conditions and environmental variables. The
solution of these nonlinear problems by deterministic approaches involves
difficulties in both modeling and solution process due to the nature of the
problem. However, there are many heuristics developed for solving such
nonlinear problems (Keskintiirk and Serap $ahin 2009) . Among these
heuristics, machine learning (ML) is commonly used as a method that models
(infer) a given problem based on the data obtained from the problem. With

ML, classification, regression, and clustering tasks can be performed.

In the literature, there are few studies on the prediction of thin film
properties with ML, but there is no study on the prediction of Cu-Zn thin film
electrical resistivity with boosting methods, especially from current ML
ensemble models. In this context, the study aims to predict the resistivity of

Cu-Zn alloy thin films with boosting algorithms using real experimental data.

2. PREVIOUS STUDIES

Thin films are widely used in many fields such as electronics, optics,
and protective coatings. However, the number of studies that use ML
techniques to predict thin film properties is limited. This situation increases
the importance and potential of research in this field. Studies emphasizing the
effectiveness of ML in predicting thin film properties such as thin film
thickness, mechanical properties, electrical properties have used various ML
algorithms such as convolutional neural networks (CNNs), artificial neural
networks, and random forests. Park, Lim, and Kim (2020) proposed a method
using a modified VGG-16 network to measure semiconductor thin film
thickness by learning the reflectance spectrum of four-layer thin films with
respect to thickness and wavelength. Karade et al.(2023) determined
important fabrication parameters such as i-ZnO thickness, Zn/Sn
composition ratio and sulfo-cellenization temperature using ML to improve
the efficiency of Cu,ZnSn(S, Se), (CZTSSe) thin film solar cells. With data
collected from more than 25,000 data points, they obtained an adjusted R?
approximately 0.96. Yoon et al.(2023) used a dataset of 625 samples produced
under various conditions and achieved a prediction accuracy of 99.9%. They

found that the XGBoost algorithm significantly outperformed other models,
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including linear regression and random forests, in terms of accuracy and
inference time. In their study, they emphasize the effectiveness of XGBoost in
understanding complex relationships in thin film processing data. Nayak et
al.(2023) studied the relationship between microhardness and abrasive wear
in thin films and found that the specific wear rate of the coating decreases as
the microhardness increases. They also developed a ML model that confirms
the effect of microhardness and highlights its relationship with wear behavior.
Wang et al.(2023) developed a three-dimensional manifold relating initial
solution concentration, thin film coating thickness and monodisperse bulk
molecular weight using curve-fitting ML. The model used the polystyrene
bulk molecular weight and desired thin film thickness as input and an accurate
prediction of the initial solution concentration required to form a coating of
the desired thickness as output. Tseng et al. (2024) also used ML to obtain an
optimal processing pulsed frequency in reactive pulsed DC sputtering of
aluminum nitride films and compared its algorithms such as Random Forest,
Categorical Boosting and Histogram Gradient Boosting in the analysis of
process data. Ozdemir et al.(2024) used an experimental and simulation-based
approach to evaluate the yield stress of thin film materials relevant to the
integrated circuit (IC) industry. An artificial neural network (ANN) trained
on synthetic data generated using finite element simulations predicted thin
film yield stress from nano-indentation measurements. Nozawa et al.(2024)
trained multichannel convolutional neural networks (ESA) models from
electron backscatter diffraction (EBSD) data such as band contrasts, grain
boundaries, and reverse polarity shapes to obtain highly accurate prediction
of electrical properties of polycrystalline semiconductor thin films. They also
studied how the ESA model learns the relationship between crystallinity, grain
boundaries, crystallographic orientation, and carrier mobility by polarizing
specific EBSD data and controlling estimated changes in carrier mobility.
Abdullah et al. (2024) used Gradient Boosting and Adaptive Boosting methods
to predict the unconfined compressive strength of geopolymer stabilized clay
soil. Using a data set of 270 samples, they found R*=0.98 for GB and R*=0.975
for AdaBoost. Both methods showed satisfactory performance and high
reliability.
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3. MACHINE LEARNING BOOSTING ALGORITHMS

There are ML methods in the literature like support vector machines,
logistic regression, naive bayes, k-nearest neighbor, random forest, and
decision tree, etc. Boosting is the most widely used ML method because of its
superior performance, scalability, and efficiency in handling complex data.
Boosting is a powerful ensemble learning method in ML that aims to improve
the predictive performance of models by additive combining multiple weak
learners into a stronger model. Each weak learner is trained to correct the
errors of its predecessor, resulting in higher accuracy of the overall model
(Ustimenko and Prokhorenkova 2020; Guo and Zhang 2024; Kurugama et al.
2024) . In boosting models, weak learners are decision trees and are trained
sequentially. Each new model focuses on the errors of the previous models and
updates its weights accordingly. Commonly used boosting methods are:
Gradient Boosting (GB), Hist Gradient Boosting (HGB), Adaptive Boosting
(AdaBoost), Extreme Gradient Boosting (XGBoost), Light Gradient-Boosting
Machine (LGBM) and Categorical Boosting (CatBoost). These methods can
be used for both classification and continuous variable estimation (regressor)

tasks.

3.1 Gradient Boosting

GB is an ensemble learning method that iteratively minimizes a
differentiable loss function by sequentially adding decision trees. At each
iteration, a new tree is trained to correct the model’s errors, and the
predictions of these trees are integrated into the overall model, scaled by a
learning rate. This process continues until the prediction accuracy of the
model improves (Tuychiev 2023; Masui 2024). The mathematical
representation of GB model training can be summarized as follows (Friedman
2001):

- Initialization: Initial model F,(x) that begins with a simple estimate
(average of target values) can be expressed as follows:
Fy(x) = arg mcin Y1 L(y;, c) where L(y;,c) represents loss function,
y; target and ¢ a constant value. If loss function is mean square error
(MSE), this can be simplified as follows:
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1
Fo(x) = ;Z?ﬂ Vi

- Ateach iteration m,

@)

a new weak learner h,,(x) is added to the model to minimize the
loss function.

Fpn(x) = Fp_1(x) + nh,,(x) where 1 is the learning rate.

@)

fit the new weak learner to the negative gradient of the loss function
according to the predictions of the current model:
(m) _ _ [aL(yi.Fm_l(xi))]
OFm—_1(x1)
fits weak learner h,, (x) to the negative gradient (residuals):
hn(x) = arg min S (rim — h(xl-))2

The model scaled by the learning rate is updated by adding new weak

T

learners:
Fm(x) = Fm—l(x) + nhm(x)

3.2 Histogram Gradient Boosting

HGB is a variation of GB that uses histogram-based techniques to

improve efficiency on large datasets. By dividing continuous input variables

into a finite number of histogram bins, data complexity is reduced, and

decision tree training is accelerated. This results in faster computation than

standard GB and performs well on data with missing data as it can handle

missing data naturally. HGB can be expressed mathematically as (Guryanov

2019) :

- Initialization: Initial modelF,(x) begins with a simple estimate (average

of target values) can be expressed as follows:

Fy(x) = argmin )} L(y;, ¢) whereL(y;, c) representsloss function, y;
c

target and c a constant value. If loss function is mean square error (MSE),

this can be simplified as follows:

1
Fo(x) = ~Xi1 i

- Continuous input features are split into k bins (histogram bins). For

feature(x;) , split can be expressed as follows:

bj(x;) = binning function(xi j) where bj(x;) i represents the bin
index for the first sample and j represents the bin index for the first
feature. This reduces the number of unique values and speeds up the
calculation of optimal split points.
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- Ateach iteration (m=1, 2 ... M):
o Gradients (pseudo residuals) of the loss function are calculated
according to the estimates:
Tim = ¥Yi — Fmo1(x;)

For MSE loss:
OL(yi,Fm—1(x;)
Tim = — [ﬁ] =Tim = ¥i — Fm-1(x;)

o Foreachj feature, histograms of gradients and their corresponding
values are generated:
H;j ;. = Xiebink Tim Cix = Xiebink 1 where H; is the
sum of the gradients for the histogram bin k of the featurej and
Cj k., k is the number of samples in the histogram bin.

o For each featurej , it finds the best split point by evaluating the
potential split based on histogram bins. Split is chosen to minimize
the loss function. The optimal split point for histogram bin k is found

as follows:
2
BestSplit(j) = arg mkin [?] This splitting minimizes the weighted
Jj.k
sum of the gradients in the left and right child nodes.
o Once the best split is found for all features, the tree is created, and

the model is updated:

E,(x) = Fp_1(x) + nh,,,(x) where h,,(x) is the new weak
learner (tree) generated using the best split and 7 is the learning
rate.

3.3  Adaptive Boosting

AdaBoost is an ensemble learning algorithm designed to improve the
prediction accuracy of its models. The algorithm applies weak learners to the
training data by increasing the weight of incorrectly predicted instances and
decreasing the weight of correctly predicted instances at each iteration. This
weight adjustment helps subsequent models to learn more difticult examples.
The final prediction is calculated as a weighted sum of the predictions from all
weak learners. The mathematical representation of GB model training can be

summarized as (Hastie, Tibshirani, and Friedman 2009) :

- Initialization: The algorithm starts by initially assigning equal weights to
all training examples:
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1 . .
Wl-(l) == fori =1,2,..,n wheren represents the number of training

samples.
fromm =1ton:
o A weak learner h,,(x) is trained on the weighted training data.
o The weighted error of the weaker learner is calculated:
N . (m)
iV { —h .
ey = Zl_lwle y ‘(m)m(x‘)l where(|y; — hy, (x;)]) is the difference
i=1%;
between the actual value and the estimate.

o The weight of the weaker learner is calculated based on its error:

Ay = %ln (1_em)

ém

o The weights of the training examples are updated:

+1
wi " = wi™ - exp(am - 1y; = hm G)1)
o  Weights are normalized so that their sum is 1:
W(m+1) _ Wi(m+1)
' Ly Wi( s

Extreme Gradient Boosting

XGBoost is a GB algorithm that provides superior performance and

efficiency on large datasets and complex prediction tasks. XGBoost uses

regularization functions to prevent overfitting and applies advanced tree

pruning techniques. It is fast thanks to its parallel computing capability. These

features make XGBoost a preferred choice for tasks that require high accuracy

and speed. XGBoost model training can be mathematically summarized as
follows (Analytics Vidhya 2018; GeeksforGeeks 2023) :

Initialization: Starts with an initial estimate, which is usually an average
of the target values:
Fo(x) = % i=1Yi
XGBoost minimizes a regularized objective function:
L) = X1 1y 7)) + i1 Q(fi) here:
o listheloss function (e.g., squared error for regression).
o ¥, is the prediction for the fifth sample.
o Q(fi)k is a regularization term for the ninth tree.
The term regularization helps prevent over-compliance and includes the
number of leaves on the treeT and the norm of leaf weightsL, :
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Q(f) =yT + %/12121 w; where y and 1 are regularization parameters
and w; is the weight of the leaf j .
- Ateach iteration (t=1, 2, .... T),
o A new treef; is added to the model to minimize the objective
function:
Fe(x) = Fr_q1(x) + fi ()
o calculate the gradientg; and Hessianh; for each samplei :
oy h = ’1yiF)

~ o ‘ dyZ
o To build the tree, XGBoost uses an algorithm to find the best split
by maximizing the gain in the loss function. The gain from the split

i

of left and right nodes Gain is as follows:

2
1| Cicer90)? | Cierigne9)”  Cieang?| _
2 [ ZieethitA  Tienghthitd  Xieanhi+4

o Once the optimum separations have been determined, the weight of

Gain = y

each leaf is calculated as w; :
W= — Yiej i
/ Yiejhi+a
o the model is updated by adding a new tree:
Fi(x) = F;_1(x) + nf;(x) where 1 is the learning rate.
3.5 Light Gradient Boosting Machine,

LightGBM is a GB algorithm developed by Microsoft. Unlike
traditional methods, LightGBM uses innovative approaches such as leaf-based
tree growth strategy, histogram-based learning, and Gradient-Based One-Side
Sampling (GOSS). These approaches result in deeper trees, faster training
time, reduced memory usage and increased model accuracy. LightGBM also
reduces data dimensionality with Exclusive Feature Bundling (EFB),
automatically processes categorical features and is compatible with distributed
computing environments. The mathematical representation of the Light GBM

model training is (Ke et al. 2017):

- Initialization: Starts with an initial estimate, which is usually an average
of the target values:
1
Fo(x) = ~Xis1¥i
- XGBoost minimizes a regularized objective function:

L(0) = X1 Ly 9 + Xi=1 fi) here:
o listheloss function (e.g., squared error for regression).
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o ¥,iis the prediction for the fifth sample.
o  Q(fi)k is a regularization term for the ninth tree.
- Continuous input features are split into k bins (histogram bins). For
feature (x;) , the split can be expressed as follows:
bj(x;) = binning function(xl- j) where bj(x;) i represents the bin index
for the first sample and j represents the bin index for the first feature. This
reduces the number of unique values and speeds up the calculation of
optimal split points.
- Ateach iteration (t=1, 2, ..., T):
o calculate the gradientg; and Hessianh; for each samplei :

[aL(yirFt—l(xi))] h = [aZL(yith—l(xi))]
OF¢—1 (x1) LR ()2
o Foreachj feature, histograms of gradients and their corresponding

i

values are generated:
Hip = Ziebink 9i > Sjk = Diebink hi where Hj is the
sum of the gradients for the histogram bin k of the feature j
and Si ko K is the number of samples in the histogram bin.

o LightGBM uses a leaf-based growth strategy. For each feature j, it
finds the best split point by evaluating potential split based on
histogram bins.

2 2 2
Hj Hjri Hj
Gsplit — ( J.IEft) + ( jr ght) _ ( 1)

where G.,,;;; represents the
Sjleft Sjright Sj split P

gain from the split.
o Once the optimum split has been determined, the weight of each leaf
w;j is calculated:

Hj
w;, = ———
J Sj+/1

o The model is updated by adding the new tree:
Fi(x) = F,_1(x) + nf;(x) where 1 is the learning rate.
3.6 Categorical Boosting

CatBoost is an open-source GB algorithm developed by Yandex,
specifically designed for datasets containing categorical variables. It uses
unique techniques such as sequential boosting and symmetric decision trees
to reduce overfitting and improve computational efficiency. CatBoost's ability
to automatically handle categorical variables eliminates the need for pre-
processing, making it easy to use. Its high performance, scalability, and

minimal parameter tuning requirements make it a favorite in a variety of
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fields. The mathematical representation of CatBoost model training is as
follows (Prokhorenkova et al. 2018) :

- Initialization: The model starts with an initial estimate, which is usually
the average of the target values:
Fy(x) = arg mcin YieiL(y;,c) where L(y;c) represents the loss
function, y; the target and ¢ a constant value.
- For MSE loss function, this is simplified as follows:
Fo(x) = % i=1Yi
- Ateach iteration (t=1, 2, ..., T):
o calculate the gradientg; and Hessianh; for each samplei :

_ [aL(ZVi:Ft—l(xi))] h = [52L(J/i'Ft—1(xi))]
L oRa G LRt
o Using a combination of One-Hot coding and mean coding,

i

categorical characteristics are converted into numerical values:
NewFeature;; = Transform (CategoricalFeatureJ.)

o It uses permutations of data to ensure that the model is built in an
ordered fashion and to reduce overfitting:
{(xill yil): (xiZ' in)J ey (xin' yin)}

o For each feature, it finds the best split by evaluating potential split
using gradients and Hessians:

1 ,Gangi)® | Ciengnd J _ Cleangi? [

Z/ZielefthiM Jieghthitd  Jiemhit+2

o Once the best splits are identified, the weight for each leaf is

Gain(j, k) = 14

calculated.
_ YiejJi
W= —g———
Yiejhita

o Updates the model by adding the new tree:
Fi(x) = F,_1(x) + nf;(x) where n is the learning rate.
o Regularization L, is the norm:
LZ = (125;1 WJZ)
4. MATERIALS AND METHODS
4.1 Experimental Study

Cu-Zn alloy thin films were fabricated as coatings on aluminum
substrates using electrochemical deposition system. Various experiments were

performed to investigate the structural and surface characterization of thin
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films. Cyclic voltammetry (CV) experiments, scanning electron microscopy
(SEM) images, X-ray diffraction spectrometry (XRD) measurements were
performed to determine the deposition potential using a potentiostat-
galvanostat. The distribution of the amount of material in the film was
analyzed by Energy Dispersive X-Ray Spectroscopy (EDX) analysis. Electrical
resistivity was measured using the four-point contact method. Electrical
resistivity measurement is performed using different methods depending on
the resistance value. Especially when measuring low resistance values such as
resistivity, device errors in the measuring system, resistance of the connecting
conductors and contact resistances can affect the measurement result and lead
to erroneous values. Two-point contact and four-point contact methods have
been developed to minimize these errors. These methods, which are frequently
used in the measurement of the electrical properties of thin metal films and
semiconductor materials, are based on the measurement of the current flow
through the sample and the potential difference in a specific region. The four-
point contact method is widely preferred because it provides more precise
measurements. The Van Der Pauw method for measuring resistivity is one of
these methods (Wikipedia 2024) . In the Van Der Pauw method, resistivity
measurements of free-form planar plate-shaped materials can be made. The
measurement is performed by ohmic contacts at four points on the edge of the

sample.

Iss

Figure 1. Van Der Pauw Method measurement patterns
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Figure 2. Computer controlled closed circuit Helium cooled four-point
resistivity measurement setup

To calculate the resistivity in four-point contact measurement by the
van der Pauw method, electrodes are brought into contact with the sample
surface at points A, B, C and D as shown in Figure 1. The basis of these
methods is the measurement of the electric potential difference in a specific
region of the sample as current flows through the sample to be measured. The
measured current, voltage (I, V) values are used to calculate the electrical
properties. The resistivity measurement process, the temperature varied
between 100 K and 350 K with the help of a cryostat and is conducted under
computer control using the Labview program for fully automation (Figure 2).
Data was recorded at each increase of ten °C. The measurement process of one
sample takes approximately 6 hours. The production conditions of the thin
films produced by the electrochemical deposition and the experimental data
of the bath content of 5 thin films prepared are given in Table 1. As seen in
Table 1, copper sulfate (CuSO45H,0) between 0.06-0.1 mol*1t”, zinc sulfate
(ZnSO47H,0) between 0.2 mol*It’, sodium citrate (Na(3)C(6)O) between 0.5
mol*lt”! sodium citrate (Na;CsHs05), pH value 5.8, film production time 60
minutes, production current between anode and cathode 60 mA, electrolyte

temperature between 20-50 °C.
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Table 1. Bath contents and experimental data of CuZn thin film alloys

Materials in the electrolyte . Electrolyte
Curre | Tim
SN CuSOs5H: | ZnSO47H> | NasCsHs p nt e Temperatu
O (Mol/lt) | O (07 H (mA) Dk re
(Mol/It) (Mol/It) ' (°C)
5,
Zni7Cuss 0,06 0,2 0,5 3 60 60 20
5,
Zn3:Cuss 0,08 0,2 0,5 3 60 60 20
5,
ZnasCus: 0,10 0,2 0,5 3 60 60 20
5,
ZnsoCuso 0,06 0,2 0,5 3 60 60 30
Zn79Cu2 0,06 0,2 0,5 5, 60 60 50
1 8
4.2  Resistivity measurement data:

The electrical resistivity measurement results of five Cu-Zn thin film

alloys are given in Figure 3. That shows the electrical resistivity change

according to the sequence for experiments realized. The electrical resistivity

change depending on the environment temperature changed during the

measurement is in Figure 4 for all samples. The temperature varied between
100 K (Kelvin) and 350 K.

Electrical resistivity
(nQ.cm)

0,21
0,16
0,11

0,06

Electrical Resistivity Data

100
Number of Experiment Samples

Figure 3. Electrical resistivity changes according to experimental sequence
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Figure 4. Electrical resistivity changes according to environment temperature
during the measurement

4.3 XRD Measurements

The crystal structures of Cu-Zn alloy films were determined from
XRD analysis data. With this data, the grain size was calculated using the
Debye-Scherrer formula. Scherrer equation L = 0.94(B. Cos6) ™! was used to
estimate the average grain size in the direction normal to the film plane where
L is the grain size, 2*0 is the diffraction peak, B is the half height width and A
is the wavelength (Leontyev et al. 2018; Ozdemir and Karahan 2023) .

4.4 Dataset Preparation

A dataset was created from our experimental data for the prediction
of electrical resistivity with ML boosting methods. This dataset includes
various features related to the production of Cu-Zn alloy thin film. These
include electrochemical deposition conditions, bath component and thin film
composition ratios, grain size and temperature varying resistivity values of
thin films. This data set consists of 130 samples with eight input features

affecting resistivity and resistivity value as output.
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Table2. Statistical representation of the dataset

%FC T Grai Resi
T | %ECu | %EZn | " =~ | %FZn | PR ypp | rm | Fess
u ture Size | tivity
Average | 223.25 26.24 73.76 | 35.48 64.52 28.00 | 3.11 80.30 0.13
Standar
d
L. 74.03 4.14 4,14 14.34 14.34 11.71 | 0.21 14.64 0.03
Deviati
on
The
100.00 23.10 66.70 17.30 47.70 20.00 | 2.73 66.09 0.08
smallest
25% 159.00 23.10 71.40 21.40 50.10 20.00 | 3.02 69.67 0.10
50% 223.50 23.10 76.90 | 36.50 63.50 20.00 | 3.24 69.72 0.12
75% 287.00 28.60 76.90 49.90 78.60 30.00 | 3.27 9591 0.15
Highest | 347.00 33.30 76.90 | 52.30 82.70 50.00 | 3.29 | 100.10 0.21

The data set contains various data related to thin film production and
resistivity measurement. The input characteristics are: 1) Cu content in the
electrolyte (ECu %), 2) Zn content in the electrolyte (EZn %), 3) Cu content
in the thin film (FCu %), 4) Zn content in the thin film (FZn %), 5) grain size
(nm) (G), calculated by the Debye- Scherrer formula, 6) application voltage
(Vuyg), 7) electrolyte temperature (St °C) and 8) ambient temperature (T
Kelvin) during the measurement. The output variable is the electrical
resistivity (uQ.cm) (q). Table 2 shows the statistical characteristics of the data

set.

In training ML models, variability in the data set can affect the
convergence time and prediction accuracy of the model (Zhou and McArdle
2015; Jang, Jeong, and Cho 2021) . To reduce this effect, standardization
(known as z-score) is applied to the dataset (Al-Mekhlafi, Klawitter, and
Klawonn 2024) . By adjusting the data to have zero mean and one standard
deviation, standardization eliminates biases that can be caused by different

scales and allows the model to learn more efficiently. The formula for
X-w
o

standardization is as follows: z = Z,x, I, 0 represents the standardized,

original, mean, and standard deviation, respectively.



International Studies and Evaluations in Computer Engineering * 33

5. RESULTS AND DISCUSSION
5.1 Model Education

In this study, the grid search method is used to determine the
hyperparameters of the ML boosting methods. This method systematically
adjusts hyperparameters to optimize model performance (Wu et al., 2019).
The overfitting problem can cause the model to memorize the training data
and perform poorly on new data. To avoid this problem, 4-fold cross-
validation was applied for the training data (60% of the dataset) (Han,
Marimuthu, and Lee 2022) . These operations were performed in Python using
boosting regressor packages (CatBoost 2024; LightGBM 2024; scikit-learn
2024; XGBoost 2024) .

5.2 ML Boosting Methods Analysis

The boosting regressor models with the best parameters obtained by
4-fold cross-validation with the grid search method were identified. The

performance metrics of these models for training and test data are given in
Table 3.

Table 3. ML Model performances

Education Test

Boosting Models | MAPE| R2 | MAPE| R2
Gradient Boosting | 0.0045 | 0.9994 | 0.0195 | 0.9924
Hist Gradient 0.0174 | 0.9938 | 0.0296 | 0.9806
Boosting
AdaBoost 0.0369 | 0.9778 | 0.0491 | 0.9508
XGBoost 0.0053 | 0.9994 | 0.0126 | 0.9962
LGBM 0.027 | 0.9865 | 0.0343 | 0.9738
CatBoost 0.0017 | 0.9999 | 0.0062 | 0.999

As seen in Table 3, CatBoost and XGBoost regressor models are the
best forecasting models. The metric values of the test data particularly indicate
that the models can generalize and make reliable predictions on new data sets.
Scatter (Figures 5, 6), line (Figures 7, 8) and comparison (Figures 9, 10) plots
of the electrical resistivity training and test data are given for the predicted

values by the XGBoost and CatBoost models and actual values.
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Electrical Resistivity (p(.cm)

Electrical Resistivity (uQ.cm)

Figure 5. Scatter plot of actual and XGBoost model predictions of electrical
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Scatter Plot of Actual vs. Predicted for Test Data (CatBoost)
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Figure 6. Scatter plot of actual and CatBoost model predictions of electrical
resistivity training and test data
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Comparison Plot Actual vs. Predicted for Test Data (XGBoost)
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Figure 9. Comparison plot of actual and XGBoost model predictions of
electrical resistivity training and test data
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In this study, the electrical resistivity estimation performances of
XGBoost and CatBoost models were analyzed, and it was observed that both
models showed high accuracy rates. The XGBoost model achieved high
accuracy values such as R*=0.9994 and MAPE=0.0053 for training data and
R?=0.9962 and MAPE=0.0126 for test data. Similarly, the CatBoost model
achieved high accuracy values of R’=0.9999 and MAPE=0.0017 for training
data and R*=0.999 and MAPE=0.0062 for test data. The scatter plots presented
in Figures 5 and 6 show that both models produce predictions close to the
actual values. The line graphs presented in Figures 7 and 8 support that the
models produce predictions remarkably close to the actual values for both
training and test data. Finally, the comparison plots shown in Figures 9 and
10 prove that both models produce predictions close to the actual values and

deviate little from the actual values.

6. CONCLUSION

This paper presents an evaluation from experimental data to compare
ML boosting algorithms for determining the electrical resistivity of Cu-Zn
alloy thin films depending on their fabrication conditions and structural
properties. Six boosting algorithms were implemented and evaluated using
our real experimental dataset for comparison. The best parameters of these six
algorithms were identified by grid search and 4-fold cross-validation using
60% of the dataset. These algorithms were assessed with the rest of the dataset.
Among these models, XGBoost (training R2=0.999, test R2=0.996) and
CatBoost (training R2=0.999, test R2=0.996) performed the best for both
training and testing. This showed that both models produced predictions close
to the actual values and are reliable for electrical resistivity estimation.
Boosting algorithms can provide solutions for complex problems such as

production conditions and reverse design.
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INTRODUCTION

Optimization algorithms play a critical role in today's rapidly advancing
technology. Their application areas are remarkably extensive, enabling them
to provide solutions to a wide range of problems encountered in various
aspects of daily life. Optimization algorithms serve as a cornerstone in fields
such as engineering (Dhiman, 2021; Houssein et al., 2022), medicine (Vommi
& Battula, 2023), economics (Vasant, 2012; Yang et al., 2024), and many
others, acting as a bridge to address numerous challenges. They have been,
and continue to be, instrumental in providing effective solutions in these

domains.

Optimization algorithms display considerable diversity, with population-
based optimization algorithms representing a prominent category. Notable
examples of these include Particle Swarm Optimization (PSO) (Kennedy &
Eberhart, 1995), Artificial Bee Colony (ABC) (Yavuz et al., 2016), Differential
Evolution (DE) (Dumlu & Yavuz, 2023), Gray Wolf Optimization (GWO)
(Mirjalili et al., 2014) among others.

In recent years, the Crayfish Optimization Algorithm has been added to the
family of population-based algorithms. Introduced by Jia et al., this algorithm
is inspired by the behavior of crayfish in freshwater environments (Jia et al.,
2023) .Emerging optimization algorithms have increasingly captured the
attention of researchers, primarily due to the challenges faced by existing
methods. Common issues include slow convergence, susceptibility to getting
trapped in local optima, and the delicate balance between exploration and
exploitation. To address these challenges, researchers are continually working

on enhancements and developing new algorithms.

A common characteristic of population-based algorithms is the initialization
step. In this step, the population size is defined, and, more importantly, the
individuals within the population are generated. Typically, these individuals

are determined randomly. However, if the randomly generated individuals are
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concentrated in a specific region, the algorithm may face challenges in
exploration. Conversely, if the population is too widely distributed across the
search space, the algorithm may struggle with exploitation. This imbalance
between exploration and exploitation highlights the critical importance of the
initialization step. If the algorithm's exploration capability is overly
emphasized, it may encounter difficulties in converging to the global
optimum. On the other hand, if exploitation is overly dominant, the algorithm
risks becoming trapped in local optima during the search for the global

optimum.

To address this issue, researchers have introduced various improvements to
the initialization step. For instance, Wang et al. proposed an adaptive
Chimpanzee Optimization Algorithm (ChOA) that incorporates chaotic
functions (Y. Wang et al., 2023). In their approach, the Tent Chaotic map was
utilized during the initialization phase to generate better initial solutions,

thereby enhancing the algorithm's convergence performance.

Tong et al. developed the Coyote Optimization Algorithm (COA) by
integrating chaotic maps (Tong et al., 2022) .To address issues such as the
algorithm's tendency to get stuck in local optima and slow convergence, they
incorporated chaotic approximations into the equations governing the social
behavior within the algorithm. This modification aimed to enhance the
algorithm's overall performance and its ability to explore the search space

more effectively.

Wang et al. proposed a chaotic version of the Cuckoo Search Optimization
Algorithm (Cuckoo Search-CS) by incorporating chaotic maps (G.-G. Wang
et al., 2016) . To enhance the algorithm's performance, they employed twelve
different chaotic maps to dynamically adjust the step size of the cuckoos
during the search process. This approach aimed to improve the algorithm's
exploration and exploitation capabilities, leading to better overall

optimization results.
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MATERIAL AND METHODS
Original Crayfish Optimization Algorithm

Jia et al. (2023) introduced the Crayfish Optimization Algorithm (COA) (Jia
et al., 2023), which draws inspiration from the natural behaviors of crayfish.
Crayfish, resembling shrimp, are found in diverse freshwater habitats such as
rivers, lakes, streams, and cave pools. Although there are over 600 species of
crayfish, they all exhibit a common trait: the ability to dig burrows. These
shelters serve various functions, including protecting the crayfish from
predators, supporting foraging activities, providing spaces for incubation, and
preserving moisture. This burrowing behavior forms the foundation of the

algorithm’s approach to search and optimization.

Crayfish are highly sensitive to temperature, capable of surviving in
environments ranging from 11 to 44 degrees Celsius. However, the ideal
temperature range for their growth lies between 15 and 30 degrees, with 25
degrees Celsius being the optimal temperature for survival. Jia et al.
introduced the Crayfish Optimization Algorithm, drawing inspiration from
the crayfish's seasonal behavior, foraging habits, and competitive behaviors.
These three behavioral patterns are used in the algorithm to simulate the

processes of exploration and exploitation, organized into three distinct stages.

The population in COA is initialized according to Eqtn.1(Equation 1)

presented below.
CF.'1_1 C}?l,j CFl:dim

CF = [CF,,CF,,--,CFps] = [CF:‘i,l Cl%i,j CFi,:dim] (1)
CF:N,I CP:N,j CFN.,dim

As shown in the equation above, each crayfish is represented as a 1xdim
vector, where each column in the matrix corresponds to a potential solution
to the problem. The value of each CF; is constrained within the specified upper

and lower bounds. During the initialization phase of the COA, a random
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population of candidate solutions is generated. Here, CF represents the initial
positions of the population, PS denotes the population size, and dmn refers
to the dimensionality of the population. CF;; indicates the position of

individual i in dimension j. The value of CF; ; is calculated using Eqtn.2.

CF;; = lbj + (ubj — lb;) X random (2)

In the COA algorithm, lb; corresponds to the lower bound of dimension lb;,
ub; denotes the upper bound of dimension j, and random represents a
random value. Since crayfish are temperature-sensitive, changes in
temperature within the COA algorithm lead to the crayfish transitioning

through different behavioral stages. The temperature is assigned using Eqtn.3.

temperature = random x 15 + 20 (3)

In Eqtn.3, the temperature value represents the ambient temperature in the
crayfish’s environment. When the temperature exceeds 30 degrees Celsius, the
crayfish seeks a cooler location for its summer retreat. Once the temperature
stabilizes within an optimal range, the crayfish engages in foraging behavior.
Crayfish typically exhibit foraging behavior between 20 and 30 degrees
Celsius, with the optimal temperature for foraging being 25 degrees. The
mathematical model describing the crayfish's foraging and food intake is

provided in Eqtn.4.

1 (temperature—Q)?

b= Cl X (\/Mm) X exp ( 252 )) (4)
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Q represents the optimal temperature for the crayfish. o and C; are used to

control the food intake of the crayfish at different temperatures.

In this context, ) represents the optimal temperature for the crayfish. The
parameters o and C; are employed to regulate the crayfish's food intake at

varying temperatures.
Summer vacation phase (Exploration)

Crayfish display various behaviors depending on temperature
conditions. When the temperature rises above 30 degrees Celsius
(temperature > 30), the crayfish transitions into the summer vacation phase,
where it seeks a shaded area for shelter. The shaded area, CFgpqq4, is defined

as shown in Eqtn.5.

CFspage = (CFg + CF)/2 (5

CF; is the best position obtained so far according to the iteration. CF,
is the best position of the current population. According to the COA
algorithm, the competition of crayfish for shades is a random event. If
random < 0.5, there are no crayfish to compete for the shades and the
crayfish enters the shade directly. The mathematical model of this situation is

given in Eqtn.6.

CF{f' = CFf; + C; x random X (CFspqqe — CFY)) (6)

In Eqtn.6, t denotes the current iteration number, while t + 1 represents the
iteration number of the next generation. C, is a decreasing function, and its

formula is shown in Eqtn.7.

C,=2-t/T (7)
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Here, T represents the maximum iterations number. During the summer
vacation phase, the crayfish's objective is to converge to the shaded area, which
symbolizes the optimal solution. As the crayfish approaches the shade, it
indicates that the COA algorithm is moving closer to the optimal solution,

thereby enhancing the exploitation capability of the algorithm.
Competition phase (Exploitation)

The crayfish enters the competition phase when the temperature
exceeds thirty degrees temperature > 30 and rand > 0.5. This scenario
indicates that other crayfish are also vying for the same shade. Consequently,
as modeled in Eqtn.8, the crayfish engage in a competition for access to the
shade.

CFi’f]-'I—1 = CFifj - CFZt,j + CFShade (8)

Here, z represents a randomly selected crayfish individual, as shown in Eqtn.9.
z =round(random X (N — 1)) + 1 (9)

During the competition phase, the crayfish engage in a contest with one
another. Crayfish CF; adjusts its position based on the location of another
crayfish, CF,. This adjustment helps expand the search range of the COA,

thereby enhancing its exploration ability.
Foraging Phase (Exploitation)

If the temperature is below or equal to thirty degrees Celsius (temp <
30), the conditions are favorable for feeding. Under such circumstances, the
crayfish will approach the food. Upon locating the food, it will evaluate its size.
If the food is too big, the crayfish will break it into smaller pieces using its

claws before consuming it. The food, denoted as CFyoq, is described by
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Eqtn.10, while the amount of the food, denoted as Q, is represented by
Eqtn.11.

CFfOOd = CFG (10)

Q = C3 X random x (fitness;/fitnesssyoq) (11)

In Eqtn.11, C3 represents the food factor, which indicates the largest possible
food size and has a constant value of 3. fitness; denotes the fitness value of
the i. crayfish, while fitnesss,,q represents the fitness value of the food
location. The crayfish determines the size of the food based on the biggest
available food. When Q@ > (C3 + 1)/ 2, the food is considered too big. In
this case, the crayfish will tear (or split) the food using its first claw foot, as
described in Eqtn.12.

1
CFfood = exp(— 5) X CFfood (12)

As the food size decreases, the second and third claws of the crayfish will
alternately position the food into its mouth. To simulate this behavior, a
combination of sine and cosine functions is employed. This is represented in
Eqtn.13, along with the foraging equation that describes the crayfish's foraging

behavior.

CFf Y = CFf; 4 CFrooq X p X (c0s(2 X m X random) — sin(2 X m X
random)) (13)
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When Q < (€3 + 1)/ 2, the crayfish moves directly towards the food and

consumes it. This behavior is represented by the formula in Eqtn.14.
CFf ' = (CF}j = CFooq) X p + p X random x CF}; (14)

To summarize this stage, crayfish employ different feeding strategies based on
the size Q of the food. CFy,,4 represents the optimal solution. If the food size
is appropriate for the crayfish to consume, it will approach and eat the food.
However, if the food is too big, it indicates a significant difference between the
crayfish's current position and the optimal solution. In such cases, the food
will need to be reduced in size, bringing it closer to the optimum (optimal food
size). This process helps bring the COA closer to the optimal solution,
enhances the exploitation capability of the algorithm, and ensures good

convergence. The pseudo code for COA is provided in Algorithm 1.

Algorithm 1: Pseudocode of the Crayfish Optimization Algorithm

Set the number of iterations (T), population (PS), and population

dimension (dmn).
Generate an initial random population

Evaluate the fitness of the population to determine the best solution CF

and the worst solution CFj,

Whilet < T

Define the temperature using Eqtn.3.

If temperature > 30
Calculate the shade (CFgpqq4.) based on Eqtn.5
If random < 0.5

The crayfish enters the summer vacation phase, as Eqtn.6
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Else
The crayfish competes for the shade using Eqtn.8
End-If
Else
The food intake (p) and its size (Q) are determined by Eqtn.4 and Eqtn.11
IfQ>2
The crayfish splits the food based on Eqtn.12
The crayfish search food based on Eqtn.13
Else
The crayfish search for food based on Eqtn.14
End-If
End-If

Update the fitness values for the best solution CF and the worst solution
CF,

t=t+1

End-While

Chaotic Maps

Chaotic maps are mathematical tools that help in understanding and
modeling the behavior of dynamic systems over time. These systems are
typically characterized by their dynamic nature, and chaotic maps aim to

explain the unpredictable, chaotic behavior of these systems by analyzing their
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changes over time. Similar to optimization algorithms, systems based on
chaotic maps are highly sensitive to initial conditions; small differences in the
initial state can lead to significant variations in the system's behavior over
time. Therefore, chaotic maps are valuable for studying how initial conditions

influence the long-term dynamics of a system.

In the context of optimization algorithms, chaotic maps can be
applied during the initialization phase to strike a balance between exploration
and exploitation, thereby enhancing the algorithm's performance. The
population generated using chaotic maps carries forward the benefits of this

initialization, improving the overall optimization process.

Chaotic maps are diverse and come with various mathematical
formulations. In this study, ten different chaotic map methods were employed
to create chaotic variants of the Crayfish Optimization Algorithm. These
methods include Arnold's Cat Map, Bernoulli Shift Map, Chebyshev Map,
Circle Map, Cubic Map, Duffing Map, Gauss Map (Mouse Map), Henon Map,
ICMIC Map, and Ikeda Map. The chaotic maps utilized to generate the chaotic
variants of the Crayfish Optimization Algorithm are listed in Table 1, with

their respective formulas provided below.

Table 1 Types and formulas of chaotic maps used in experiments

id name formula
1 chl Arnold"s Cat Map Eqtn.15
2 ch2 Bernoulli Shift Map | Eqtn.16
3 ch3 Chebyshev Map Eqtn.17
4 ch4 Circle Map Eqtn.18
5 ch5 Cubic Map Eqtn.19
6 ch6 Duffing Map Eqtn.20
7 ch7 Gauss/Mouse Map Eqtn.21
8 ch8 Henon Map Eqtn.22
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9 ch9 ICMIC Map

Eqtn.23

10 ch10 Ikeda Map

Eqtn.24

) =G (@) modavy

_ {1.75xn - 0.5, x, >0
*n+1 = 11.75x, + 0.5, 2, < 0

n
Yn+1 = €OS (cosxn)

Xn1 = [ X +b — = sin(2mxy,)] mod(1)
Xn+1 = ReXn — Xy
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Yn+1 = _bxn + aYn — Yn

0, x,=0
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nHl T — — I—J, otherwise
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Xns1 = SING) (23)

Xn41 = 1 + k(x,cos0 — y,sinf) (24)
Yn+1 = k(xpsinf + y,cos6)

6

=04 —-—Frn ——
1+ x,.2 +v,°

Latin Hyper Cube Sampling

Latin Hyper Cube Sampling (LHS) is a sampling method used in fields
such as engineering, statistics and computer science (Hakimi, 2024). It is
especially used in simulation and optimization problems. This method
provides effective sampling of parameters in multidimensional spaces. This is
the biggest distinction that separates this method from traditional methods.
Because it covers all ranges of each variable. Since the initialization step is
essential for the balance of exploration and exploitation in optimization
algorithms, this method is the subject of this paper. In the initialization step
of optimization algorithms, this method can be used to initialize the
population (Z. Wang et al., 2024). The Latin Hyper Cube Sampling method is

described in detail below.

Consider an LHS with two variables (k=2) and five samples (n=>5).
Five equal intervals are created for each variable and random values are

selected from these intervals.

Latin Hyper Cube Sampling (LHS) is a sampling technique widely
used in various fields, including engineering, statistics, and computer science
(Hakimi, 2024). It is particularly beneficial for simulation and optimization
problems. This method allows for efficient sampling of parameters in

multidimensional spaces, which is its primary distinction from traditional
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sampling methods. Unlike conventional methods, LHS ensures that all ranges
of each variable are covered. Given that the initialization step is crucial for
balancing exploration and exploitation in optimization algorithms, LHS is a
key focus of this paper. In optimization algorithms, LHS can be utilized during
the initialization phase to generate the population (Z. Wang et al.,, 2024). The
detailed process of the Latin Hyper Cube Sampling method is outlined below.

Consider an LHS with two variables (k=2) and five samples (n=5). In
this case, five equal intervals are created for each variable, and random values

are selected from these intervals.

_ J—l ul" P
Ll,j _T+T] (] = 1, ,5) (25)
+ =2 (j=1,..5) (26)

uq,; and u, ; are randomly selected values and the sampling values are as

follows.

Ll,l' L1,2r L1,3' L1,4-' L1,5r L2,1' L2,2' L2,3' L2,4-r LZ,S

The values are organized by applying different permutations to each
variable, ensuring that each interval is represented in the sample. The final

arrangement of the variables is then as follows.

Ri,1,R12,R13,R1,4: Ry 5, R21, Ry, Ro 3, Ry, R s

The resulting sampling points are expressed as (R, iRz, j) j=1,..,5
Chaotic-COA and Latin Hyper Cube Sampling-COA

The structure of chaotic maps can be leveraged to balance exploration
and exploitation within the Crayfish Optimization Algorithm (COA). To
achieve this, the population of COA was initialized using chaotic maps during
the initialization phase. Ten different chaotic map methods were applied,

resulting in ten distinct variants of COA. The performance of these variants
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was then evaluated using eight different benchmark functions, with the results

compared to those obtained from the original COA.

In a similar manner, Latin Hyper Cube Sampling (LHS) was employed
to enhance the performance of the COA. The COA was initialized using LHS,
resulting in the LHS-COA variant. This variant was then evaluated using eight
different benchmark functions, with the results compared to those obtained
from the original COA. A flowchart of the proposed COA variants is given in
Figure 1. Also the pseudo-code for both the Chaotic COA and the LHS-COA
is provided in Algorithm 2 and Algorithm 3, respectively. The benchmark
functions used to compare all variants, including the original algorithm, are
listed in Table 2.

Figure 1 : Flowchart of the producing COA variants
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Algorithm 2: Pseudocode of the Chaotic-Crayfish Optimization Algorithm

Set the number of iterations (T), population (PS), and population dimension
(dmn)
Generate an initial random population with chaotic maps
Evaluate the fitness of the population to determine the best solution CF; and
the worst solution CF;,
Whilet < T
Define the temperature using Eqtn.3.
If temperature > 30
Calculate the shade (CF gp44.) based on Eqtn.5
If random < 0.5
The crayfish enters the summer vacation phase, as Eqtn.6
Else
The crayfish competes for the shade using Eqtn.8
End-If
Else
The food intake (p) and its size (Q) are determined by Eqtn.4 and Eqtn.11
IfQ>2
The crayfish splits the food based on Eqtn.12
The crayfish search food based on Eqtn.13
Else
The crayfish search for food based on Eqtn.14
End-If
End-If
Update the fitness values for the best solution CF; and the worst solution CF
t=t+1
End-While
Algorithm 3: Pseudocode of the LHS-Crayfish Optimization Algorithm

Set the number of iterations (T), population (PS), and population dimension (dmn)
Generate an initial random population with latin hyper cube sampling

Evaluate the fitness of the population to determine the best solution CF ¢ and the
worst solution CF,

Whilet < T

Define the temperature using Eqtn.3.

If temperature > 30
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Calculate the shade (CF gpq4,) based on Eqtn.5
If random < 0.5
The crayfish enters the summer vacation phase, as Eqtn.6
Else
The crayfish competes for the shade using Eqtn.8
End-If
Else
The food intake (p) and its size (Q) are determined by Eqtn.4 and Eqtn.11
IfQ>2
The crayfish splits the food based on Eqtn.12
The crayfish search food based on Eqtn.13
Else
The crayfish search for food based on Eqtn.14
End-If
End-If
Update the fitness values for the best solution CF; and the worst solution CF
t=t+1
End-While

* 59

Table 2 Benchmark functions

14 Namao

fncl | QuarticWN Function

fnc2 | Rosenbrock Function

fnc3 | Schwefel 2.26 Function

fnc4 | Penalized 1 Function

fncs Penalized 2 Functian

fnc6 | Levy Function

fnc7 | Kowalik Function

fnc8 | Perm Function d,p
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EXPERIMENTS

In this section, the experimental results are presented. The Chaotic
COA and LHS-COA represent enhanced versions of the Crayfish
Optimization Algorithm. These improvements were achieved by introducing
modifications to the initialization phase of the original COA. Each variant
underwent ten independent runs, and the most successful outcomes were
selected as the final results. The parameter settings employed in the
experiments are detailed in Table 3, while the system specifications used

during the experimental process are outlined in Table 4.

Table 3 Parameters in experiments

Parameter Value
Population Size 30
Population Dimension 50
Iteration Number 1000
Independent Run Number | 10

Table 4 System information of experiments

Property Value

Operating System | Windows 10

Processor Intel i5 13600K

Environment Matlab 2022A

In the initial phase, the standard COA was augmented by
incorporating a chaotic map during the initialization stage. This approach

yielded ten distinct COA variants, each corresponding to a different chaotic
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map. These variants, along with the original algorithm, were evaluated using
eight benchmark functions commonly employed in optimization problem
assessments, with a preference for more challenging functions. The outcomes
were compared based on their optimal values. Relative to the original COA,
the variants COA-ch1l, COA-ch3, COA-ch4, COA-ch5, COA-ch6, COA-ch7,
COA-ch8, and COA-ch10 outperformed in seven out of the eight functions
and underperformed in only one. The COA-ch2 variant outperformed the
original COA in six of the eight benchmark functions, underperformed in one,
and tied in one functions. Similarly, the COA-ch9 variant achieved six wins
and two losses. Detailed results are presented in Table 5, with the optimal
values for each function highlighted in bold. Among the ten Chaotic COA

variants, COA-ch5 stands out for its superior performance.
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Table 5 Comparison of the results of COA and Chaotic-COA variants
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In the second stage, the original COA algorithm was created and run
using Latin Hyper Cube Sampling while creating the population in the
initialization step. The resulting variant is called LHS-COA. LHS-COA was
compared with the original COA and COA-ch5(best-chaotic-variant). The
results were compared with each other at the “best” values. Compared to the
original COA, LHS-COA was victorious in seven out of eight functions and
defeated in one. Compared to COA-ch5, the most successful Chaotic COA,
LHS-COA won in five out of eight functions, lost in one and tied in two. In
this case, the best COA variant was LHS-COA. The results are given in Table
6. The best values are in bold.

Table 6 COA, LHS-COA and COA-ch5 benchmark results

FNC | COA LHS-COA | COA-ch5

Fncl
8.622E-06 | 8.132E-08 | 3.284E-07

Fnc2 | 2.411E+01 | 2.333E+01 | 2.390E+01

Fnc3 | 2.177E+03 | 1.292E+03 | 1.292E+03

Fnc4 | 6.599E-10 | 1.751E-11 | 1.462E-12

Fnc5 | 7.301E-01 | 1.940E-01 | 4.401E-01

Fnc6 | 7.302E-01 | 2.980E+00 | 3.003E+00

Fnc7 | 1.892E-01 | 2.301E-02 | 2.301E-02

Fnc8
4.115E+80 | 3.893E+79 | 1.033E+80

RESULTS AND DISCUSSION

In this study, improved Crayfish Optimization Algorithms are proposed.
These algorithms are made by modifying the initialization step of the original

algorithm. In the first step, ten different variants were obtained by initializing
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the population of COA using chaotic maps and the variants were tested with
eight different benchmark functions to compare with the original algorithm.
When evaluating the results, the "best" results were taken as a criterion. The

most successful variant was COA-ch5.

In the second stage, the LHS-COA variant was obtained by initializing the
population of COA using Latin Hyper Cube Sampling. In order to compare
this variant with COA-ch5 and the original COA, the variants were tested with
eight different benchmark functions. Likewise, the results were evaluated by

taking the “best” results as a criterion.

Considering all the results, the eight chaotic variants victorious in seven of the
eight functions compared to the original COA. Two other chaotic variants
victorious in six out of eight functions compared to the original COA. Another
variant, LHS-COA, outperformed the original COA in seven out of eight
functions. Comparing the best variants, LHS-COA and COA-ch5, it is
noticeable that LHS-COA wins in five out of eight functions. According to all
results LHS-COA appears the best variant.

In future studies, these improved variants can be used for feature selection.
Also, different strategies can be added to COA and compared with these

variants.
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1.INTRODUCTION

People have been trying to make sense of the environment since the past.
He feels the need to research by wondering what he sees or cannot see. For
this reason, he wants to learn what is going on around the world, starting from
our own environment. With the developing technology, the distance and cla-
rity that telescopes can see have increased. We can observe galaxies, stars and
planets including the Earth. There is a lot of work and an accumulated data
warehouse on this subject. Many data sets are published online. In the study,
SDSS17, a data set that is continuously expanded by Sloan Digital Sky Surveys
(SDSS), was used (Accetta et al., 2022). The dataset includes a wide variety of
features and classifications of stars, galaxies and quasars. Quasars are radio
sources very similar to stars. Since they are radio sources, they can be detected
by radio waves. Because they are so far away from Earth, the radio waves they
create take a long time to arrive. It is difficult to detect because it is very simi-
lar to stars due to its structure, and also because it is very far from the earth
(Viquar et al., 2019).

With the increase in the processing capacity of computers, classification
processes can be done in many areas. It has a very serious potential for distin-
guishing and classifying celestial bodies, which can also be used in the field of
astronomy. It has come to play a very important role in the discovery of the
universe (Hinners, Tat, & Thorp, 2018). Many different objects that cannot
be distinguished with the naked eye can be classified using machine learning
methods and even the movements of celestial bodies can be predicted. Althou-
gh the use of machine learning techniques in astronomy is not very common,
its use will reveal great efficiency. One of the first studies on this subject, Bailey
et al. In his studies, he worked on object classification in synthetic supernovas
(Bailey et al., 2007). There are also studies on the methods of using machine
learning algorithms and data mining in astronomy (Ball & Brunner, 2010).
There are studies on transit shapes (Armstrong, Pollacco, & Santerne, 2016)
and on transit shape signals with transit metrics using Kepler data (Thompson
et al., 2015). In recent years, more studies have been done on the increasing
classification and prediction. A machine learning approach has been made on
the prediction of Cepheid stars. If there is a labeled classification as a result
of the experiments, it is stated that a good estimate is made (Vilalta, Gupta,
Macri, & Computing, 2013). It is mentioned that an effective algorithm has
been developed with Random forest with high classification accuracy for stars,
galaxies and QSOs (Bai, Liu, Wang, & Yang, 2018).

Although feature selection studies are not very common in the field of
astronomy, the important thing is how this process is done. Studies on this
subject are carried out with many different techniques. Although the studies
vary, it is basically trying to get better results by choosing the best features that
are wanted to be done and correlated with the classes. As examples of studies,
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feature selection with supervised aproach and unsupervised aproach (Roffo
et al., 2020), hyper graph-theoretic approaches in very high-dimensional data
(Zhang & Hancock, 2011), feature selection using PageRank in multi-label
data (Hashemi, Dowlatshahi, & Nezamabadi-Pour, 2020), feature selection by
making boundary region on audio data (Yasmin, Das, Nayak, Pelusi, & Ding,
2020). Many studies such as making selection have been done.

The aim of the study is to select the most suitable features by using graph
structures and accordingly to make the best classification process using vari-
ous machine learning methods. In the study;

o The received data set is first analyzed using various visual materials.
Then, a result is obtained in the light of machine learning methods without
selecting a feature.

o Afterwards, a graph-based feature is extracted to be able to select the
feature. For this, the weighted graph of the 17 features in total is calculated one
by one and the features are combined. The features are added to the classes in
accordance with their weights, with classes (Galaxy, QSO, Star) in the center.
The correlation matrix is based on when selecting the weights.

o The feature with the most weight approaches the center, that is, the clas-
ses. This makes it easy for us to choose a feature. Features that move away from
the center are removed from the dataset. Because the farther it is from the cen-
ter, the less effect it has on getting results. Then the machine learning methods
are applied again and the necessary optimization processes are performed and
new results are obtained and compared.

In this study, graph-based feature selection was made using SDSS17 and
classification was done with machine learning methods. This paper is orga-
nized as follows. In Section 2, the machine learning algorithms used and the
methods used are given. The experimental results of the proposed study are
given in Section 3. In Section 4, the experimental results are discussed and
interpreted. In Section 5, the summary of the study and the general results are
explained.

2. MATERIAL AND METHOD

In this section, the general framework of the transactions to be made is
presented. Later in the section, dataset, feature selection and artificial intelli-
gence methods used are given. The flow chart of the study is given in Figure 1.
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Figure 1. Flow chart of the study.

First, the data set is obtained. Then the obtained data is subjected to a
preprocessing. If there are any deficiencies in the data, these missing data
are filled in with generally accepted methods. This process was not perfor-
med because there was no missing data in the data used in this study. Then,
graph-based feature selection is made. The dataset is splitted. Experimental
results are obtained by applying machine learning techniques. If the results
are satisfactory, the model is created. If the results are far below the desired,
feature selection is made again, the parameters used in machine learning are
optimized and the final model is created. This model, which has been created,
performs the classification process and gives the results of the relevant class of
the features.

2.1 Dataset

Sloan Digital Sky Surveys (SDSS) have been observing the sky for many
years as part of their projects. They have published a huge amount of data,
together with their latest work and data collected as a result of this observation
The version of the dataset used in the study was taken from the kaggle web-
site (Kaggle). The data consists of 100000 space observations, which means
as many rows of data. Each observation consists of 17 features and a class co-
lumn. The numerical distributions of the classes are given in Figure 2.
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Distribution of Classes
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Figure 2. Distribution of classes

2.2 Preprocessing and Feature Selection

As data pre-processing, any filling process was not performed as the-
re was no missing data. However, the rerun_ID column was removed, which
corrupted the distribution and properties of the data. It is common practice
to standardize data when values are in very different ranges (Zhu et al., 2021).
StandardScaler was used for the normalization process (Formula 1).

e (1)

g is the sample of the training sample, o is the standard deviation of the
training sample, X is the data to be processed.

Then, based on the values in the correlation matrix, features are added
with classes in the center. As the splices increase, nodes with proportionally
higher weights are expected to get closer to the center. The node closer to the

+ 71
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center becomes class-determining as a correlation.

Figure 3. Graph-based feature selection
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As shown in Figure 3, the first feature is added with classes in the center
(a). As the features are added, it is seen that they approach or move away from
the center depending on their weight (a-f). Since all data has been added, the
ones closest to the center are the features (g) that should be selected. Although
“alpha” and “delta” seem to have a determining structure when an estimated
selection is made, it is seen that they are out of the field in the light of this ap-
proach. When considered as Graph-based, columns and features that should

be used very clearly are separated.
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Figure 4. Feature with highest affinity
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According to the graph-based analysis, it was seen that the feature that is
closest to the center, that is, the feature that will have the highest effect on the
classification, is “redshift”. In Figure 4, the grapf distribution of Redshift (a)
and the value ranges of the classes (b) are shown. The sample space was created
at the rate of 1/1000. Because it is a very large data set, very long processing ti-
mes are required. The aim here is to have an idea about distributions. Therefo-
re, keeping the sample space small in visualization will not make a difference.

2.3 Logistic Regression (LR)

Logistic regression is used to find the odds ratio of more than one variab-
le. Its main purpose of use is to analyze all variables and give a simple output
(Sperandei, 2014). It is widely used because it gives good results in small data
as well as large data. Because it has a simple calculation logic and at the same
time it is preferred with its fast working structure. It has significant value in
comparison with other machine learning methods. It can also be used for clas-
sification by revealing an estimation result such as a regression curve for class
inferences to be made. It has been used in a wide variety of fields as well as in
this study.

2.4 Decision Tree (DT)

Decision tree is a machine learning algorithm that belongs to supervised
learning algorithms. It is used to solve classification problems (Safavian, Lan-
dgrebe, & cybernetics, 1991). In this study, a decision tree classifier is used to
estimate the dependent variable based on some derived decision rules from
previous data (training and testing phases). It is represented as nodes and no-
des where root nodes are used to classify the properties of the instances. Leaf
nodes (nodes without children) represent decisions or classifications. Evalua-
ting the highest gain (most homogeneous branches) among all other features
at each stage is the basic choice of a decision tree at each node. The performan-
ce of the decision tree is evaluated using a confusion matrix (Qawqzeh et al.,
2019). Mathematically Entropy for multiple attributes is represented as:

E(T.X) = Z.exP(c)E(c) (2)

2.5 Random Forest (RF)

Random forest classifier was used as the classification method. The ran-
dom forest classifier consists of a combination of tree classifiers, in which each
classifier is constructed using a random vector sampled independently of the
input vector, and each tree gives a unit vote for the most popular class to clas-
sify an input vector, i.e. counts (L. J. U. o. C. B. Breiman, CA, USA, 1999). The
design of a decision tree requires the selection of a feature selection measure
and pruning method. There are many approaches to the selection of features
used for decision tree induction, and most approaches directly add a measure
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of quality to the attribute. The most frequently used attribute choices in decisi-
on tree induction are the information gain ratio criterion (Quinlan, 2014) and
the Gini Index (L. Breiman, Friedman, Olshen, & Stone, 1984). The random
forest classifier uses the Gini Index as an attribute selection measure that mea-
sures the impurity of attributes by classes. In short, the random forest classifier
travels through the forests, making a progression towards the branches. When
it reaches the end of the branches, it makes a vote. Here, n denotes the number
of trees to be visited. For example, if we choose n as 5, the result is drawn from
among 5 trees and a vote is made. As a result of voting, the most voted class
or prediction result is obtained. In this way, a successful prediction or result
opportunity is caught.

2.6 Naive Bayes (NB)

Naive Bayes assigns the most probable value in a sample space for feature
extraction. The properties in the sample are treated as being independent of
the given class and can be made very simple. Although it does not work very
well in theory, it is seen that it gives better results than many classifiers in pra-
ctice (Rish, 2001). It is based on a simple mathematical calculation and is as
follows;

Pe|x)P(c)

Pl = 252

The class’s prediction probability is P(c|x). The class’s prior probability is
P(c). The probability of the class estimator is P(x|c), which is the probability.
The estimator’s prior probability is P(x). If a new sample is encountered, the
class with the highest probability is found by considering the probability va-
lues calculated in finding the membership probability of this sample (Frank
& Bouckaert, 2006). No estimation is made for a data in the test set if there
is no counterpart in the training set. A straightforward yet effective approach
for predictive modeling is the Naive Bayes method. Even with few data, it has
great predictive power. Because of these beneficial and useful characteristics,
it is a classifier that is preferred and used in many fields. A modest yet effec-
tive approach for predictive modeling is the Naive Bayes method. Even with
few data, it has great predictive power. Because of these beneficial and useful
characteristics, it is a classifier that is preferred and used in many fields (SA-
HINASLAN, DALYAN, & SAHINASLAN, 2022).

2.7 K-Nearest Neighbor (KNN)

K-nearest neighbor (K-NN) is a widely used classifier in classification
(Wu, Ianakiev, & Govindaraju, 2002). It basically develops an estimate by inte-
racting with neighbors around a certain diameter in the dataset. The larger the
diameter, the more likely the features will be lost. Therefore, it is very impor-
tant to use it at the optimum level when determining the number of neighbors.
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K-Nearest Neighbor (KNN) classifier; The KNN algorithm is a widely used
method in data mining. K-Nearest Neighbors (kNN) is a simple but effective
non-parametric classification method in many situations. To classify a t data
record, the k nearest neighbors are taken and this creates a neighborhood of
t. Majority voting among neighborhood data records is often used to decide
classification for t, with or without distance-based weighting (Guo, Wang, Bell,
Bi, & Greer, 2003). In the study, KNN was used so that it can be used in com-
parison, even though it has a high time cost.

2.8 XGBoost (XGB)

Xgboost (Chen et al., 2015), developed by Chen et al., is an efficient and
scalable implementation of the gradient boosting framework (Friedman J,
2000; Friedman, 2001). It has a tree learning-based structure. It has a linear
solve function and it tries to increase low values in particular and it has a stru-
cture that allows this within the tree. It is a widely used and functional method
with uses such as classification and regression. Since the packages applied are
in an extensible state, it is possible to make an application for every problem.
It has been used a lot in recent years because it generally shows high perfor-
mance in machine learning algorithms. Therefore, this classifier is also used to
compare and get results.

2.9 Evaluation Metrics

In order to compare the results of the study, some evaluation metrics are
needed. In this way, the accuracy of the study and the superiority of machine
learning methods to each other will be seen. Experimental results will reveal
the final best performances within this framework. The metrics used in the
study are as follows;

TP +TN
Accuracy =
TP+FP+TN+FN (4)
2 *= Precision = Recall
Fl—score =
Precision + Recall (5)
. . TP
Precision =
TP+FP (6)
TP
Recall =
TP+TN 7)

Accuracy (4) is the quotient of correctly predicted results and all results,
which actually means overall performance. F1-score (5) expresses the harmo-
nic mean between precision and recall values. Precision (6) gives the ratio of
true positive results to other positive results. Recall (7) value is the ratio of true
positive values to true negative and true positive values (Hossin, Sulaiman, &
process, 2015). Confusion Matrix must be created to calculate all these met-
rics.
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3. EXPERIMENTS AND RESULTS

Experimental results are given in this section. While giving the results, fe-
ature selection and non-optimized machine learning techniques were applied
first. Then, the results were optimized by making graph-based feature selecti-
on. While performing these operations, attributes were selected according to
the graph usage evaluation. Processes were applied to make the data set ready
for use first. Then, considering the correlative structure, the results of this stru-
cture were applied again on the graphs. In this way, while keeping the features
that will increase the classification quality, low weights, that is, low similarities,
are removed from the data set. The results of all these processes are demonstra-
ted with performance metrics such as confusion matrix, ROC curve, accuracy.
In these results, the scope of the evaluation metrics was kept wide.
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Figure 5.Confusion matrices obtained without feature selection

As given in Figure 5, confusion matrices are given for each machine lear-
ning method. In this way, accuracy, precision, recall and f1-score values have
become measurable. True False values are shown in darker colors compared to
the number they contain so that they can be seen more clearly. Without any
feature selection in this matrix, only the column that disrupts the algorithm
structure was removed from the data set. Other than that, no action was taken.
In addition, each process was carefully applied in the results without feature

selection.
Table 2. Without feature selection and optimization

ML Algorithm Accuracy  Precision Recall Fl-score ~ Weighted ROC

Logistic Regression 95.73% 95.72% 95.73% 95.69% 98.43%

Decision Tree 96.49% 96.5% 96.49% 96.5% 96.68%
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Random Forest 97.85% 97.84% 97.85% 97.84% 99.21%

Naive Bayes 53.01% 57.4% 53.01% 53.14% 68.32%
K-nearest

. 89.77% 90.08% 89.77% 89.61% 95.21%
Neighbor

XGBoost 97.91% 97.89% 97.91% 97.89% 99.22%

In Table 2, all machine learning algorithms were measured using the eva-
luation metrics given in section 2.9. In this way, the results are given clearly.
The fractional parts are given as two digits because some methods are very
close to each other in terms of success. Even very small numbers are included
to make it easy to distinguish.
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Figure 6. ROC Curves obtained without feature selection
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It is very important to see the quality of the models created with the ROC
Curve. For this reason, it is an important method for displaying multiple clas-
ses and comparing how well the working model gives results. These curves
are evaluated as good as they get closer to 1 and as bad as they get closer to 0.
From the results of applying machine learning techniques obtained from the
data set without ROC Curve feature selection given in Figure 6. It is important
for us to see the distribution of the classes separately for each class. In addition,
ROC scores were evaluated in proportion to the number of classes while being
processed into the tables. For example, since the GALAXY class constitutes
59.4% of all classes, it has a higher effect on the weighted value. Although the
STAR classes with 21.6% and QSO classes with 19% are close to each other,
their weights, namely their effects, have become less than the GALAXY class.

The experimental results given in Figure 7-8 and Table 3 are the results
obtained after the graph-based feature selection. It is important to better un-
derstand the differences if they are shown as old and new when evaluating
their performance. The use of different performance metrics to evaluate the
results is important for the quality of the benchmark. Since there is not a clear
criterion due to the lack of studies with Stellar classification, it would be more
accurate to compare with old values. Relevant comparisons and evaluations
are made in section 4.
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Figure 7. Confusion matrices obtained with graph-based feature selection and
optimization
Table 3. After feature selection and optimization

ML Algorithm Accuracy  Precision Recall Fl-score Weighted ROC

Logistic Regression 95.63% 95.62% 95.63% 95.59% 98.27%
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Figure 8.ROC Curves obtained with graph-based feature selection and optimization

4. DISCUSSION

Experimental results were obtained with machine learning methods using
the data set. Looking at the results, the results without feature selection and op-
timization were not so bad, but lower than graph-based feature selection. Lo-
oking at the results without feature selection in the proposed method, the ini-
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tial values for XGBoost are accuracy 97.91%, precision 97.89%,recall 97.91%,
F1-score 97.89%, weigted ROC score 99.22% by graph-based feature selection,
accuracy 98.02%, precision 98%, recall, 98.02%, F1-score 98%, weigted ROC
score 99.81%. The highest machine learning technique is XGBoost. However,
Random Forest was also very high. The ROC Curves are also shown as proof of
improvement. results close to 1 confirm the application of the model and the
quality of the results obtained. In this study, machine learning methods were
compared and presented with various metrics.

5. SUMMARY and CONCLUSION

A data set containing 100,000 pieces of data was used. The study data-
set is a large-scale dataset from sky observations referred to as SDSS R17 and
made available to everyone. In the study; Logistic Regression, Decision Tree
Classifier, Random Forest Classifier, Naive Bayes, K-nearest Neighbor, XGBo-
ost were used. As Evaluation metrics; accuracy, precision, recall, F1-score and
ROC score were used. Thanks to these metrics, it can be understood how well
the model is working. Pre-processing was done to create the model. Graph-ba-
sed feature selection has been made for feature selection. While making this
approach, nodes and edges were created considering the correlative structure.
The model was created considering that the data weighted nodes and edges
with classes in the center approach the center and this will affect the result of
the classes in this center. Then, machine learning techniques were applied with
these selected features. It is seen that better results are obtained in the models
created than in the past. Classification has been done and satisfactory results
have been obtained.

A computer aided identification can be made with Stellar classification.
In this way, it will be beneficial to distinguish celestial objects that cannot be
seen or distinguished with the naked eye. With these methods, it is possible to
obtain more convenient, faster and high-accuracy practical results with com-
puter classification of different celestial bodies. By working with other data
sets, classification operations can be done and a preferable model has been put
forward because it makes the operations short and with high accuracy. Since
it is successful in multi-class classification, it is a model that can be used as an
applicable method for almost every data set.
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1. Digital Transformation in Agriculture

The global population is increasing, and as a result, the demand for food
is also rising. The Food and Agriculture Organization (FAO) predicts that food
demand will increase by nearly 70% by 2050. Along with population growth,
the need for housing is also rising, and as more housing is constructed, the
amount of arable land is decreasing (Alexandratos, N., & Bruinsma, J., 2012).
The agricultural industry is become strategically significant in this regard.
Growing interest is being paid to the necessity of expanding production acti-
vities and figuring out how to raise yields. Agriculture is undergoing a digital
transformation to increase product productivity and quality and to anticipate
certain potential outcomes.

Industry 4.0 can be considered as a specialized field under the concept of
‘digital transformation in agriculture’ The impact of digitalization on agricul-
ture is presented under several headings in Figure 1.

Data—Driven «» Through technological tools and equif t, farmers can access data

about their agricultural lands. This includes information such as soil

D ecisio n M akin g moisture levels, plant health, and weather conditions.

P rec lS 1 on « Digitalization helps achieve maximum efficiency in resource usage by
. ensuring that agricultural inputs are applied only where and in the exact
Agrlc u]ture quantities needed.
0 p era tl (0] na] «» Digital systems enable large-scale production with less human labor by

automating equipment and processes.

Efficiency

E nv l roninen tal + Digital technologies promote environmentally friendly agricultural
practices, such as water conservation, reduced chemical usage, and

NI V001 o)1 [ improved energy efficiency.

Figure 1. The impact of digitalization on agricultural practices

Through digitalization in agriculture, production costs can also be redu-
ced. By monitoring factors such as irrigation and harvest times, climate con-
ditions, and soil health, resources can be used more effectively. This enables
eco-friendly and sustainable production (Ghazal et al., 2024).

Although the transition to digitalization in agriculture is slower compared
to other sectors, it remains an important area. A study conducted in the UK
in 2015 saw an investment of 320 million dollars to support Agriculture 4.0
applications, which led to a 15% increase in wheat production. Similarly, in
the United States, a 20% reduction in water usage for almond production was
achieved. To determine water requirements, NASA launched an observation
satellite to measure soil moisture, which transmits information on drought,
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floods, and climate change every three days.

An agricultural equipment manufacturer in the US managed to reduce
fuel costs by about 40% in fertilization and pesticide application by adding
GPS sensors to their machines. The Netherlands, a leading exporter of advan-
ced agricultural technologies, has successfully improved production efficiency
and reduced costs through applications such as irrigation systems, renewable
energy systems, big data analysis, and smart farming software.

When discussing the topic of digital transformation, the concept of Ar-
tificial Intelligence (AI), which is currently a popular subject, is doubtless the
first to come to mind.AI can be defined as the process of enabling machines
to develop cognitive abilities similar to those of humans. It supports real-time
monitoring and regulation of processes and automates tasks related to the digi-
talization of agriculture, particularly in precision farming. The aim of automa-
ting processes with Al is to maximize efficiency and minimize costs (Liu, 2020;
Talaviya et al., 2020; Ben Ayed, R., & Hanana, M., 2021; Sharma et al., 2022).

The increasing global population, along with limited arable land, indicates
the need for Al in agriculture (Mohr, S., & Kiihl, R., 2021; Sharma, 2021). In
addition, the agricultural sector requires intensive labor for tasks such as smart
pesticide application, irrigation, and fertilization systems. AI has the potential
to greatly diminish the demand for human labor.

Al in agriculture is shaped by technologies such as big data, the Internet
of Things (IoT), and computer vision. Computer vision has a wide range of
applications in agriculture. It is utilized, for instance, in fields like soil analy-
sis, weed identification, disease diagnosis, agricultural yield calculation, and
crop condition assessment. Computer vision automates processes by analyzing
images.

The application of computer vision in agriculture holds significant im-
portance in terms of sustainability, food security, and increased productivity.

2. Computer Vision Technologies

The use of Al in agriculture can be defined as an area that en-
compasses many disciplines and technologies. As technology conti-
nues to develop, the use and advancement of AI in agriculture will ac-
celerate. The field of computer vision holds great potential for incre-
asing efficiency in agriculture (Rehman et al, 2019; Patricio, 2018).
The general flow of the application of computer vision in agriculture is shown
in Figure 2. In this process, image acquisition, image processing, classification
or detection, and decision-making for the appropriate action are defined as
key steps. For each step, it is crucial to determine the appropriate actions and
algorithms based on the problem’s characteristics and the desired objectives.
The most important aspect is analyzing the problem well. Each problem is
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unique, and the workflow applied will vary accordingly; there is no universal
method. Since existing technologies and methods are implemented with an
experimental platform, the data and results obtained will differ due to natural
factors (Huang et al., 2017).

IMAGE ACQUISITION

y

IMAGE ANALYSIS

DECISION MAKING

/ \

PLANNING OPTIMIZATION PREDICTION

Figure 2. Al-based agricultural cycle: computer vision steps

2.1 Image Acquisition

To obtain images of agricultural land, drones, satellite images, or ground
detection robots are used. These technologies enable soil condition analysis,
yield forecasting, and more efficient crop planning. They also provide the abi-
lity for real-time monitoring. The techniques for image acquisition may inclu-
de RGB, multispectral, hyperspectral, and thermal imaging. The most impor-
tant factor here is obtaining images suitable for the purpose. The appropriate
technique is chosen based on the processing to be carried out.

v RGB Imaging: This includes the red, green, and blue bands of the ele-
ctromagnetic spectrum. It is a commonly used imaging method, and the elect-
romagnetic spectrum ranges from 400 to 700 nm (Liu et al., 2022).

v/ Multispectral Imaging: This includes the RGB channels along with
near and far infrared and some additional spectral bands of the electromagne-
tic spectrum, usually fewer than 10 bands (Ghazal, S., Munir, A., & Qureshi,
W. S., 2024).

v Hyperspectral Imaging: This includes hundreds of bands of the elect-
romagnetic spectrum, with a spectral resolution of 10-20 nm and continuous
narrow bands. It has high spatial and temporal resolution, which means more
information is included. However, the excessive memory consumption for lar-
ge amounts of data can be a disadvantage (Ram et al., 2024).

v/ Thermal Imaging: This captures the infrared radiation emitted by an
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object to generate its thermal image. Since the infrared radiation of plants that
require water differs from those that do not, their thermal images are distinct
(Ghazal, S., Munir, A., & Qureshi, W. S., 2024).

2.2 Image Analysis

This phase involves extracting relevant information from the obtained
images based on the problem at hand. The goal here is to have the computer
perform tasks that humans can easily distinguish when observing the ima-
ge externally. With preprocessing steps, plant recognition involves extracting
image features (such as color, shape, texture, etc.) relevant to the desired prob-
lem. This can be defined as extracting information from the image.

Image analysis is divided into three categories based on the extracted in-
formation (Patricio, D. 1., & Rieder, R., 2018):

v/ Low-Level Image Analysis: This involves tasks like adjusting tonality
and contrast, as well as noise reduction. Methods in low-level analysis include
geometric transformations, Gaussian filtering, and so on.

v/ Mid-Level Image Analysis: This involves extracting distinguishing in-
formation to isolate or identify desired objects or regions within an image.
Methods in mid-level analysis include Laplacian, Gabor filters, bounding box
techniques, Canny edge detection, Haar features, etc.

v/ High-Level Image Analysis: This phase involves conducting analyses
on the image to produce the desired outcome. High-level methods are do-
minated by deep learning networks, which are a key focus of Al (particularly
deep learning in agricultural applications).

2.3. Deep Learning Models

In traditional learning approaches, the steps outlined in Figure 2 are per-
formed sequentially, leading to a final decision. With the advent of deep lear-
ning models, these steps are carried out automatically through deep learning
methods following the acquisition of the input image. Compared to traditional
learning methods, deep learning generally provides significant improvements.
The structure of deep learning can be described, in its simplest form, as being
inspired by the structure of the human brain (Dhanya et al., 2022).

Deep learning autonomously extracts features (e.g., texture, color, shape,
statistical properties) and performs the decision-making process to deliver re-
levant outputs to the user. The decision-making mechanism can be adjusted
according to the user’s requirements (e.g., detection, classification, segmenta-
tion), and deep learning generates the desired results accordingly.

The architecture of deep learning, which is based on artificial neural
networks, consists of multiple hidden layers that facilitate the learning process.
These layers process input images to perform tasks such as detecting weeds,
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identifying diseases on leaves, or counting fruits and vegetables. Starting from
a raw input image, the network extracts features and learns which of these
features are most distinctive to produce the desired output.

The foundation of deep learning networks and one of the most widely
used architectures is the Convolutional Neural Network (CNN). Its general
structure, including CNN layers, is illustrated in Figure 3. For instance, the
classification of an apricot image as high or low quality using a CNN network
is demonstrated. A basic CNN architecture typically includes a convolutional
layer, a pooling layer for dimensionality reduction, a flattening layer for pro-
cessing two-dimensional data, followed by a fully connected layer, and finally,
a classification layer (e.g., good, poor, etc.) to process the input image (Oth-
man et al., 2023; Karim et al., 2024).

| @ @
vellng el || ® Q:
N

Convolution Fully
Input Image Pooling Layer Flatten Connected Output
Layer Layer

Figure 3. General structure of a CNN

3. Applications of Computer Vision

The use of advanced technologies in agriculture is inevitable in order to
increase productivity. Artificial Intelligence (AI) in agriculture enables more
informed decision-making regarding issues such as labor, water usage, and cli-
mate change by transforming agricultural processes. Especially with the inc-
reasing volume of data, access to big data makes decision-making easier. This
technology is widely used in various areas of agriculture.

A summary of publications related to the use of computer vision in Al
applications in agriculture is presented in Table 1. The tasks carried out are
categorized into soil analysis, plant species identification and detection, dise-
ase diagnosis and detection, quality analysis, and yield prediction. Computer
vision is utilized within these categories in agriculture.

In soil analysis, information extraction from images is used for classifica-
tion tasks. Features such as soil texture, moisture, and pH value are conside-
red. Studies in this group focus on various soil types (e.g., Red Soil, Alluvial
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Soil, Forest Soil, Saline Soil, Regur Soil, Desert/Arid Soil, Sub-mountain Soil,
Swamp/Peaty Soil, Laterite Soil, Snow-covered Areas). Additionally, studies
using spectral databases such as the Land Use/Land Cover Area Frame Sur-
vey (LUCAS) (Téth, G., Jones, A., & Montanarella, L., 2013) are also available.
Unmanned Aerial Vehicles (UAVs) and Unmanned Ground Vehicles (UGVs),
along with artificial satellites such as the European Sentinel-2 System, the Ra-
pidEye constellation, the GeoEye-1 system, and WorldView-3, as well as mul-
tispectral satellite data sources like Landsat 8, enable the collection of valuable
data (Liu et al., 2020). A summary of studies related to soil analysis is presented
in Table 1.
Table 1. Soil Analysis Studies

Topic Techniques Used References
Subsurface Soil Gray Level Co-occurrence Matrix Khomiak, O.,
Characterization (GLCM) Benndorf, J., &

Verbeek, G., 2024
Prediction of Organic Image and spectral feature fusion for Lietal, 2024
Matter Content in Soil multi-CNN
Soil Analysis in Western CNN, ANN, SVM, RE and KNN Azadnia et al,, 2022
Azerbaijan

Soil Type Analysis from Deep Convolutional Neural Networks Zhong et al., 2021
LUCAS Database (DCNN)

Spatial Variability of Soil Partial Least Squares Regression (PLSR) ~ Pechanec et al.,

Nitrogen Content 2021
Prediction of Organic Discrete Wavelet Transform (DWT) + Meng et al., 2020
Carbon in Soil using Random Forest (RF), Support Vector
Hyperspectral Satellite Data Machine (SVM), and Backpropagation
Neural Network (BPNN)

Plant species recognition and detection, along with weed detection, help
identify harmful or unwanted plants. Disease diagnosis and detection are cru-
cial for sustainable agriculture. Early disease detection enables corrective ac-
tions to improve crop productivity. Computer vision technologies automate
these processes, providing fast and efficient management. Publicly accessible
datasets, such as TurkeyPlantDataset, PlantDoc, and datasets for crops like
strawberries and rice, are available for these tasks (Shafik et al., 2023; Singh et
al., 2020; Nie et al., 2019; Ramesh, S., & Vydeki, D., 2020).

Some studies in the category of plant species recognition, detection, and
disease diagnosis are summarized in Table 2.
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Table 2. Plant Species Recognition, Detection, and Disease Diagnosis Studies

Topic Techniques Used

References

Tomato Disease Image Recognition Data-efficient image transformers
(DeiT) + Exponential Moving

Sun et al., 2025

Average (EMA)
Plant Disease Recognition RGB, HSL, HSV, LAB, LUV, XYZ, Nain et al., 2024
YUV color spaces + CNN
Corn Plant Detection YOLOV5 Luetal, 2024
Rice Leaf Disease Detection CNN Kulkarni, P, &

Shastri, S., 2024

Plant Image Classification (fruits, CNN
vegetables, flowers, trees, etc. and
their leaves)

Batchuluun et al.,
2022

Corn Leaf Disease Detection Multi-axis Vision Transformer
(MaxViT)

Pacal, L., 2024

Coffee Leaf Disease Recognition CoffeeNet: CenterNet with spatial-
channel attention

Nawaz et al., 2024

Seed quality analysis is fundamental to improving agricultural produc-
tivity. High-quality seeds lead to higher crop yields. When classifying seeds
based on quality, features like color, shape, and texture are considered. Auto-

mating this process using computer vision is important.

Some studies related to seed quality analysis are summarized in Table 3.

Table 3. Seed Quality Analysis Studies

Topic Techniques Used References
Crack Detection in YOLOvS Chen et al., 2024
Corn Seeds
Feature Extraction Morphological, texture, and color features + RF ~ Loddo et al,,
and Classification of 2023

Seed Images

Selection of High- Three color features (R, a*, brightness), width,
Quality Pepper Seeds  length, reflected area, and single core density and
weight + Multilayer Perceptron (MLP)

TU etal., 2018

Internal Quality Terahertz Imaging Model (CS-IRE) = Jin-li et al., 2024
Detection of Seeds Compressed Sensing (CS) + Improved Real

ESRGAN (IRE)
Internal Quality X-ray Data Processing Approach (X-Robustifier) Hamdy et al.,
Detection of Sugar 2024

Beet and Fava Bean
Seeds
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Rice Seed
Classification

CNN

Wibowo et al.,
2024

Classification of Corn
Seed Varieties

Conventional feature extraction + CNN +
Artificial Neural Network (ANN), Cubic SVM,
Quadratic SVM, K-Nearest Neighbor (KNN),
Boosted Tree, Bagged Tree, Linear Discriminant

Analysis (LDA)

Javanmardi et al.,
2021

Yield prediction studies help farmers anticipate outcomes and make in-
formed decisions or plan accordingly. Yield forecasting affects not only far-
mers but also government food trade planning. Some studies related to yield
prediction are summarized in Table 4.

Table 4. Yield Prediction Studies

Topic

Techniques Used

References

Rice Yield Prediction

RaNN: Random Forest + Multilayer

Feedforward Neural Network

Lingwal et al.,
2024

Corn Grain Yield Prediction

High Spatial-Temporal Resolution
Imaging + RE, Linear Regression (LR)

Killeen et al., 2024

Blueberry Maturity Stage
Detection and Yield Prediction

YOLOv4

MacEachern et
al., 2023

Apple Orchard Production
Forecasting

Deep Simple Online Realtime
(DeepSORT)

Villacrés et al.,
2023

Wheat Yield Prediction

SVM, Deep Neural Network (DNN),

Ridge Regression (RR), RF

Fei et al., 2023

Citrus Yield Prediction

Faster R-CNN, LSTM

Apolo-Apolo et
al.,, 2020

Corn Yield Prediction

CNN, Recurrent Neural Network
(RNN)

Sun et al., 2020

Chestnut Fruit Detection,
Counting, and Yield Prediction

YOLOv4

Arakawa et al.,
2024

4. Challenges and Future Prospects

The shift towards Al-driven technologies in agriculture is aimed at inc-
reasing production and sustainability. Computer vision plays a vital role in
this transformation. By using image-based tools in agriculture, both cost and
time can be saved in processes where decisions are made automatically. Most
importantly, this contributes to increased productivity and sustainability in
agriculture. However, several challenges need to be addressed for successful

implementation.

« Image Quality: The first requirement for working with images and pro-
ducing image-based results is that the image quality must be high. It is essen-
tial that the image production process is minimally affected by lighting condi-



92 - Zehra YUCEL

tions and weather factors.

« Insufficient Standardized Datasets: The lack of large, standardized data-
sets negatively impacts progress in this field.

« Challenging Agricultural Conditions: Difficult conditions in agricultural

fields can result in misleading image data, which may affect the final outcomes.

« Data Insufficiency: The lack of sufficient data can hinder the extraction
of accurate information during training or feature extraction from images.

» Model generalization: A model that is trained on one crop should yield
results that are comparable to those of other crops; this is known as model
generalization.

« Insufficient Interdisciplinarity: The advancement of computer science
and agriculture is impeded by the absence of interdisciplinarity.

o Costly Real-Time Systems: Real-time systems are expensive, and solving
the issues mentioned will produce better outcomes.

The process of digital transformation in agriculture relies heavily on the
physical, economic, legal, and infrastructural support provided by govern-
ments. At the same time, overcoming these challenges requires significant ef-
fort from farmers. Farmers must not remain distant from these technologies;
instead, they should be equipped with the necessary skills through well-struc-
tured education and training programs, such as digital literacy courses, agricul-
tural technology centers, and incentive schemes. Moreover, the collaboration
between farmers and companies is a crucial driver for advancing digitalization
in agriculture. For instance, initiatives like digital cooperatives or partnerships
with technology providers can play a transformative role.

In the field of artificial intelligence (AI) in agriculture, computer vision
holds important position and is expected to maintain its significance in the
future. Therefore, addressing the challenges to maximize the potential of com-
puter vision in agriculture is of utmost importance. Continued research and
development in this area can bring us closer to solving critical future issues,
such as hunger and food scarcity. A productive, sustainable, and food-secure
agricultural model for the future can be realized through the effective integra-
tion of these technologies.
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