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1. Introduction 
 
      Fish populations are an important part of marine ecosystems, and 
any violation of fish populations is directly affecting marine ecosystems 
and their resilience. Since fish populations are a vital source of food for 
the human population worldwide, their harvesting strategies are very 
important for both sustainable fisheries and resilient ecosystems. 
Therefore, sustainable harvesting strategies are essential for both fish 
stocks and the ecosystem they are in. Unfortunately, due to wrong 
strategies in the management of fisheries, many fish stocks have been 
suffering from overfishing. 
 
      Overfishing is one of the biggest threats to sustainable fisheries and 
marine ecosystems, most fisheries have been overexploited or have 
already collapsed worldwide. There are many reasons for overfishing, 
and major ones are (1) illegal and unregulated fishing, (2) lack of 
sustainable harvesting strategies, (3) its economic value and increasing 
demand for food, (4) having no governmental rule, law, or strategy for 
open access fisheries, and so on. Due to such reasons, fish are harvested 
more than they can replenish their size by natural reproduction. 

      In the chapter, I will focus on sustainable harvesting strategies to 
address at least one of the problems causing overfishing. There has been 
some work investigating different techniques for sustainable harvesting, 
such as seasonal fishery (Charles [2011]; Ben-Hasan et al. [2019]; 
Kvamsdal et al. [2019]). In seasonal fishery, fishing is forbidden in 
reproduction periods of fish populations. Thus, fish populations are 
harvested after the reproduction periods. This strategy not only lets fish 
populations replenish their size and reproduce more fish for the next 
fishing season, but also reduces the cost of fishing. No-take marine 
reserves (protected areas) are another strategy for sustainable harvesting  
(Revenga and Badalamenti [2008]; Garcia et al., [2014]; Öztürk et al., 
[2017]).  In this strategy, protected areas serve as a source of new 
individuals for fish stocks and compensate for the overfishing occurring 
outside of protected areas. Another strategy for sustainable fishery is 
ecosystem-based fishery management (Pikitch et al. [2004]; Fletcher et al. 
[2010]; Fulton et al. [2014]). In this strategy, the food web of target fish 
plays the main role in the fate of target fish for sustainable harvesting.  

      Having these three most known techniques in mind for a sustainable 
fishery, I will focus on a more complete and general technique for 
sustainable fisheries, which is using optimal control theory together with 
food chain models. This technique not only offers optimal and the most 
profitable harvesting strategies for fish stocks but also helps to investigate 
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the effect of fishery on ecosystems. In many cases, no-take marine reserve 
areas are natural results of the optimal control application in fishery 
management (Neubert [2003]; Joshi et al. [2009]; Moberg et al. [2015]; 
Kelly Jr et al. [2019]). The optimal control technique is also able to capture 
seasonal harvesting if it is the optimal strategy (Demir and Lenhart [2021]). 
Thus, with this technique, we can capture more appropriate optimal 
strategies for any fishery.  Besides these, including food chains in the 
optimal control technique gives us more complete optimal strategies since 
we also consider food chains in the ecosystem. Aquatic ecosystems are 
very complex in terms of predator-prey relationships and such 
relationships should be taken into consideration in a harvesting strategy 
(Grishin et al. [2007]). 

      Thus, this new technique, using optimal control tools with a food chain 
modeling framework is more general since it considers the other three 
techniques.  In the next sections, I will first introduce optimal control 
theory and then discuss the benefits of using optimal control theory 
together with the food chain modeling framework. 

2. Definition of Optimal Control Theory 

     Optimal Control Theory (OCT) is a modern approach to control 
dynamic systems, and it has been commonly used in many areas including 
robotics, aircraft, bioengineering, economics, and control of biological and 
ecological systems. OCT helps to control and manipulate a dynamical 
system to maximize or minimize a desired goal by changing the behavior 
of the dynamical system. In the chapter, OCT will be applied to ordinary 
differential equations and partial differential equations. Therefore, I will 
introduce OCT on ODEs and PDEs in this section, and then discuss the 
benefits of using OCT in the next section.  

2.1 Optimal Control for ODE Systems  

     Application of OCT with ODE systems developed by Lev Semenovic 
Pontryagin, and his work resulted in Pontryagin’s Maximum Principle, for 
the optimal control of finite-dimensional problems. As an illustration of 
Pontryagin’s Maximum Principle, the following problem is considered 
(Pontryagin et al. [1986]). Given a piecewise continuous control function 
ℎ(𝑡𝑡), there is an associated continuous and piecewise differentiable state 
𝑥𝑥(𝑡𝑡),  defined on [𝑡𝑡0, 𝑡𝑡1], a finite time interval, that solves 

                    𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 𝑔𝑔(𝑡𝑡, 𝑥𝑥(𝑡𝑡), ℎ(𝑡𝑡))               (state equation) 
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with the initial condition,  𝑥𝑥(𝑡𝑡0) = 𝑥𝑥0.  The main goal is to find the control, 
ℎ∗ that maximizes the objective functional: 

     𝐽𝐽(ℎ∗) = max
ℎ

 𝐽𝐽(ℎ) =  max
ℎ

∫ 𝑓𝑓(𝑡𝑡, 𝑥𝑥(𝑡𝑡), ℎ(𝑡𝑡))𝑑𝑑𝑑𝑑.𝑡𝑡1
𝑡𝑡0                  (2.1) 

     If the control, ℎ∗(𝑡𝑡) is an optimal for the system in Eq. 2.1 together with 
its corresponding state, 𝑥𝑥∗(𝑡𝑡), then it is necessary that there exists a 
differentiable adjoint function, 𝜆𝜆  and for all 𝑡𝑡 ∈ [𝑡𝑡0, 𝑡𝑡1] , 𝜆𝜆(𝑡𝑡) ≠ 0 and 
satisfies the following condition for all controls (Pontryagin et al. [1986]):   

𝐻𝐻(𝑡𝑡, 𝑥𝑥∗(𝑡𝑡), ℎ(𝑡𝑡), 𝜆𝜆(𝑡𝑡)) ≤ 𝐻𝐻(𝑡𝑡, 𝑥𝑥∗(𝑡𝑡), ℎ∗(𝑡𝑡), 𝜆𝜆(𝑡𝑡)), 

where H is called as Hamiltonian and defined as follow 

𝐻𝐻(𝑡𝑡, 𝑥𝑥(𝑡𝑡), ℎ(𝑡𝑡), 𝜆𝜆(𝑡𝑡)) =  𝑓𝑓(𝑡𝑡, 𝑥𝑥(𝑡𝑡), ℎ(𝑡𝑡)) +  𝜆𝜆𝑔𝑔(𝑡𝑡, 𝑥𝑥(𝑡𝑡), ℎ(𝑡𝑡)), 

and 𝜆𝜆(𝑡𝑡) satisfies the following conditions  

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = −𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕   (adjoint equation) and  𝜆𝜆(𝑡𝑡1) = 0  (transversality condition). 

 

 2.2 Optimal Control for PDE Systems  

     The theory of optimal control for PDEs was developed by Lions [1971]. 
Although some similarities exist with Pontryagin’s Maximum Principle 
generalized for ODEs, there is no straightforward generalization of 
Pontryagin’s Maximum Principle to PDEs. See the book by Li and Yong 
[1995] for some applicable cases of Maximum Principles for PDEs. To 
obtain optimality systems for PDEs, the following steps are considered for 
an optimal control problem with a PDE (Lenhart and Workman [2007] and 
Hackbusch [1978]):  

1. Build up a PDE in a weak solution space with a control in a specified set 
and an objective functional and provide the existence of an optimal control.  

2. Derive the necessary conditions as follows, need to differentiate the 
maps:   ℎ (control) → 𝐽𝐽(ℎ) (Objective functional) as well as ℎ (control) → 
𝑥𝑥(ℎ) (state) in the following weak convergence sense,  

𝑥𝑥(ℎ+𝜀𝜀𝜀𝜀)−𝑥𝑥(ℎ)
𝜀𝜀  

   𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤   
→       𝜓𝜓        as   𝜀𝜀 ⟶  0 
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where for all ℎ ∈ A (Admissible class for control variables) and l ∈ L∞ 
such that (h + εl) ∈ A, and we call ψ as the“sensitivity” function.  

3. The “sensitivity” function is the directional derivative of the control-to-
state map. The sensitivity function solves a PDE, which is the linearized 
version of the state PDE.  

4. By using the operator associated with the sensitivity PDE, obtain the 
adjoint operator associated with the adjoint PDE together with boundary 
conditions and transversality conditions.  

5. Then, differentiate the objective functional J(h) with respect to the 
control, h at the optimal control.  

6. Finally, use the adjoint PDE and the sensitivity PDE in this derivative 
of J to obtain the explicit characterization of optimal control.  

3. Applications of Optimal Control Theory for Sustainable Fishery 

     In this section, optimal control theory is applied to ODEs or PDEs.  I 
first discussed that marine protected areas and seasonal fisheries are  
natural results of optimal control, and then roughly went through how to 
obtain an optimality system for a food chain model and discussed the 
benefits of using food chain models in optimal control applications. Note 
that in this study, I present and discuss some of my previous works and 
some other works done related to sustainable fisheries and then discuss 
these techniques used in these studies and then showed that food chain 
modeling frameworks coupled with optimal control theory is the more 
complete and general one. 

3.1 Marine Protected Areas and Optimal Control 

     In this subsection, I will re-visit the works done by Neubert [2003] and 
H.R. Joshi et al. [2008]. These studies investigate marine reserve areas at 
equilibrium to come up with sustainable optimal policies and derive the 
yield-maximizing spatial harvesting strategy in a spatially explicit model 
in which no reserves are imposed.  Let’s start with the work proposed by 
Neubert [2003].  The fishery model used in this study is given as  

          𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 = 𝑟𝑟𝑟𝑟 (1 − 𝑁𝑁

𝐾𝐾) + 𝐷𝐷 𝜕𝜕2𝑁𝑁
𝜕𝜕𝑋𝑋2 − 𝑞𝑞𝑞𝑞(𝑋𝑋)𝑁𝑁                                    (3.1) 
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with boundary condition  𝑁𝑁(0, 𝑇𝑇) = 𝑁𝑁(𝐿𝐿, 𝑇𝑇) = 0  for 0 < 𝑋𝑋 < 𝐿𝐿. Where 
𝑁𝑁(𝑋𝑋, 𝑇𝑇) is the population density of the fish stock at location 𝑋𝑋 and time 
𝑇𝑇.  Considering the fish stock at equilibrium that implies 𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕 = 0⁄ , 
then Eq. 3.1 can be rewritten as 

         𝐷𝐷 𝜕𝜕2𝑁𝑁
𝜕𝜕𝑋𝑋2 = −𝑟𝑟𝑟𝑟 (1 − 𝑁𝑁

𝐾𝐾) + 𝑞𝑞𝐸𝐸(𝑋𝑋)𝑁𝑁                                             (3.2)  

with 𝑁𝑁(0) = 𝑁𝑁(𝐿𝐿) = 0.   

The equilibrium yield is then given by the integral  

      𝑌𝑌[𝑁𝑁(𝑋𝑋), 𝐸𝐸(𝑋𝑋)] = ∫ 𝑞𝑞𝑞𝑞(𝑋𝑋)𝑁𝑁(𝑋𝑋)𝑑𝑑𝑑𝑑𝐿𝐿
0           with  0 ≤ 𝐸𝐸(𝑋𝑋) ≤ 𝐸𝐸𝑚𝑚𝑚𝑚𝑚𝑚.  

       Neubert first reduced the second-order ordinary differential equation 
(ODE) given in Eq. 3.1 to a system of first-order differential equations and 
then applied Pontryagin’s Maximum Principle (Neubert [2003]). After that 
he obtained adjoint equations and the characterized optimal control, 𝐸𝐸(𝑋𝑋). 
Since this optimal control is obtained in the dynamical system at 
equilibrium, the optimal harvesting strategy also will be sustainable if the 
equilibrium point is stable. He investigated solutions of the optimal control 
problem for different lengths of a habitat. When the given fish density was 
low, then most of the habitat was reserved as no-take marine reserve areas 
and a small portion of coastal areas are considered as harvesting areas. 
When a fish density is large enough but still it is below ½ of its maximum 
density at a larger habitat, then the harvesting areas are larger in coastal 
areas, but optimal control theory still offers no-take marine reserve areas 
in the center of the habitat.  

      Let’s visit another work done by H.R. Joshi et al. [2008]. This study is 
an extension of Neubert [2003] by including advection. The assumption of 
equilibrium is relaxed and replaced with maximizing the present value of 
yield over a finite time horizon. Since this new fishery model is a system 
of PDEs with advection and diffusion, there is no full generalization of 
Pontryagin’s maximum principle for the control of partial differential 
equation (PDE) systems.  Therefore, they need to prove the existence of an 
optimal control and develop the necessary conditions for optimality from 
scratch (see H.R. Joshi et al. [2008]). I will not cover the process of 
obtaining the optimality system since it is out of the scope of the study, 
authors simply follow the steps given in subsection 2.2, instead, I will focus 
on some results of the study.  
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      Rather than investigating the effect of habitat length as considered in 
Neubert [2003], authors in H.R. Joshi et al. [2008]) investigated the effect 
of the time horizon on the optimal harvest rates and showed that no-take 
marine reserve areas (marine protected areas) are a natural result of optimal 
control, especially for a long-term fishery.   

      Thus, the results of these both studies show that marine protected areas 
are natural results of optimal controls, and the characterized optimal 
controls not only provide marine protected areas but also offer a 
sustainable harvesting policy since analyses are made at equilibrium or for 
a long term.  

3.2 Optimal Control applied to a Food Chain Model 

     Now, I will focus on another valuable benefit of optimal control when 
applied to food chain models. There are many studies for harvesting fish 
stocks using a single equation (Hilborn [1992]; Skern-Mauritzen [2016]), 
which ignores the dynamics of ecosystems by excluding predator-prey 
relations and their effects on fisheries. Using a single equation may not 
represent the biological system well enough for modeling sustainable 
fishery management (Lauck et al. [1998]; Gwaltney et al. [2004]). 
Therefore, food chain models that are included the interaction of key 
species become an increasingly useful method for sustainable fisheries 
(Chaudhuri and Ray [1996]; Kar and Chaudhuri [2004], Hoekstra and Van 
den Bergh [2005]).  

     In this subsection, I will share some results of my published work 
(Demir and Lenhart [2020]). This study investigates the benefits of using 
a food chain model in fishery management, by comparing the results of the 
food chain model with a single species model. We first introduced the 
models and obtained their optimality systems that are consisting of state 
equations, adjoint equations, and the characterization of optimal control. 
After that, we made a stability analysis for the equilibrium point that all 
the species co-exist and obtained an upper bound for sustainable 
harvesting. 

Food chain model: 

     A food chain model is utilized with three trophic levels, which are the 
key species representing the general behavior of a food web in the Black 
Sea. A, P, and Z stand for the Black Sea anchovy, jellyfish, and 
zooplankton biomasses, respectively. For a given control, h, the 
corresponding state variables, A(h), P(h), and Z(h) satisfy the state system 
given below:  
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                   𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 𝑟𝑟1 𝐴𝐴 (1 − 𝐴𝐴

𝐾𝐾1
) +  𝑚𝑚0𝐴𝐴𝐴𝐴 −  𝑚𝑚1𝑃𝑃𝑃𝑃 − ℎ𝐴𝐴, 

                   𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 𝑟𝑟2 𝑃𝑃 (1 − 𝑃𝑃

𝐾𝐾2
) +  𝑚𝑚2𝑃𝑃𝑃𝑃 +  𝑚𝑚3𝑃𝑃𝑃𝑃 − 𝑚𝑚6𝑃𝑃,               (3.3) 

                   𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 𝑟𝑟3 𝑍𝑍 (1 − 𝑍𝑍

𝐾𝐾3
) +  𝑚𝑚4𝐴𝐴𝐴𝐴 −  𝑚𝑚5𝑃𝑃𝑃𝑃 

with the initial conditions:  

        𝐴𝐴(0) = 𝐴𝐴0, 𝑃𝑃(0) = 𝑃𝑃0,  and 𝑍𝑍(0) = 𝑍𝑍0,                                  (3.4) 

where all the coefficients and initial conditions are positive and bounded 
(for details, see Demir and Lenhart [2020]). The coefficients 𝑚𝑚0, 𝑚𝑚1, 𝑚𝑚2, 
𝑚𝑚3, 𝑚𝑚4, 𝑚𝑚5, and 𝑚𝑚6 denote interaction terms between the species. The 
Black Sea anchovy harvest term, h(t)A(t), is proportional to the anchovy 
biomass and the harvest rate, h(t), which represents the amount of anchovy 
biomass taken from the system at time t.  The objective functional for 
systems (3.3) and (3.4) is 

𝐽𝐽(ℎ) = ∫ 𝑒𝑒−𝛼𝛼𝛼𝛼(phA − (𝜇𝜇1 + 𝜇𝜇2h)h)𝑑𝑑𝑑𝑑
𝑇𝑇

0
 

                                      = ∫ 𝑒𝑒−𝛼𝛼𝛼𝛼(phA − 𝜇𝜇1h − 𝜇𝜇2ℎ2)dt
Ω

,                       (3.5) 

where Ω is the union of time intervals as Ω = ⋃ [𝑎𝑎𝑖𝑖, 𝑏𝑏𝑖𝑖]𝑛𝑛
𝑖𝑖=1  with n denoting 

the number of years, the interval [𝑎𝑎𝑖𝑖, 𝑏𝑏𝑖𝑖] represents the fishery season in 
year i = 1, 2, . . ., n.  Thus, we have seasonal fishery on the set [0, T], and 
the control, h, is zero on the set [0, 𝑇𝑇] ∖ Ω.  J (h) is the discounted net profit 
value of the Black Sea anchovy fishing, h is the harvest rate (the control 
variable), and e−αt denotes the discount rate with interest rate α. The term 
e−αtphA represents the revenue of the fishery with price p, and the term 
e−αt(𝜇𝜇1 + 𝜇𝜇2h)h represents the cost of the fishery. This cost term is 
nonlinear in h, but the coefficient 𝜇𝜇2 is taken small enough to have a small 
effect on numerical calculations.  

     Next, we state our necessary conditions for optimal control using 
Pontryagin’s Maximum Principle (Pontryagin et al. [1967]) and see the 
proof of the optimality system (Demir [2019]). The optimality system 
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consists of the state system, the adjoint system, and the characterization of 
the optimal control, h∗, is given in the following form:  

State System: 

                             𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 𝑟𝑟1 𝐴𝐴 (1 − 𝐴𝐴

𝐾𝐾1
) +  𝑚𝑚0𝐴𝐴𝐴𝐴 −  𝑚𝑚1𝑃𝑃𝑃𝑃 − ℎ𝐴𝐴, 

                             𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 𝑟𝑟2 𝑃𝑃 (1 − 𝑃𝑃

𝐾𝐾2
) +  𝑚𝑚2𝑃𝑃𝑃𝑃 +  𝑚𝑚3𝑃𝑃𝑃𝑃 − 𝑚𝑚6𝑃𝑃,         

                             𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 𝑟𝑟3 𝑍𝑍 (1 − 𝑍𝑍

𝐾𝐾3
) +  𝑚𝑚4𝐴𝐴𝐴𝐴 −  𝑚𝑚5𝑃𝑃 

Adjoint System: 

𝑑𝑑𝜆𝜆𝐴𝐴
𝑑𝑑𝑑𝑑 = −(𝑒𝑒−𝛼𝛼𝛼𝛼ℎ + 𝜆𝜆𝐴𝐴 [𝑟𝑟1 − 2𝑟𝑟1

𝐾𝐾1
𝐴𝐴∗ + 𝑚𝑚0 𝑍𝑍∗ − 𝑚𝑚1 𝑃𝑃∗ − ℎ] + 𝑚𝑚2 𝜆𝜆𝑃𝑃𝑃𝑃∗

− 𝑚𝑚4 𝜆𝜆𝑍𝑍𝑍𝑍∗) 

𝑑𝑑𝜆𝜆𝑃𝑃
𝑑𝑑𝑑𝑑 = −( −𝑚𝑚1 𝜆𝜆𝐴𝐴𝐴𝐴∗ + 𝜆𝜆𝑃𝑃 [𝑟𝑟2 − 2𝑟𝑟2

𝐾𝐾2
𝑃𝑃∗ + 𝑚𝑚2 𝐴𝐴∗ + 𝑚𝑚3 𝑍𝑍∗ − 𝑚𝑚6]

− 𝑚𝑚5 𝜆𝜆𝑍𝑍𝑍𝑍∗) 

 𝑑𝑑𝜆𝜆𝑍𝑍
𝑑𝑑𝑑𝑑 = −( −𝑚𝑚0 𝜆𝜆𝐴𝐴𝐴𝐴∗ + 𝑚𝑚3 𝜆𝜆𝑃𝑃𝑃𝑃∗ + 𝜆𝜆𝑍𝑍 [𝑟𝑟3 − 2𝑟𝑟3

𝐾𝐾3
𝑍𝑍∗ − 𝑚𝑚4 𝐴𝐴∗ − 𝑚𝑚5 𝑃𝑃∗]) 

Characterization of the optimal control, ℎ∗ on [0, 𝑇𝑇]:  

                 ℎ∗(𝑡𝑡) = 𝑚𝑚𝑚𝑚𝑚𝑚 {𝑀𝑀, 𝑚𝑚𝑚𝑚𝑚𝑚 {0, 𝐴𝐴∗(1 − 𝑒𝑒−𝛼𝛼𝛼𝛼𝜆𝜆𝐴𝐴
∗ ) − 𝜇𝜇1

2𝜇𝜇2
}} 

together with the initial conditions:  

                     𝐴𝐴∗(0) = 𝐴𝐴0, 𝑃𝑃∗(0) = 𝑃𝑃0,  and  𝑍𝑍∗(0) = 𝑍𝑍0,        

and the transversality conditions at the final time:  

                              𝜆𝜆𝐴𝐴(𝑇𝑇) = 0, 𝜆𝜆𝑝𝑝(𝑇𝑇) = 0, and 𝜆𝜆𝑍𝑍(𝑇𝑇) = 0.                                              
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     Our optimality system consists of the state system, the adjoint system, 
and the characterization of the optimal control, h*. Since the adjoint system 
is linear in 𝜆𝜆𝐴𝐴, 𝜆𝜆𝑃𝑃, and 𝜆𝜆𝑍𝑍  with bounded coefficients, the solutions are 
bounded for all t ∈ [0, T]. Therefore, solutions of our optimality system are 
bounded for all t ∈ [0, T]. Such bounds give the existence and uniqueness 
of the optimality system for sufficiently small final time T together with 
bounded coefficients, initial conditions, and transversality conditions 
(Fister et al. [1998]), which implies the uniqueness of the optimal control.  

Single Species Model: 

     Let’s now present the single-species model. For a given control h, the 
corresponding state variables, A(h), satisfies the following state equation:  

                           𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 𝑟𝑟 𝐴𝐴 (1 − 𝐴𝐴

𝐾𝐾) − ℎ𝐴𝐴,                                          (3.6) 

with initial condition 𝐴𝐴(0) = 𝐴𝐴0.  Thus, the optimal control problem for 
the single species model becomes  

𝐽𝐽(ℎ) = ∫ 𝑒𝑒−𝛼𝛼𝛼𝛼(phA − 𝜇𝜇1h − 𝜇𝜇2ℎ2)dt
Ω

 

subject to Eq. 3.6. After that optimal control of models are obtained for the 
single species model and food chain model and applied for 5 years to 
contrast model results. This comparison shows that the single species 
model estimates higher biomass for anchovy as compared with that in the 
food chain model (see Figure 1). This is due to ignoring interactions 
between species in the single‐species model. Note that we obtained Figure 
1 by applying harvesting strategies and then obtained these dynamics. In 
this way, we can see the estimate of fish stocks for the long term after 
applying any harvesting strategy.   

     This study indicated that the single‐species model overestimates the 
landing by 15% and the net profit by 18%. If decision-makers of this fisher 
used the outcomes of the single‐species model for the management of the 
Black Sea anchovy, then they would take out more fish from the system 
depending on the optimal harvesting strategy in the single‐species model, 
which could result in more stress on the anchovy stock and even might 
cause a collapse of this anchovy fishery. Thus, managers who use a 
simplistic modeling framework may end up falling short of their projected 
harvest and profit levels. This study also shows that we can track the effect 
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of the fishery by investigating the predicted dynamic of a targeted fishery 
for the long term as we did in Figure 1.  

 

 
Figure 1. Left plot: Biomass of the Black Sea anchovy obtained from the 
single‐species model. Right plot: Biomass of the Black Sea anchovy 
obtained from the food chain model (Demir and Lenhart [2020].  
 

3.3 Seasonal Fishery and Optimal Control 

     The seasonal fishery is one of the well-known strategies in fishery 
management and it has a direct impact on the sustainability of a fishery. 
For example, if fish are being harvested during their reproduction seasons, 
stocks could diminish and become less productive for upcoming seasons.  
 
 

 
Figure 2. Optimal harvesting rate applied for 9 months with different 
initials of fish stock.  In black areas harvesting is zero and in white areas 
harvesting is not zero (Demir and Lenhart [2021]).  
Therefore, fishing is forbidden in the reproduction periods of fish 
populations in seasonal fisheries. This strategy not only lets fish 
populations replenish their size and reproduce more fish for upcoming 
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fishing seasons, but also reduces the cost of the fishery. Optimal control 
theory can also capture such seasonality and the times when fish are at 
peak harvest and most abundant. I will revisit one of my recent works 
(Demir and Lenhart [2021]). In this study, the ODE system (Demir and 
Lenhart [2020]) is extended to a PDE system by including advection (from 
left to right) and diffusion to be able to capture spatial features of the Black 
Sea anchovy. As we investigate spatial features of the anchovy fishery, we 
also showed that seasonality is a natural result of optimal control (see 
Figures 2 and 3). As it can be seen from Figures 2 and 3, the characterized 
optimal control for this fishery does not suggest any harvesting from month 
1 to month 6 and then starts harvesting the fish stock in the last 3 months. 
This result indicates how valuable optimal control theory is for sustainable 
fisheries.  
 
 

 
Figure 3. Optimal harvesting rate applied for 9 months with different costs 
of harvesting.  In black areas harvesting is zero and in white areas 
harvesting is not zero (Demir and Lenhart [2021]).  

4. Conclusion 

     In this chapter, we see that optimal control theory (1) offers sustainable 
and optimal harvesting strategies, (2) captures marine protected areas and 
seasonal fisheries if these cases are optimal, (3) provides the maximum 
profit and landing via objective functionals, (4) can provide maximum 
sustainable harvesting strategies at (coexistence) equilibrium, (5) can be 
coupled with food chain models for more realistic, accurate and trackable 
harvesting strategies.     
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1. Introduction  
 
Magnetism in  amorphous RE-TM ( Rare Earth-Transition Metals) thin 
films have been widely investigated due to their macroscopic physical 
properties such as remarkable structural, mechanical and thermal 
characteristics which arise from the intrinsic of the material. RE-TM alloys 
usually present perpendicular magnetic anisotropy and, when they are 
prepared in the form of thin films, they show periodic magnetic domain 
above a certain critical thickness, with lateral dimensions in the range of a 
few hundred nanometers [1-4]. Several methods were used to determine 
the first- and second-order anisotropy constants which successfully applied 
on intermetallic crystals[5] and magnetic thin films [6].  
 
Recently, Alvarez-Prado et al. [7] have determined the anisotropy 
contributions in the second-order approximation in amorphous Nd-Co thin 
films by micromagnetic simulations so that these films exhibit stripe 
shaped periodic magnetic domains with local out-of-plane magnetization 
components due to their perpendicular magnetic anisotropy. They have 
observed that the first- and second-order anisotropy constants, 𝐾𝐾1 and 𝐾𝐾2 
respectively, must be used to properly describe the variation of the stripe 
domains with the in-plane applied field. Their method shows that an 
accurate description of magnetic anisotropy in Nd-Co amorphous films 
requires including the second-order anisotropy constant, 𝐾𝐾2, despite being 
one order of magnitude smaller than 𝐾𝐾1. The second-order anisotropy 𝐾𝐾2 
plays a crucial role in the magnetic behaviour, resulting in magnetization 
of ultrathin magnetic films [8]. Theoretical models should take into 
account especially by considering the role of finite-size walls [9].      
 
It is of interest to look at the magnetostatic solution for the total energy of 
the stripe pattern for well-separated walls in in-plane applied magnetic 
field, 𝐻𝐻, by considering anisotropies in the second-order approximation. In 
the present study, we would like, however, to consider the magnetization 
process and also compare the results with experimental observations at low 
and room temperatures. 
 
2. Calculations and discussion 
 
In this study the film is taken as an infinite slab parallel to the 𝑥𝑥 − 𝑦𝑦 plane 
with thickness 𝐿𝐿 along the 𝑧𝑧 coordinate. We assume a stripe configuration 
of walls which is the equilibrium configuration for the continuum model 
[10,11]. We consider only the situation in which the domain walls are 
sufficiently widely separated for the interactions between walls to be 
neglected. The dipolar energy depends on the value of the perpendicular 
magnetization in the film. The average perpendicular magnetization will 
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vanish over the region of the wall and this effect causes strong changes in 
the dipolar energy. Since our theory is valid only for well- separated walls 
in which 𝜔𝜔 represents the domain wall width, we use the continuum model 
to calculate the dipolar energy throughout. The quantity 𝜔𝜔 is not constant 
and depends on film parameters, in particular, on the film thickness 𝐿𝐿, as 
well. Given a regular array of stripe pattern and assuming that the finite 
wall width, 𝜔𝜔, is important when compared with the stripe period in which 
the exchange energy would be important. Within these assumptions, the 
total energy of the system is written as [12, 13]: 
  
 𝑈𝑈𝑡𝑡 =  {𝑈𝑈𝑑𝑑 + 𝑈𝑈𝑒𝑒 + 𝑈𝑈𝑎𝑎1} 𝑠𝑠𝑠𝑠𝑠𝑠2𝜃𝜃 +  𝑈𝑈𝑎𝑎2 𝑠𝑠𝑠𝑠𝑠𝑠4𝜃𝜃 −  (𝑈𝑈𝑎𝑎1 +  𝑈𝑈𝑎𝑎2)

+  𝑈𝑈𝑜𝑜 − 𝑈𝑈𝑧𝑧 (1) 

 
where 𝜃𝜃 is the angle between magnetization and normal to the film plane. 
The first term of the curly brackets, which denotes the magnetostatic 
energy, is found by expanding the magnetic potential in a Fourier series 
and matching to the boundary conditions as explained in a previous work 
[11]. For wider domain walls the magnetostatic energy per unit area is 
written as: 
 
 𝑈𝑈𝑑𝑑 =  (2𝜋𝜋𝑀𝑀𝑜𝑜

2 𝑎𝑎𝑜𝑜) 𝑛𝑛𝑙𝑙  [(1 − 4𝜉𝜉
𝜋𝜋2) − 2

𝜋𝜋  𝒩𝒩(𝜉𝜉)(𝑘𝑘𝑎𝑎𝑜𝑜)𝑛𝑛𝑙𝑙] (2) 

 
where 𝑀𝑀𝑜𝑜  is the saturation magnetization, 𝑎𝑎𝑜𝑜 is the lattice spacing, 𝑛𝑛𝑙𝑙 is 
the number of atomic layers, 𝜉𝜉 is defined as 𝜔𝜔 𝐷𝐷⁄  , 𝑘𝑘 = 1 𝐷𝐷⁄  , 𝒩𝒩(𝜉𝜉) =
2𝑃𝑃 + ln (1

𝜉𝜉), and the value of 𝑃𝑃 is obtained from the finite series [11] and 
is 𝑃𝑃 ≅ 0.635. The second term of the curly brackets in Eq. 1 is the 
exchange energy per unit area in the wall and is given by [10] 
 
 

𝑈𝑈𝑒𝑒 =  𝜋𝜋2

2𝜉𝜉  𝐴𝐴
𝑎𝑎𝑜𝑜

 (𝑘𝑘𝑎𝑎𝑜𝑜)2 𝑛𝑛𝑙𝑙 (3) 

 

where 𝐴𝐴 = 2𝐽𝐽𝑆𝑆2
𝑎𝑎𝑜𝑜⁄  , and 2𝐽𝐽𝑆𝑆2 is the interaction energy between the 

nearest neighbours. The third term of the curly brackets in Eq. 1 is the 
anisotropy energy per unit area in the wall which is written as [10,13] 
 
 

𝑈𝑈𝑎𝑎1 =  − 𝐾𝐾𝑠𝑠
1

2  (1 − 4𝜉𝜉
𝜋𝜋2) 𝑛𝑛𝑙𝑙 (4) 

  
where 𝐾𝐾𝑠𝑠

1 = 𝐾𝐾1𝑎𝑎𝑜𝑜 represents the first-order anisotropy energy per unit of 
area. In Eq. 1, 𝑈𝑈𝑎𝑎2 represents the second-order anisotropy energy per unit 
of area which is written as similar to Eq. 4 above in which 𝐾𝐾𝑠𝑠

2 indicates the 
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second-order anisotropy energy per unit of area. In Eq. 1, 𝑈𝑈𝑜𝑜 is anisotropy 
energy independent of the angle and is usually ignored. The last term in 
Eq. (1) corresponds to the Zeeman energy. We first define a normalized 
energy, 𝐸𝐸 =  𝑈𝑈𝑡𝑡

𝐸𝐸𝑜𝑜
  where 𝐸𝐸𝑜𝑜 = 2𝜋𝜋𝑀𝑀𝑜𝑜

2𝑎𝑎𝑜𝑜, and  𝑛𝑛𝑙𝑙 = 𝐿𝐿
𝑎𝑎𝑜𝑜

,  𝑅𝑅 =  𝐴𝐴
𝑎𝑎𝑜𝑜𝐸𝐸𝑜𝑜

,  𝑓𝑓1 =  𝐾𝐾𝑠𝑠1

2𝐸𝐸𝑜𝑜
 

,  𝑓𝑓2 =  𝐾𝐾𝑠𝑠2

2𝐸𝐸𝑜𝑜
,   𝑓𝑓3 =  𝑓𝑓1 + 𝑓𝑓2 and therefore the expression for 𝐸𝐸 is given by 

 
  𝐸𝐸 =  𝑛𝑛𝑙𝑙 [{(1 − 𝑓𝑓1) (1 − 4𝜉𝜉

𝜋𝜋2) − 2
𝜋𝜋 𝒩𝒩(𝜉𝜉)(𝑘𝑘𝑎𝑎𝑜𝑜)𝑛𝑛𝑙𝑙

+ 𝜋𝜋2𝑅𝑅
2𝜉𝜉 (𝑘𝑘𝑎𝑎𝑜𝑜)2} 𝑠𝑠𝑠𝑠𝑠𝑠2𝜃𝜃

− 𝑓𝑓2 (1 − 4𝜉𝜉
𝜋𝜋2) 𝑠𝑠𝑠𝑠𝑠𝑠4𝜃𝜃 + 𝑓𝑓3 (1 − 4𝜉𝜉

𝜋𝜋2)

− ℎ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 cos (𝜋𝜋
4 − 𝜑𝜑)] 

 

 

     
(5) 

 
 
By minimizing of Eq. 5 with respect to (𝑘𝑘𝑎𝑎𝑜𝑜) and 𝜃𝜃 we obtain Eqs. 6 and 
7 respectively in the following: 
 
 (𝑘𝑘𝑎𝑎𝑜𝑜) =  2𝜉𝜉𝜉𝜉(𝜉𝜉)𝑛𝑛𝑙𝑙

𝜋𝜋3𝑅𝑅           
(6) 

 
and  
 

 ℎ
2 𝑐𝑐𝑐𝑐𝑐𝑐 (𝜋𝜋

4 − 𝜑𝜑) =  {(1 − 𝑓𝑓1) (1 − 4𝜉𝜉
𝜋𝜋2) − 2𝜉𝜉𝒩𝒩2(𝜉𝜉)𝑛𝑛𝑙𝑙

2

𝜋𝜋4𝑅𝑅 } sin(𝜃𝜃)

− 2𝑓𝑓2 (1 − 4𝜉𝜉
𝜋𝜋2) 𝑠𝑠𝑠𝑠𝑠𝑠3(𝜃𝜃) 

(7) 

where ℎ =  𝐻𝐻
2𝜋𝜋𝑀𝑀𝑜𝑜

 . Equation 6 shows that the actual values of 𝐷𝐷 and 𝜔𝜔 
depend on 𝑅𝑅, and therefore on the way of dealing with the exchange 
energy. The surface anisotropy constants exhibite different behaviours 
with film thickness, with the first-order presenting the usual inverse of 
ferromagnetic layer thickness. Besides this inverse of thickness behaviour, 
the second order also comes up with a constant value[14].  
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Alvarez-Prado et al. [7] experimentally showed that the amorphous Nd-Co 
thin films exhibit stripe shaped periodic magnetic domain with local out-
of-plane magnetization components due to their perpendicular magnetic 
anisotropy. They observed that the first and second anisotropy constans 
must be used to properly describe the variation of the stripe domains with 
the in-plane applied magnetic field. The saturation fields are much higher 
at 10 K than at 300 K. The values they used are: 𝐿𝐿 = 100 𝑛𝑛𝑛𝑛, 𝑀𝑀𝑆𝑆 =
1.06 × 106 𝐴𝐴/𝑚𝑚, 𝐾𝐾1 = 8.7 × 105  𝐽𝐽 𝑚𝑚3⁄  and 𝐾𝐾2 = 3.4 × 105  𝐽𝐽 𝑚𝑚3⁄  at 10 

K and also, the exchange stiffness constant 𝐴𝐴 = 0.7 × 10−11  𝐽𝐽 𝑚𝑚⁄  for all 
temperatures. 
 
Further, inserting Eq. 6 into Eq. 5, we write the normalized minimum free 
energy which is given by 
 
 

𝐸𝐸𝑚𝑚𝑚𝑚𝑚𝑚 =  𝑛𝑛𝑙𝑙 [{(1 − 𝑓𝑓1) (1 − 4𝜉𝜉
𝜋𝜋2) − 2𝜉𝜉𝒩𝒩2(𝜉𝜉)𝑛𝑛𝑙𝑙

2

𝜋𝜋4𝑅𝑅 } 𝑠𝑠𝑠𝑠𝑠𝑠2𝜃𝜃

− 𝑓𝑓2 (1 − 4𝜉𝜉
𝜋𝜋2) 𝑠𝑠𝑠𝑠𝑠𝑠4𝜃𝜃 + 𝑓𝑓3 (1 − 4𝜉𝜉

𝜋𝜋2)

− ℎ𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃cos (𝜋𝜋
4 − 𝜑𝜑)] 

(8) 

 
At equilibrium 𝜃𝜃 =  𝜋𝜋/2 as before and for 𝜑𝜑 = 𝜋𝜋/4. Using these 
equilibrium conditions, the Eq. 7 is written as:  
 
 ℎ

2 = (1 − 𝑓𝑓𝑒𝑒𝑒𝑒𝑒𝑒) (1 − 4𝜉𝜉
𝜋𝜋2) − 2𝜉𝜉𝒩𝒩2(𝜉𝜉)𝑛𝑛𝑙𝑙

2

𝜋𝜋4𝑅𝑅  
 

   
(9) 

 
 where 𝑓𝑓𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑓𝑓1 + 2𝑓𝑓2 [7] which is the effective uniaxial anisotropy 
constant.  
 
Figures 1(a) and (b) show the 𝑦𝑦 = sin 𝜃𝜃 vs. 𝐻𝐻/4𝜋𝜋𝑀𝑀𝑜𝑜 with the field applied 
parallel to the film plane using Eq. 7 in which 𝜑𝜑 = 𝜋𝜋/4. It can be seen that 
these curves show clear hysteresis which are given for some values of 𝜉𝜉. 
The experimental data of Ref. [7] are 𝑓𝑓1 = 0.96, 𝑓𝑓2 = 0.38 at T=300 K and  
also 𝑓𝑓1 = 0.62, 𝑓𝑓2 = 0.24 at T=10 K respectively. 
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Fig. 1 Hysteresis curves for some values of 𝜉𝜉 at 300 K (a) and 10 K (b) 
 
 
Although it is not shown here, we have found 𝑅𝑅 ≅ 3400 for different 
values of 𝜉𝜉 which varies in the interval 10-1-1.   
 
Parts of (a) and (b) in Figures 2 also show the magnetization curves for 
some values of 𝜉𝜉 at 300K and 10 K  respectively. The magnetization curves 
are not straight line in general, as would be expected from classical 
continuum theory but show characteristic deviations.  
 

 
 
Fig. 2 Magnetization process for the stripe domain structure with different 
parameter of 𝜉𝜉 at 300 K (a) and 10 K (b).  
 
Saturation occurs in a field smaller than 4𝜋𝜋𝑀𝑀𝑜𝑜, which is in agreement with 
the Ref. [7]. For large 𝜉𝜉, the film can be magnetized easily, because the 
normalized saturation field is small. With decreasing 𝜉𝜉, the normalized 



 .23International Research in Science and Mathematics

saturation field increases, corresponding to the fact that the energy 
difference between the saturation state and the demagnetized state becomes 
smaller for the smaller value of 𝜉𝜉.  In the linear model, when 𝜉𝜉 tends to 1, 
it corresponds to a nonvanishing domain but as the domain width varies 
very rapidly in this region, and the contribution of the walls to the total 
energy soon becomes very high.  
 
Figures 3(a) and (b) show the expected value of 𝐷𝐷/𝑎𝑎𝑜𝑜 vs. 𝐻𝐻/4𝜋𝜋𝑀𝑀𝑜𝑜 for a 
range of values of the second order anisotropy energy at 300 K and 10 K 
respectively that as 𝜉𝜉 varies in the interval 10-1-1. The widths 𝐷𝐷 of the 
domains with magnetization parallel of the applied field increases very 
rapidly near saturation whereas the reversed domains decreases only 
slowly upon magnetization. The theoretical curve is obtained with the 
parameter values 𝑓𝑓𝑒𝑒𝑒𝑒𝑒𝑒 = 1.72 at 300 K and 1.09 at 10 K respectively.  
 

 
 
Fig. 3 Field dependent stripe domain period at 300 K (a) and 10 K (b), 
defined in units of the lattice constants 𝑎𝑎𝑜𝑜. 
 
Figures 4(a) and (b) show the domain wall width 𝜔𝜔/𝑎𝑎𝑜𝑜 vs. 𝐻𝐻/4𝜋𝜋𝑀𝑀𝑜𝑜 for a 
range of the second order anisotropy energy at 300 K and 10 K respectivey 
that as 𝜉𝜉 varies in the interval 10-1-1. The width 𝜔𝜔 of the domain walls with 
magnetization parallel of the applied field increases very rapidly near 
saturation whereas the reversed domain walls decreases only slowly upon 
magnetization. 
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Fig. 4 Field dependent domain wall period at 300 K (a) and 10 K (b), 
defined in units of the lattice constants 𝑎𝑎𝑜𝑜.  
 
 
3. Conclusions 
 
In conclusion, we calculated the total energy of the magnetized film 
including the magnetostatic energy, anisotropy energies in the second-
order approximation, and the exchange energy in parallel applied magnetic 
field by using a continuum model. We found that the total energy depends 
on anisotropy constants, crystallographic orientation and film thickness. 
We have also deduced a good expression for the width of the domain 
pattern and the domain wall width. The numerical calculations indicated 
that the magnetization process has characteristic deviations. Our results 
show that different anisotropies can be considered in thin films in order to 
manipulate the stripe domain size and domain-wall size and also 
magnetization process. The calculated magnetization curves were 
compared with the experimental data for amorphous Nd-Co thin films and 
good coincidence was obtained between both curves.  
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1. Introduction 

Statistical science refers to all the procedures that operate from the moment 
a research problem is determined. Population and sample are two basic 
concepts of statistics. After the framework of the problem, that is, the main 
mass is determined, the researcher can describe the population and its pa-
rameters if can make a full count. However, if difficulties (time, space, 
material, etc.) are encountered in reaching the population, the researcher 
should choose a sample over the population. There are both probabilistic 
and non-probabilistic sampling methods for sampling. A sample size of n  
to be selected from a population of N units is obtained in as many different 
ways as n combinations of N. And it should not be forgotten that the rese-
archer works with only one of these combinations and makes inferences 
based on this sample. For this reason, it can never be worked with 100% 
confidence when making inferences. How many observations/sub-
jects/units capable of representing the population should be taken as the 
sample size? With what probabilities will the sample represent the popula-
tion? Can the risk taken in the decision process be calculated in advance? 
The answer to these questions lies in statistical power analysis. Power 
analysis is carried out through the following concepts. 

Sample Size 

If the researcher will conduct the study with the sampling method, how 
many observations should be determined as the sample size? With another 
question form, how many sample size increases the ability to represent the 
population parameter? In most studies, the sample size is determined by 
standard calculations (see, Noordzij et al. (2010), Zhong (2009)). These 
calculations are based on specific formulas, and the important thing here is 
the selection of numbers to insert the formula. These choices should not be 
the values that the researcher gives to arbitrariness. When making a deci-
sion, a minimum sample size should be determined for it to be a test with 
high power in determining the difference, which is suitable for the design 
of the study. Determining the sample size based on statistical power is 
extremely important for the quality of the study. Choosing the right sample 
size is not a matter of preference, but a crucial element of the analysis (Fox 
et al., 2009). 

Null & Alternative Hypotheses 

The hypothesis is the proposition whose population parameters are rele-
vant, and this hypothesis is either true or untrue. On the other hand, the 
researcher either rejects or cannot reject the hypothesis put forward. The-
refore, the hypothesis is constructed in such a way as to choose between 
two hypotheses that also represent the opposite thought. The first of these, 
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the null hypothesis expressed by 𝐻𝐻0, states that a population parameter 
(mean, correlation, variance, etc.) is equal to a default value or zero. An 
alternative hypothesis expressed by 𝐻𝐻1 is a hypothesis that states that a 
population parameter is different from the default value, i.e. it is establis-
hed as opposed to the sample in the null hypothesis. An alternative hypot-
hesis is a proposition that is believed to be true or tried to be proven true.  
Which of these two hypotheses is adopted depends on the numerical value 
obtained from the sample. If the alternative hypothesis is constructed as 
less than or greater, a one-tailed test is performed; if it is constructed as not 
equal, a two-tailed test is performed. 

Type I and Type II errors, Power 

While forming the hypothesis, the researcher has to decide without 
knowing the real situation. As a result of the hypothesis test performed 
based on the sample statistics, the researcher has to either reject the hypot-
hesis or not be able to reject it.  There are four possible situations in such 
a scenario: 

  Reality 
  𝐻𝐻0 True 𝐻𝐻0  False 
Hypothe-
sis Test 
Result 

𝐻𝐻0 can't be re-
jected 

Correct decision False decision (II) 

𝐻𝐻0 rejected False decision (I) Correct decision 
 

The probabilities of occurrence of the four possible situations are different 
from each other. There are two false decision cases (I and II). Case I rep-
resents the rejection of the 𝐻𝐻0 hypothesis as a result of hypothesis testing 
when  𝐻𝐻0 is actually true. It is called 𝛼𝛼 error or Type I error in the literature 
and is expressed mathematically as 𝑃𝑃(𝐻𝐻𝐻𝐻 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅|𝐻𝐻𝐻𝐻 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡) = 𝛼𝛼. It is 
accepted as 5% in research and package programs unless otherwise consi-
dered or defined in the program. The literal meaning of this is to accept a 
5% probability of accepting a value that is actually true in the long run as 
false in the long run. While 𝐻𝐻0 is actually true, the probability of not rejec-
ting 𝐻𝐻0  is (1 −  𝛼𝛼) as a result of hypothesis testing, that is, it indicates a 
correct decision. 100(1 −  𝛼𝛼) refers to the level of confidence that the 
study is conducted, for example, to conduct a study with 95% confidence. 
Another false decision is case II which means that when 𝐻𝐻0 is actually 
false, the test result is the inability to reject 𝐻𝐻0. This false decision is called 
𝛽𝛽 error, that is, Type II error in the literature, and it is mathematically rep-
resented by (𝑃𝑃(𝐻𝐻𝐻𝐻 𝑛𝑛𝑛𝑛𝑛𝑛 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟|𝐻𝐻𝐻𝐻 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓) = 𝛽𝛽). It is generally set at 
20%, which means that the propensity to make a Type II error, in the long 
run, is 20%. In reality, rejecting the test result 𝐻𝐻0 when 𝐻𝐻0 is false is a 
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correct decision and is denoted by (1- 𝛽𝛽). In other words, it is the probabi-
lity of successfully identifying an existing effect. 100(1 −  𝛽𝛽) gives the 
power of the test. When it has sufficient statistical power, the study is too 
much Type II error becomes sensitive enough to avoid making. (1- 𝛽𝛽) is 
especially prominent in research in medicine and psychology, and in gene-
ral, studies are carried out with at least 80% power. 

Effect Size 

It is an important outcome of quantitative research, but there are few gui-
delines describing how researchers can determine which effect sizes are 
significant (Anvari and Lakens, 2021). Effect size calculations first started 
with Cohen (1969) (Goulet-Pelletier and Cousineau, 2018). Effect size is 
the statistical value that shows the deviation level of the statistics obtained 
from the sample from the parameter value defined in the null hypothesis 
(Vacha-Haasse ve Thompson, 2004). That is, it expresses the size of the 
phenomenon related to the research problem (Bartlett and Charles, 2022). 
The effect size obtained depending on the null and alternative hypothesis 
is calculated in two types: non-standardized and standardized. Unstandar-
dized effect size is easy to use where the units of measure are the same, but 
in many applications, the units of measure can be inconsistent (Baguley, 
2009). Standardization of effect size is often carried out for sample size 
calculation and power analysis because effect size, population distributi-
ons, and units vary between research (Kang, 2021). The standardized mean 
difference known as Cohen’s d is one of the most common ways to mea-
sure effect size (Hedges et. al., 2012). Since the statistical power will be 
examined through one sample t-test in this chapter, the formula to be used 
for Cohen's d is as follows 

𝛿𝛿 = 𝐶𝐶𝐶𝐶ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑑𝑑 = 𝜇𝜇𝑜𝑜−𝜇𝜇𝑎𝑎
𝜎𝜎 .                 (1)         

Here 𝜇𝜇𝑜𝑜 denotes the true value of the population, 𝜇𝜇𝑎𝑎 denotes the claimed 
value and 𝜎𝜎 denotes the population standard deviation. If the population 
variance 𝜎𝜎2 is unknown, the unbiased estimator sample variance 𝑠𝑠2 =
∑ (𝑥𝑥𝑖𝑖−𝑥̅𝑥)2𝑛𝑛

𝑖𝑖=1
𝑛𝑛−1  is used. Undoubtedly, there are alternative effect size calculati-

ons to Cohen.’s d (see, Hedges (1983), Algina et al., (2005), Cahan and 
Gamliel (2011)). A study may be defined as under-reported if the effect 
size you are trying to detect is smaller than the effect size your study is 
capable of detecting (Bartlett and Charles, 2022). How much of an effect 
size would make the study to be conducted meaningful? There are several 
ways to answer this question. If similar studies have been done before, the 
effect size of that study is used, that is, it is an inductive method. As anot-
her, they can use widely accepted conventions to represent large, medium, 
or influence (Murphy et al., 2014). 
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Let’s for the one-sample t-test, the error types, decision rule, effect size, 
and power take over an example. 

Example: Assume that the number of borrowed books a student borrows 
in a year in the central library of a university is normally distributed with 
12 standard deviations. The librarian wants to test the following hypothesis 
by choosing a sample of 50 students and taking the probability of making 
a Type I error of 0.1, 0.05, and 0.01, respectively: 

Ho: 𝜇𝜇 = 15 

H1: 𝜇𝜇 > 15. 

While obtaining the test statistics in the test of the hypothesis, it is obtained 
through the sample statistics. Since the aim of the research is to the average 
number of books borrowed, the sample statistic is 𝑥̅𝑥. 

The greater the value of 𝑥̅𝑥 is greater than 15, the more likely the librarian 
will reject the 𝐻𝐻𝑜𝑜 hypothesis and adopt the 𝐻𝐻1 hypothesis. Now, let the 
decision rules be created for tree possible different 𝛼𝛼 errors. In other words, 
whatever value 𝑥̅𝑥 takes in the sample statistic, the probability that the 𝐻𝐻𝑜𝑜 
hypothesis will be rejected is determined. Suppose the probability of rejec-
tion is 𝛼𝛼 = 0.01 when 𝐻𝐻𝑜𝑜 is actually true. Since the alternative hypothesis 
is H1: 𝜇𝜇 > 15, the rejection area will be the area of 0.01 on the right side 
of the curve. The z-score corresponding to this probability is obtained as 
𝑧𝑧𝛼𝛼=0.01 = 2.3263. 

Thus, the rejection region can be written as 2.3263 ≤ 𝑥̅𝑥−15
12

√50
 . Using this 

inequality, the decision rule is determined as follows: if 𝑥̅𝑥 ≥ 18.9479, the 
true 𝐻𝐻0: 𝜇𝜇 = 15 hypothesis will be rejected with a probability of 1%. So, 
how does the decision rule change if it sets 𝛼𝛼 = 0.05? 1.6449 ≤
𝑥̅𝑥−15

12
√50

 where 1.6449 comes from 𝑧𝑧𝛼𝛼=0.05 = 1.6449. The interpretation of 

this inequality is: If 𝑥̅𝑥 ≥ 17.7915, the true 𝐻𝐻0: 𝜇𝜇 = 15 hypothesis will be 
rejected with 5% probability. Finally, let's increase our probability of ma-
king the Type I error (𝛼𝛼) to 0.1, that is, let's assume the confidence level of 
the study as 90%. In this case, since: 𝑧𝑧𝛼𝛼=0.10 = 1.216, the decision rule 
changes as follows 1.2816 ≤ 𝑥̅𝑥−15

12
√50

. If 𝑥̅𝑥 ≥ 17.1749, the true 𝐻𝐻0: 𝜇𝜇 = 15  

hypothesis will be rejected with a 10% probability. Three different Type 1 
errors created three different decision rules. As the probability of making 
a Type I error increases, the critical value in the decision rule decreases. 
This scenario shows that before applying the sample, the researcher who 
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determined a Type I error can determine in advance at which value of the 
sample statistic will be rejected 𝐻𝐻0 and for which value will not be rejected. 

If 𝐻𝐻0 is actually false, let's deal with the probability of not rejecting 𝐻𝐻0 as 
a result of hypothesis testing, namely beta error. Since the alternative hy-
pothesis of the research is one-tailed, if 𝐻𝐻0: 𝜇𝜇 = 15 is actually false, 
𝐻𝐻1: 𝜇𝜇 > 15 is true in reality and an infinite value can be written to confirm 
this. For example, let's take 𝜇𝜇 = 20 and deal with the case where 𝐻𝐻0 cannot 
be rejected. Since 𝛽𝛽 occurs when 𝐻𝐻0 cannot be rejected, and it cannot be 
rejected if x ̅<18.9479 for 𝛼𝛼 = 0.01, 𝛽𝛽 probability can be written as 

𝛽𝛽 = 𝑃𝑃(𝑥̅𝑥 < 18.9479) = 𝑃𝑃 (𝑧𝑧 < 18.94749 − 20
12

√50
) 

= 𝑃𝑃(𝑧𝑧 < −0.620) = 0.2676.   (2) 
  

Hence the power (1 − 𝛽𝛽) in such a design is obtained as 0.7324. 

Now let's calculate what would be the 𝛽𝛽 probability for 𝜇𝜇 = 20 if the rese-
archer had accepted the probability of making a Type 1 error as 0.05 before 
making the design. For 𝛼𝛼 = 0.05, 𝐻𝐻0 cannot be rejected when 𝑥̅𝑥 <
17.7915. This leads to the following calculation of the 𝛽𝛽 probability 

𝛽𝛽 = 𝑃𝑃(𝑥̅𝑥 < 17.7915  ) = 𝑃𝑃 (𝑧𝑧 < 17.7915−20
12

√50
) = 𝑃𝑃(𝑧𝑧 < −1.3014) =

0.0966.       (3) 
In such a design, the power would be 0.9034. Finally, let's calculate the 
probability of the 𝛽𝛽 that the researcher would make if 𝛼𝛼 = 0.01 at 𝜇𝜇 = 20. 
Since 𝐻𝐻0 could not be rejected for 𝑥̅𝑥 < 17.1749 for α=0.10, this probabi-
lity is equivalent to 

𝛽𝛽 = 𝑃𝑃(𝑥̅𝑥 < 17.1749  ) = 𝑃𝑃 (𝑧𝑧 < 17.1749 − 20
12

√50
) 

= 𝑃𝑃(𝑧𝑧 < −1.6647) = 0.0481.         (4) 

The power in such a design is 0.9519. Similar methods can be used to de-
termine the 𝛽𝛽 probability and power for each potential value of 𝜇𝜇 to vali-
date 𝐻𝐻1: 𝜇𝜇 > 15. 

The visualization of the decision rules is given in Figure 1. The red dashed 
straight line in the figures, that is, cv values indicate the critical values of 
the decision rule. 
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Figure 1. Power analysis visuals at different Type 1 error rates for 

sample data based on standard normal distribution 
 

Noted that, in the calculations performed on the example, it was assumed 
that the population parameter σ=12. For this reason, the test statistic is built 
on the standard normal distribution and the critical value is based on the z-
scores. However, in applications where the population standard deviation 
is not known, s estimator, which is an unbiased sample statistic, is used. In 
testing the hypothesis of one sample mean, if the variable is normally dist-
ributed but the standard deviation is unknown due to the population vari-
ance, the test statistic is built on the Student t distribution and the t score at 
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the relevant significance level with n-1 degrees of freedom is used. The 
statistical power analysis in Jamovi is based on t-tests. 

 2. JAMOVİ 

A modern program called Jamovi has been created using the R program-
ming language. In addition to being free software, it can be used as a cloud 
directly on the browser or run by installing it on a computer, having a drop-
down menu feature, analysis menus and outputs appearing in the same in-
terface and simultaneous results provide a great convenience in analysis 
and reporting. It is a program whose first version was published in 2019 
and is constantly updated by converting the coding logic over R into drop-
down menus. To open Jamovi in your browser visit the page 
https://cloud.jamovi.org/ or to download the latest version (2.3.18 as of the 
date of writing of the book) visit the page https://www.jamovi.org/down-
load.html. The interface of the program when it was first installed is intro-
duced in Figure 2. 

 

Figure 2. Jamovi interface 

As can be seen in Figure 2, the program interface is quite simple and inc-
ludes a few basic analysis menus. Also, power analysis is not defined in 
this section. Jamovi library is selected from the modules section in the up-
per right corner of the interface and jpower is installed from there (Figure 
3). 
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Figure 3. Uploading power analysis to Jamovi 

In Jamovi, power analysis is limited to independent samples t-test, paired-
samples t-test, and one sample t-test. There are three different purposes in 
statistical power analysis with Jamovi.  The sample size (N), power, and 
effect size in the calculate tab are selected which is suitable for the purpose. 
If the aim is to determine the power, the minimally-interesting effect size 
(δ), sample size (n), and Type I error rate (α), and whether it is one-tail or 
two-tails in the alternative hypothesis are entered by the researcher. The 
analysis result is given on the right screen of the interface simultaneously. 

Let's apply the example that was examined theoretically in the first chapter 
with Jamovi. In this example since the purpose is to determine the power, 
values are entered as in Figure 4.  
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Figure 4. Assigning values in power analysis 

For this example, the sample size is 𝑛𝑛 = 50, the effect size is 𝛿𝛿 =
|15−2012 | = 0.417, 𝛼𝛼 = 0.01 and since H1: 𝜇𝜇 > 15 the hypothesis is one-
tailed (Fig. 4). 

Table 1 gives the power value calculated with the information entered by 
the researcher. 

Table 1. A Priori Power Analysis 

 User Defined 

Power N Effect Size α 

0.706  50  0.417  0.0100  

A design with a sample size of 50 can detect effect sizes of δ≥0.417 with a 
probability of at least 0.706, assuming a one-sided criterion for detection 
that allows for a maximum Type I error rate of 𝛼𝛼 = 0.01 (Table 1). 

Table 2 shows the interpretation of effect size according to the inputs in 
Figure 3.  

Table 2. Power by Effect Size 

True effect size Power to detect Description 

0 < d = 0.338  ≤50%  Likely miss  

0.338 < d = 0.461  50% – 80%  Good chance of missing  

0.461 < d = 0.578  80% – 95%  Probably detect  

d = 0.578  ≥95%  Almost surely detect  

If the minimally-interesting effect size can be increased to 0.578 when ot-
her inputs are kept constant, then it is clearly seen that the power of the test 
will exceed 95% (Table 2). And also, effect sizes smaller than δ=0.338 are 
definitely missed (power less than 50%). 

The power contour is presented in Figure 5. With a power contour, rese-
archers can quickly see what type of effect sizes can be reliably detected at 
which sample widths.  

 

Figure 5. Power Contour 

The solid black curve in Figure 5 shows the sample size/effect size combi-
nations with a power of 0.705. The dot indicates the design and effect size 
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The solid black curve in Figure 5 shows the sample size/effect size combi-
nations with a power of 0.705. The dot indicates the design and effect size 
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specified. Considering the scale to the right of Figure 5, it is clear that 
smaller effect sizes become reliably detectable as the sample size increases. 
In Figure 6, the graph of the power curve according to the effect size is 
presented.  

 

Figure 6. Power Curve by Effect Size 

Figure 6 shows that the test and design would have a power of at least 0.706 
to effect sizes of 𝛿𝛿 > 0.417 if the sample size is 50. It is clear that the 
power of the test decreases as the effect size approaches zero. 

Figure 7 is a graph showing the power of the test according to the sample 
size when the effect size and probability of making a Type I error are held 
constant in the research design. 



 .39International Research in Science and Mathematics

 

Figure 7. Power Curve by N 

Figure 7 shows that for the test and design to have sufficient sensitivity 
(power > 0.706) to detect δ≠0, a sample size of at least 50 is needed when 
the effect size is 0.417 or greater. In addition, it is clear that the power of 
the test increases as the number of samples increases. Figure 8 is a graph 
that visualizes Type I error, Type II error, and power probabilities together.  
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Figure 8. Power Demonstration 

The curve on the left represents the distribution where the effect size is 0, 
that is, the 𝐻𝐻0 hypothesis is actually true, while the curve on the right rep-
resents the distribution where the effect size is 0.417, that is, the 𝐻𝐻1 hypot-
hesis is actually true. The vertical line shows the value in the decision rule 
calculated for α=0.01, that is, the critical value. The light purple area in the 
left distribution shows the probability of 1-α=0.99. In other words, it is the 
probability of not rejecting 𝐻𝐻0 as a result of hypothesis testing when 𝐻𝐻0 is 
actually true. The small dark purple area in the left distribution shows the 
probability of α=0.01. In other words, it is the probability of rejecting 𝐻𝐻0 
as a result of hypothesis testing when 𝐻𝐻0 is actually true. 

Type II error, 𝛽𝛽, shows in the distribution on the right since it deals with 
the case where 𝐻𝐻0 is actually false. And in this distribution, the area to the 
left of the critical value line gives the probability of making the Type II, 
that is, 𝛽𝛽 = 0.294. The area to the right of the critical value line in the 
second distribution gives the probability (1 − 𝛽𝛽) = 0.706 that 𝐻𝐻0 is rejec-
ted as a result of hypothesis testing when 𝐻𝐻0 is actually false. 

If the aim was to determine the sample size with statistical power analysis 
in Jamovi, the results would be as in Figure 9. 



 .41International Research in Science and Mathematics

 

Figure 9. Calculating sample size  with values defined in a one-tailed hy-
pothesis test in jpower 

 The inputs and outputs in Figure 9 confirm that if the minimum desired 
power was determined to be 0.80, a sample of 61 units would have to be 
selected for an effect size of 0.417 when a one-way test was performed 
with an alpha error of 0.01. 

If the aim was to determine the effect size with statistical power analysis 
in Jamovi, the results would be as in Figure 10. 

 

Figure 10. Calculating effect size  with values defined in a one-tailed hy-
pothesis test in jpower 

In a one-tailed test performed with a probability of Type I error of 0.01 in 
a sample of 50 units, the effect size would have to be 0.461 to perform the 
analysis with a minimum power of 80% (Fig. 10). 

If the aim was to determine the power for a two-tailed hypothesis test with 
statistical power analysis in Jamovi, the results would be as in Figure 11. 
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Figure 11. Calculating power with values defined in a two-tailed hypot-
hesis testt in jpower 

If a two-tailed hypothesis test were performed (that is H1: μ≠15), the power 
of the test would be 0.608 for α=0.01 probability of Type 1 error, a sample 
size of 50 units, and effect size of 0.417 (Fig. 11). Comparing Table 1 to 
Fig. 11, it is seen that the two-tailed test has less power than the one-tailed 
test. 

If the aim was to determine the sample size for a two-tailed hypothesis test 
with statistical power analysis in Jamovi, the results would be as in Figure 
12. 

 

Figure 12. Calculating sample size with values defined in a two-tailed 
hypothesis test in jpower 

A sample size of 71 is required to increase the power of the test to 0.80 at 
the same effect size (Fig. 12).  

Finally, if the aim is to determine the effect size with jpower in the two-
tailed hypothesis test, the inputs and outputs will be as in Figure 13. 
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Figure 13. Calculating effect size with values defined in a two-tailed hy-
pothesis test in jpower 

Figure 13 shows that, in a two-tailed hypothesis test for 𝛼𝛼 = 0,01, 𝑛𝑛 = 50 
the effect size should be 0.50 in order to reach a minimum power of 0.80.  

 Conclusion 

In statistics, hypothesis testing is the process by which a population para-
meter assumption is put to the test. A hypothesis is either true or not true 
and when we perform a hypothesis test, we either accept or reject the null, 
𝐻𝐻0, hypothesis. In fact, the researcher creates a decision rule under uncer-
tainty. This uncertainty presents as a Type I error (falsely rejecting the null 
hypothesis) and a Type II error (accepting the null hypothesis as false). 
Acceptable sizes of Type I and Type II errors are predetermined and are 
important for sample size, effect size, and power analysis calculations. 
While the research design is designed, the error concepts are not conside-
red much, but the probability of error types is set as the values accepted by 
the researcher. We must design a pattern that minimizes both types of er-
rors in hypothesis testing. Identifying the beta bug may seem a bit more 
complicated than identifying the alpha bug. Statistical power is calculated 
by checking all error probabilities with Jamovile. Jamovi provides the re-
searcher with the opportunity to perform analysis by determining the 
sample size, effect size, and power most suitable for his design. It should 
not be forgotten that it is impossible to control research that is not designed 
properly. For this reason, all investigations should be done before doing 
research.  
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INTRODUCTION
Safety is the essential principle in the laboratory studies. 

Accuracy and precision and finalization experiment in the laboratory 
without causing an accident are main targets. However, it must be 
kept in mind could encounter with any bad incident at any moment 
by accident. Assessments for safe operation should be made and some 
measures to secure work before starting the laboratory work should 
be taken. Before starting the experiment; the physical conditions of 
the laboratory, materials and chemicals that will be used should be 
evaluated.

A list of chemical substances to be used in the test laboratory 
should be performed and properties of substances (Physical hazards, 
hazard for human health, and environment hazard) should be investigated 
and measures taken according to current Commission Regulation (EU) 
2017/542 of 22 March 2017 (Commission Regulation (EU) 2017/542).

Global Harmonized System of Classification and Labelling of 
Chemicals (GHS) is used around the world. GHS provides convenience in 
taxation and custom union. GHS has standardized hazard-testing criteria, 
universal warning pictograms, and harmonized safety data sheets. United 
Nations’ GHS into EU law as the Classification and Labelling of Chemicals 
(CLP) Regulation that take place under European Chemical Agency 
(ECHA) Legislations. In Turkey, according to the topic the Regulation 
published December 10, 2020 dated and 31330 numbered Official 
Newspaper, Republic of Turkey, Regulation Amending the Regulation 
on Classification, Labeling and Packaging of Substances and Mixtures 
(T.C. Resmi Gazete, 2020). Prior to this Amending Regulation published 
December 11, 2013 dated and 28848-numbered Official Newspaper, 
Regulation on Classification, Labeling and Packaging of Substances and 
Mixtures was in effect (T.C. Resmi Gazete, 2013). This Regulation was 
prepared  on the basis of 4 laws, 4 decrees and 1 statute that entered into 
force in Turkey between 1930 and 2011 and parallel with the provisions 
of Regulation (EC) No 1272/2008 of the European Parliament and 
of the Council of 16 December 2008 on classification, labelling and 
packaging of substances and mixtures, amending and repealing 
Directives 67/548/EEC and 1999/45/EC, and amending Regulation 
(EC) No 1907/2006.

Commission Regulation (EU) 2017/542 of 22 March 2017(Commission 
Regulation (EU) 2017/542) amending Regulation (EC) No 1272/2008 
(Regulation (EC) No 1272/2008) of the European Parliament and of 
the Council on classification, labelling and packaging of substances 
and mixtures by adding an Annex on harmonised information relating 
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to emergency health response. Labelling according Regulation (EC) 
No 1272/2008 had been prepared based on the Environmental Law No. 
2872 dated 9/8/1983; Decree-Law on the Organization and Duties of the 
Ministry of Environment and Urbanization dated 29/6/2011 and numbered 
644; Decree-Law on the Organization and Duties of the Ministry of Health 
and its Affiliates, dated 11/10/2011 and numbered 663; Public Health Law 
No. 1593 dated 24/4/1930; Decree-Law on the Organization and Duties 
of the Ministry of Customs and Trade, dated 3/6/2011 and numbered 640; 
Decree-Law on the Organization and Duties of the Ministry of Food, 
Agriculture and Livestock, dated 3/6/2011 and numbered 639; Veterinary 
Services, Plant Health, Food and Feed Law dated 11/6/2010 and numbered 
5996; Law on the Preparation and Implementation of the Technical 
Legislation Regarding the Products dated 29/6/2001 and numbered 4703; 
Regulation on the Procedures and Principles of Production, Import, 
Transport, Storage, Storage, Sale, Use, Disposal, Inspection of Explosive 
Substances Excluded from Monopoly, Hunting Equipment and the like, 
which was put into effect with the Decision of the Council of Ministers 
dated 14/8/1987 and numbered 87/12028.

Commission Regulation (EU) 2017/542 incorporates the classification 
criteria and labelling rules agreed at the UN GHS. CLP introduced 
European hazard symbols  (pictograms), Risk and Safety Statements  for 
labelling.

The regulation aims to protect workers, consumers and the 
environment by labelling that reflects a particular chemical’s possible 
hazards. Importers and downstream users placing such products on the 
market should provide specific product information to the Ministry of 
Health. Importers and downstream users placing such products on the 
market should provide specific product information to the poison centers 
in EU and in Turkey T.C. Ministry of Health, General Directorate of 
Public Health, Department of Administrative and Financial Affairs, to the 
National Poison Information Center in Turkey.

The  unique formula identifier (UFI, 16-digit code) will appear on 
product labels as a new identification element from 2020. By 2025, the 
UFI will become mandatory on the label of all products classified for 
health or physical hazards. The submitter shall create a unique formula 
identifier, herein after UFI, by electronic means made available by the 
Agency. The UFI is a unique alphanumeric code that unambiguously links 
the submitted information on the composition of a mixture or a group of 
mixtures to a specific mixture or group of mixtures.

The first comprehensive studies dealing with the classification, 
labeling, Packaging and storage of dangerous chemicals published 
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in 1967, which was Dangerous Substances Directive  (67/548/EEC) 
(Council Directive 67/548/EEC, 1967) and  this Directive applied only to 
pure substances, not preparations,  and developed in 1999 with Dangerous 
Preparations Directive  (1999/45/EC) (Directive 1999/45/EC).  CLP 
Regulation replaced this Regulation (EC) No 1272/2008 (Regulation 
(EC) No 1272/2008). CLP regulation came into force in January 2009 
(Chemical Glossary, 2009). Then Commission Regulation (EU) 2017/542 
of 22 March 2017(Commission Regulation (EU) 2017/542) has amending 
Regulation (EC) No 1272/2008 (Regulation (EC) No 1272/2008).  

It is a regulation in all EU Member States, including the UK. The 
regulation requires companies to appropriately classify, label and package 
substance before placing them on the market. This is a way of protecting 
handlers, consumers and the environment. Because it warns them of 
dangers and precautions to take when handling a particular package that 
may present a hazard. The CLP Regulation adopts the United Nations’ 
Globally Harmonized System on the classification and labeling of 
chemicals (GHS), and is legally binding, as it is currently voluntary rather 
than a law. CLP is expected to facilitate global trade and the harmonized 
communication of hazard information of chemicals and it incorporates 
the classification criteria and labeling rules agreed at UN level GHS. 
However, CLP introduces new classification criteria, European hazard 
symbols, Risk, and Safety Statements. 

This Regulation should ensure a high level of protection of human 
health and the environment as well as the free movement of chemical 
substances, mixtures and certain specific articles, while enhancing 
competitiveness and innovation. A high level of human health and 
environmental protection should be ensured in the approximation of 
legislation on the criteria for classification and labelling of substances and 
mixtures, with the goal of achieving sustainable development.

Classification, Labelling and Packaging regulation had to propose 
until 1 December 2010 “provisional classifications” for substances, which 
had been used for the labelling of pure substances since that date. The 
deadline for classifying mixtures was 31 May 2015. The deadline for re-
labelling and re-packaging of products already on the market was 1 June 
2017 (European Chemicals Agency, Labels, 2017).

Republic Of Turkey Ministry of Environment, Urbanization and 
Climate Change is the competent authority in the application of regulations 
for classification, Labeling and packaging in Turkey. 

The objective of this Regulation should be to determine which 
properties of substances and mixtures, and should lead to a classification 
as hazardous, in order for the hazards of substances and mixtures to be 



 .51International Research in Science and Mathematics

properly identified and communicated. Such properties should include 
physical hazards as well as hazards to human health and to the environment, 
including hazards to the ozone layer.

PURPOSE 

This study aimed at the safe storage of liquid chemicals, which are 
found Banaz Vocational School of Chemistry and Chemical Process Tech-
nology Department, Chemistry Laboratory, according to the CLP regula-
tion for the best practice on experiments and create a chemical inventory. 

This study includes the current liquid chemicals, which are found 
in the Banaz Vocational School Laboratory. Label information of these 
chemicals have been found from the list in Annex section third Table 3.2. 
pages from 996 to 1630 (T.C. Resmi Gazete, 2020).  These chemicals 
were grouped according to hazard class (Physical hazards (flammable, 
explosive, oxidizing potential), hazard for human health, and environ-
ment hazard). Chemicals are divided into groups and placed individually 
in ventilated chemical locker. Hazard symbols and chemical list was pas-
ted on the chemical locker.

METHOD

The safe storage of hazardous chemicals is an essential part of pro-
tection an environmental, health, and safety program. The material safety 
data sheet [MSDS] for the substance must be referred to in order to de-
termine safe storage conditions and any incompatibilities.  Materials of 
compatible or incompatible were separated then stored appropriate stora-
ge lockers. Pictograms dealing with stored chemicals in were adhered on 
the lockers.

FINDINGS

For Principles of Safe Storage, firstly chemical inventory was crea-
ted and all hazardous chemical containers were appropriately and clearly 
labeled with hazard category for the benefit of current users (students and 
academic staff), emergency personnel, and future users. Secondly materi-
als were separated and stored according to their chemical family or hazard 
classification. Finally segregated chemicals were placed chemical lockers.

In Banaz Vocational School chemistry laboratory hazard classes for 
liquid chemicals consist of flammable, oxidizing, corrosive acid, corrosi-
ve base, toxic, health hazard (exclamation mark), serious health hazard, 
environmental hazard liquid chemical classes. Some chemicals situated 
there are incompatible each other. Accidentally contact between incompa-
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tible chemicals can result in a fire, an explosion, the formation of highly 
toxic and/or flammable substances, or other potentially harmful reactions: 
Oxidizers mixed with flammable solvents can cause a fire. Acids mixed 
with metal dust can produce flammable hydrogen gas. For example, if nit-
ric acid (an oxidizing acid) and zinc powder (a combustible metal) were 
stored together and an accidentally broke their containers, the chemicals 
could mix and react with violence explosive.

In this study, each chemical family was separated from all other che-
mical families and stored safety by an approved chemical storage locker. 
Each hazard class was being kept in a locker separately or on a shelf 
segregated from other hazard classes. Incompatible chemicals within 
the same hazard class were also being separated from one another. For 
example, hydrochloride acid is incompatible with organic acids (such as 
acetic acid) and they were stored separately. Flammable liquids were sto-
red in appropriate flammable storage lockers. In this locker, we did not 
store anything without flammable or combustible liquids.

Generally, in safety storage chemicals; acids are separated from ba-
ses; in acid groups, organic acids are separated mineral acids. Oxidizers 
are kept away other chemicals, especially flammables, combustibles, and 
toxic materials. Corrosives are kept away from substances that they may 
react with and release corrosive, toxic or flammable vapors. Some chemi-
cals concern one hazard class, where as many chemicals belong to more 
than one chemical family or hazard class. In such cases, all storage rules 
must be strictly observed. For example, acetic acid is both a corrosive 
acid and a flammable liquid. It must be stored away from corrosive bases, 
such as sodium hydroxide, and from oxidizing acids, such as nitric acid. 
For more specific information, labels can be obtained from material safety 
data sheets (MSDSs) from the manufacturer. MSDSs provide information 
on chemical compatibility and incompatibility.

Common incompatible chemicals do not store in close proximity to 
each other. In a fire, earthquake, or another accidently spill, they could 
mix end react violently and/ or release poisonous gas.

According to the chemical inventory belong to this chemistry labora-
tory; Acetic acid does not store incompatible chemicals, which are nitric 
acid, ethylene glycol. Acetone does not store with concentrated sulfuric 
and nitric acid mixtures. Aniline does not store with nitric acid and hy-
drogen peroxide. Bromine does not store with ammonia. Hydrogen Per-
oxide does not store with flammable liquids or combustible materials and 
aniline. Nitric Acid does not store with acetic acids, aniline, flammable 
material. Sulfuric acid does not store with chlorates, perchlorates, per-
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manganates, which are solid because of this these chemicals were stored 
another locker in this chemistry laboratory.

Storage areas were labeled according to the type of chemical family 
or hazard classification found there.

Doorways, exits, aisles are kept clear. Storage areas are kept well lit 
and appropriately ventilated. Ignition sources are eliminated such as open 
flames, heat sources, or direct sunlight. Fire extinguishers and emergency 
equipment are kept handy in good working state. Leaks or spills are con-
trolled by confining chemical storage areas. Chemicals were not stored 
under the sink lest chemicals should be got wet from water.

A lot of chemicals have multiple hazard classifications. Consequent-
ly, several storage guidelines according to MSDS are used to determine 
how to store a hazardous chemical safely. For example, acetic acid is a 
corrosive acid and also a combustible liquid. For this reason, one hazard 
class chemicals, if they are compatible, are stored with together. For ex-
ample some of Flammables and Combustibles Characteristic Chemicals 
are stored together. These chemicals are easily ignited and may present a 
serious fire and explosion hazard. Flammable (pyrophoric) liquids have 
a flashpoint below 23°C and at or below 93°C (1910.106 - Flammable 
liquids). 

Table I shows Hazard Class Pictograms, Hazard Class Code and Haz-
ard Class according to The Classification, Labelling and Packaging (CLP) 
(Commission Regulation (EU) 2017/542). Regulation purpose is to en-
sure a high level of protection of health and the environment, as well as 
the free movement of substances, mixtures and articles.
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Table I Hazard Class pictogram, Hazard Class Code and Hazard Class 
according to Commission Regulation (EU) 2017/542 and T.C. Resmi Gazete 

2020
Hazard Class 
Pictograms

Hazard Class Code 
and Hazard Class What does it mean?

GHS02: Flammable

Extremely flammable gas 
Flammable gas.  
Extremely flammable aerosol 
Flammable aerosol 
Highly flammable liquid and vapor 
Flammable liquid and vapor 
Flammable solid

GHS03: Oxidizing

May cause or intensify fire; oxidizer. 
May cause fire or explosion; strong 
oxidizer

GHS05: Corrosive May be corrosive to metals 
Causes severe skin burns and eye 
damage

GHS06: Toxic

Fatal if swallowed 
Fatal in contact with skin 
Fatal if inhaled 
Toxic: if swallowed 
Toxic in contact with skin 
Toxic if inhaled

GHS07: Health 
Hazard 

May cause respiratory irritation 
May cause drowsiness or dizziness 
May cause an allergic skin reaction 
Causes serious eye irritation 
Causes skin irritation 
Harmful if swallowed 
Harmful in contact with skin 
Harmful if inhaled 
Harms public health and the 
environment by destroying ozone in 
the upper atmosphere

Table I Hazard Class Pictograms, Hazard Class Code and Hazard Class 
according to Commission Regulation (EU) 2017/542 and T.C. Resmi Gazete 

2020

Hazard Class 
Pictograms

Hazard Class 
Code and Hazard 
Class

What does it mean?
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GHS08: Serious 
Health Hazard

May be fatal if swallowed and enters 
airways 
Causes damage to organs 
May cause damage to organs 
May damage fertility or the unborn child 
Suspected of damaging fertility or the 
unborn child 
May cause cancer 
Suspected of causing cancer 
May cause genetic defects 
Suspected of causing genetic defects 
May cause allergy or asthma symptoms 
or breathing difficulties if inhaled

GHS09: 
Environmental 
Hazard

Very toxic to aquatic life with long 
lasting effects 
Toxic to aquatic life with long lasting 
effects

Flammable Liquids in Banaz Vocational Scholl Chemistry laboratory 
were listed on the table II. Chemicals: alcohols (methanol, ethanol, 2-me-
tilpropan-2-ol, 2-propanol, anisole, 3-methylanisole), esters (ethyl aceta-
te), ethers (diethyl ether, methyl phenyl ether (anisole), ethyl phenyl ether, 
tetrahydrofuran), ketones (acetone, ethyl methyl ketone), acid (acetic acid 
glacial %100 pure), other flammable liquids (toluene, n- hexane, acetonit-
rile, N,N-dimethyl formamide, propargyl bromide, benzene.).

Table II: Flammable Liquid Chemical Material List. Hazard Class according to 
and T.C. Resmi Gazete 2020

FLAMMABLE 
LIQUID CHEMICAL 
LIST Hazard Class Code and Hazard Class

Hazard Class 
Pictograms

1 2-metilpropan-
2-ol 

GHS02: Flammable, GHS08: Serious 
Health Hazard       

2

2-propanol

GHS02: Flammable

GHS07: Health Hazard

GHS08: Serious Health Hazard

    

 

3
3-methylanisole

GHS02: Flammable GHS07: Health 
Hazard      

4
Acetic acid 
glacial %100 
pure GHS02: Flammable GHS05: Corrosive   
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Table II: Flammable Liquid Chemical Material List. Hazard Class according to 
Commission Regulation (EU) 2017/542 and T.C. Resmi Gazete 2020

FLAMMABLE LIQUID 
CHEMICAL LIST

Hazard Class Code and Hazard 
Class

Hazard Class 
Pictograms

5
Acetone

GHS02: Flammable, 

GHS07: Health Hazard      

6
Acetonitrile

GHS02: Flammable, 

GHS07: Health Hazard    

7
Anisole

GHS02: Flammable, 

GHS07: Health Hazard     

8
Benzene

GHS02: Flammable GHS08: 
Serious Health Hazard 

GHS07: Health Hazard   

9
Diethyl ether

GHS07: Health Hazard 

GHS02: Flammable      

10
Ethanol

GHS02: Flammable

GHS07: Health Hazard    

11
Ethyl acetate

GHS02: Flammable

GHS07: Health Hazard    

12
Ethyl methyl ketone

GHS02: Flammable

GHS07: Health Hazard    

13
Methanol

GHS02: Flammable, GHS06: Toxic

GHS08: Serious Health Hazard    

14

n- Hexane

GHS02: Flammable

GHS08: Serious Health Hazard 

GHS07: Health Hazard 

GHS09: Environmental Hazard  

15 N,N-
Dimethylformamide

GHS02: Flammable

GHS08: Serious Health Hazard

GHS07: Health Hazard   

16
Phenetole; 
Ethoxybenzene; 
Ethyl phenyl ether GHS02: Flammable   



 .57International Research in Science and Mathematics

Table II: Flammable Liquid Chemical Material List. Hazard Class according to 
Commission Regulation (EU) 2017/542 and T.C. Resmi Gazete 2020

FLAMMABLE LIQUID 
CHEMICAL LIST

Hazard Class Code and Hazard 
Class

Hazard Class 
Pictograms

17
Propargyl bromide, 
80 wt% solution in 
toluene 

GHS02: Flammable, GHS06: Toxic

GHS05: Corrosive, GHS08: 
Serious Health Hazard  

18
Tetrahydrofuran

GHS02: Flammable GHS07: 
Health Hazard

GHS08: Serious Health Hazard    

19
Toluene

GHS02: Flammable

GHS07: Health Hazard GHS08: 
Serious Health Hazard    

Flammable liquid in this chemistry laboratory is acetic acid which 
can be stored with other organic acids.

Corrosive Characteristic liquid materials in this chemistry laboratory 
were listed on table III; which are Strong acids and bases can destroy hu-
man tissue and corrode metals. Acids and bases are incompatible with one 
another and may react with many other hazard classes. Therefore, they 
were stored together with taken special precautions. In this group chemi-
cals in Banaz Vocational School Chemistry Laboratory were organic acids 
(acetic acid, formic acid), inorganic oxidizing acids (nitric acid, hydrogen 
peroxide solution 35%), inorganic non-oxidizing acids (hydrochloric acid 
37%, hydrofluoric acid, o-phosphoric acid, sulfuric acid, basic solution 
(ammonia solution 25 %, )  and other corrosive characteristic liquid ma-
terials (aniline, bromine, diethanolamine, diphenyl ether, formaldehyde 
solution % 37 stabilized, thionyl chloride,).
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Table III: Corrosive Liquid Chemical List. Hazard Class according to 
Commission Regulation (EU) 2017/542 and T.C. Resmi Gazete 2020

CORROSIVE LIQUID 
CHEMICAL LIST

Hazard Class Code 
and Hazard Class

Hazard Class 
Pictograms

1 Acetic acid glacial %100 
pure

GHS02: Flammable 

GHS05: Corrosive  

2 Ammonia solution 25 %

GHS05: Corrosive

GHS07: Health 
Hazard 

GHS09: 
Environmental Hazard

  

3 Aniline

GHS06: Toxic

GHS08: Serious 
Health Hazard

GHS05: Corrosive 

GHS09: 
Environmental Hazard

   

Table III: Corrosive Liquid Chemical List. Hazard Class according to 
Commission Regulation (EU) 2017/542 and T.C. Resmi Gazete 2020
CORROSIVE LIQUID 
CHEMICAL LIST

Hazard Class Code 
and Hazard Class

Hazard Class 
Pictograms

4 Bromine

GHS06: Toxic

GHS05: Corrosive

GHS09: 
Environmental Hazard

   

5 Diethanolamine 

GHS05: Corrosive

GHS08: Serious 
Health Hazard

GHS07: Health 
Hazard 

  

6 Diphenyl ether GHS05: Corrosive

7
Formaldehyde solution 

%37 stabilized

GHS06: Toxic

GHS08: Serious 
Health Hazard 

GHS05: Corrosive
  

8 Formic acid

GHS05: Corrosive

GHS06: Toxic

GHS02: Flammable
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9 Hydrochloric acid 37 %
GHS05: Corrosive

GHS07: Health 
Hazard 

 

10 Hydrofluoric acid
GHS06: Toxic 

GHS05: Corrosive  

11 Hydrogen peroxide 
solution 35%

GHS05: Corrosive

GHS07: Health 
Hazard 

GHS03: Oxidizing
  

12 Nitric acid extra pure 63 
%

GHS03: Oxidizing

GHS05: Corrosive  

13 o-Phosphoric acid solution 
85 % GHS05: Corrosive

14 Sulfuric acid 98 % GHS05: Corrosive

15 Thionyl chloride
GHS05: Corrosive

GHS06: Toxic  

Storage Precautions for Corrosive acids and bases; they were separa-
ted from each other according to they are acid or base and inorganic oxidi-
zing acids (e.g., nitric acid) and organic acids (e.g., acetic acid). Corrosives 
were stored on lower shelves, at least below eye level and in compatible 
secondary containers. Aniline, ammonia solution 25 %, diethanolamine 
and diphenyl ether were stored together but bromine was stored different 
place from ammonia solution 25 % because of their incompatibles. Acidic 
corrosive materials and basic corrosive materials storage different place.  

Toxic Characteristic liquid chemicals in Banaz Vocational School 
Chemistry Laboratory were listed Table IV; Overexposure to toxic chemi-
cals can cause damage to organs. 

Table IV: Toxic Liquid Chemical List. Hazard Class according to Commission 
Regulation (EU) 2017/542 and T.C. Resmi Gazete 2020

TOXIC LIQUID 
CHEMICAL LIST

Hazard Class Code and 
Hazard Class

Hazard Class 
Pictograms

1

Methanol

GHS02: Flammable 

GHS06: Toxic

GHS08: Serious Health 
Hazard    
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2

Aniline

GHS06: Toxic

GHS08: Serious Health 
Hazard 

GHS05: Corrosive

GHS09: Environmental 
Hazard

  

3

Bromine

GHS06: Toxic

GHS05: Corrosive

GHS09: Environmental 
Hazard     

4
Chloroform

GHS06: Toxic

GHS08: Serious Health 
Hazard  

5 Formaldehyde 
solution %37 
stabilized

GHS06: Toxic

GHS08: Serious Health 
Hazard 

GHS05: Corrosive    

6

Formic acid

GHS05: Corrosive

GHS06: Toxic

GHS02: Flammable
   

7
Hydrofluoric acid

GHS06: Toxic

GHS05: Corrosive   

8
Propargyl bromide, 
80 wt% solution in 
toluene 

GHS02: Flammable 

GHS06: Toxic

GHS05: Corrosive

GHS08: Serious Health 
Hazard 

9
Thionyl chloride

GHS05: Corrosive 
GHS06: Toxic   

Methanol can be stored with flammable chemicals with some precau-
tions. Propargyl bromide 80 wt% solution in toluene is kept refrigerated in 
this chemistry laboratory. Aniline, bromine, formaldehyde solution 37 % 
stabilized, formic acid, hydrofluoric acid, thionyl chloride and chloroform 
are classified in this group. Storage precautions for toxics; toxics were 
separated from other hazard classes and stored in a cool, well-ventilated 
area, away from light and heat. Containers were tightly sealed to minimi-
ze exposure to personnel and contamination of other chemicals.
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Oxidizer characteristic liquid chemicals are shown in Table V. Oxi-
dizers are a fire hazard. They will readily decompose under certain con-
ditions to yield oxygen or react to promote or initiate the combustion of 
flammable or combustible materials.

Table V: Oxidizing Liquid Chemical List. Hazard Class according to 
Commission Regulation (EU) 2017/542 and T.C. Resmi Gazete 2020

OXIDIZING LIQUID 
CHEMICAL LIST

Hazard Class Code and 
Hazard Class

Hazard Class 
Pictograms

1 Hydrogen peroxide 
solution 35%

GHS05: Corrosive

GHS07: Health Hazard 

GHS03: Oxidizing
  

2 Nitric acid extra pure 
63 %

GHS03: Oxidizing

GHS05: Corrosive  

These group liquids were hydrogen peroxide, nitric acid and non-la-
boratory chemicals (used as a bleaching agent sodium hypochlorite) in 
this laboratory.

Storage precautions for oxidizer chemicals; oxidizers were discreet 
from flammable and combustible materials (paper, wood) and segregated 
oxidizers from formic acid as a reducing agents.  Inorganic oxidizers were 
separated from organic peroxides. Oxidizer Chemicals were stored in a 
cool, dry place and not stored under sink. Nitric acid and hydrogen pe-
roxide and other oxidizers must not be stored on wooden shelves because 
a leak of their bottle could start a fire. 

Peroxide forming characteristic chemicals in this chemistry labora-
tory, over a period of time, diethyl ether and tetrahydrofuran can form 
peroxides that may explode when the cap is removed or when they are 
concentrated during laboratory activities. It is important to note the date 
on the bottle when the chemical arrived in the laboratory and opened.

 Liquid Chemical List, which have no pictogram are listed Table VI. 
For 3-Bromoanisol, Buffer Solution pH10,0 Carbonate buffer, Buffer So-
lution pH 4,00, Buffer Solution pH 7,00 and glycerol  according to CLP 
Classification - Regulation (EC) No 1272/2008 physical hazards based on 
available data, the classification criteria are not met. Health hazards based 
on available data, the classification criteria are not met. Environmental 
hazards based on available data, the classification criteria are not met. 
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These chemicals are harmful to aquatic life with long lasting effects. Be-
cause of this avoid release these chemicals to the environment.

Table VI: Liquid Chemical List, which have no pictogram. Hazard Class 
according to Commission Regulation (EU) 2017/542 and T.C. Resmi Gazete 

2020

LIQUID CHEMICAL LIST
Hazard Class Code and 
Hazard Class

Hazard Class 
Pictograms

1
3-Bromoanisol

This mixture does not 
meet the criteria for 
classification. not required

2
Buffer Solution 
pH10,0 Carbonate 
buffer

This mixture does not 
meet the criteria for 
classification. not required

3 Buffer Solution pH 
4,00

This mixture does not 
meet the criteria for 
classification. not required

Table VI: Liquid Chemical List, which have no pictogram. Hazard Class 
according to Commission Regulation (EU) 2017/542 and T.C. Resmi Gazete 
2020

LIQUID CHEMICAL LIST
Hazard Class Code and 
Hazard Class

Hazard Class 
Pictograms

4 Buffer Solution pH 
7,00

This mixture does not 
meet the criteria for 
classification. not required

5
Glycerol; glycerin

This mixture does not 
meet the criteria for 
classification. not required

Liquid Chemicals with a serious health hazard pictogram were listed 
in Table VII. The health hazard pictogram indicates a product contains 
chemicals that may cause health effects in humans, including cancer, gene 
mutation, reproductive health effects, respiratory sensitivity, aspiration 
toxicity, and organ toxicity. A carcinogen agent (cancer-causing agent) 
with respiratory, reproductive or organ toxicity that causes damage over 
time. Liquid serious health hazard chemicals   in Banaz Vocational scho-
ol Chemistry Laboratory include: 1,2-Diphenylhydrazine, 2-metilpro-
pan-2-ol, 2-propanol, aniline, benzene, chloroform, dichloromethane, 
diethanolamine, ethylene glycol, formaldehyde solution %37 stabilized, 
methanol, n-hexane, N,N-dimethylformamide, paraffin oil, phenolpht-
halein, propargyl bromide, 80 wt% solution in toluene, tetrahydrofuran, 
toluene. 
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Table VII: Liquid Serious Health Hazard Chemical List. Hazard Class according 
to Commission Regulation (EU) 2017/542 and T.C. Resmi Gazete 2020

SERIOUS HEALTH HAZARD 
LIQUID CHEMICAL LIST

Hazard Class Code 
and Hazard Class Hazard Class Pictograms

1

1,2-Diphenylhydrazine

GHS07: Health 
Hazard

GHS08: Serious 
Health Hazard   

2
2-metilpropan-2-ol 

GHS02: Flammable

GHS08: Serious 
Health Hazard    

3

2-propanol

GHS02: Flammable 

GHS07: Health 
Hazard 

GHS08: Serious 
Health Hazard      

4

Aniline

GHS06: Toxic

GHS08: Serious 
Health Hazard 

GHS05: Corrosive

GHS09: 
Environmental 
Hazard     

5

Benzene

GHS02: Flammable

GHS08: Serious 
Health Hazard 

GHS07: Health 
Hazard    

6
Chloroform

GHS06: Toxic

GHS08: Serious 
Health Hazard   



64 . Melek GOKMEN KARAKAYA

Table VII: Liquid Serious Health Hazard Chemical List. Hazard Class according to 
Commission Regulation (EU) 2017/542

SERIOUS HEALTH HAZARD 
LIQUID CHEMICAL LIST

Hazard Class Code and 
Hazard Class Hazard Class Pictograms

7
Dichloromethane

GHS08: Serious Health 
Hazard 

GHS07: Health Hazard    

8

Diethanolamine 

GHS05: Corrosive

GHS08: Serious Health 
Hazard 

GHS07: Health Hazard 
      

9
Ethylene glycol

GHS08: Serious Health 
Hazard 

GHS07: Health Hazard   

10 Formaldehyde 
solution %37 
stabilized

GHS06: Toxic

GHS08: Serious Health 
Hazard 

GHS05: Corrosive    

11

Methanol

GHS02: Flammable 

GHS06: Toxic

GHS08: Serious Health 
Hazard    

12

n- Hexane

GHS02: Flammable

GHS08: Serious Health 
Hazard 

GHS07: Health Hazard 

GHS09: Environmental 
Hazard    

13
N,N-
Dimethylformamide

GHS02: Flammable

GHS08: Serious Health 
Hazard 

GHS07: Health Hazard     

14
Paraffin oil

GHS08: Serious Health 
Hazard   
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15
Phenolphthalein

GHS08: Serious Health 
Hazard   

16 Propargyl bromide, 
80 wt% solution in 
toluene 

GHS02: Flammable 

GHS06: Toxic

GHS05: Corrosive   

17

Tetrahydrofuran

GHS02: Flammable

GHS07: Health Hazard

GHS08: Serious Health 
Hazard      

18

Toluene

GHS02: Flammable 

GHS07: Health Hazard 

GHS08: Serious Health 
Hazard     

RESULT AND CONCLUSION

In the Banaz vocational school chemistry laboratory, liquid chemical 
inventory was created and classified according to MSDS forms by this 
study for secure work place.  Label information and pictograms of the-
se chemicals had been found from the list in Annex section third Table 
3.2. pages from 996 to 1630, which is belong to the Regulation publis-
hed December 10, 2020 dated and 31330 numbered Official Newspaper, 
Republic of Turkey, the Classification, Labeling and Packaging of subs-
tances and mixtures (T.C. Resmi Gazete, 2020) and MSDS forms.  The-
se chemicals were grouped according to hazard class (Physical hazards 
(flammable, explosive, oxidizing potential), hazard for human health, and 
environment hazard). Chemicals separated into groups were placed in-
dividually in ventilated chemical lockers for approved storage. Hazard 
symbols and chemical list were pasted on the locker. Its shelves were 
raised from the manufacturer firm to prevent containers from falling in 
case of an earthquake. Shelves were located away from direct sun, flame 
and heat sources. Containers were not protruded over shelf edges. Large 
bottles were stored no higher than 2 feet from the floor. Corrosives were 
stored on lower shelves.
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Introduction 

Schiff bases (Figure 1) are regarded as imines with R1R2C=NR3 gene-
ral formula where R1, R2 and R3 are linear or cyclic alkyl and/or aryl group 
(R3 = but not hydrogen). They are important class of organic compounds. 
The synthesis of these compounds takes place by condensation reaction of 
an aldehyde/ketone compound with a primary amine under specific con-
ditions. As a result of this reaction, only water is formed as a by-product. 
Nitrogen atom of azomethine group play a key role for the chemical and 
biological properties (Kumar et al., 2019). Schiff bases have been used 
species in the development of transition metal chemistry thanks to their 
fascinating structural flexibility. 

R3

R1 R2

N

C

Figure 1. Schiff base

Schiff bases and their metal complexes have been of significance in 
homogeneous and heterogeneous catalysis. They have been employed as 
active catalysts in ethylene polymerization, Suzuki-Miyaura, Sonogashira 
and Heck coupling reactions.  Also, these compounds have got attention 
in medicinal and biological applications by virtue of their antibacterial, 
antifungal and anticancer activities (Avcı Özbek et al.,2021; Kordestani 
et al., 2021; Arabi et al. 2022; Jain et al. 2022; Prabhu Kumar et al., 2022, 
Sedighipoor et al., 2018; Puzarı et al., 2021; Nagalakshmi et al., 2022, 
Turan et al., 2022). 

The Schiff Bases (N-[1-(3-aminopropyl)imidazole]salicylaldimine 
(HL1) and N-[1-(3-aminopropyl)imidazole]-3,5-di-tert-butylsalicylaldi-
mine (HL2) are known compounds. Some reports interested these com-
pounds are as follows: Preparation of the Schiff base HL2 and Cu(II) 
complex and electrochemical investigations of the complex were reported 
(Tas et al., 2004). The Schiff base HL1 and its metal chelates (zinc(II), 
copper(II) and silver) prepared and biological activity studies were exe-
cuted (McGinley et al., 2013). Anti-corrosive tendency of HL1 were in-
vestigated in a study (Satpati et al., 2022). In different studies, some metal 
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chelates were prepared and antimicrobial activity surveys were practised 
(Kalanithi et al., 2012, Qian et al., 2014). 

In this study, two neutral palladium (II) chelates of HL1 and HL2 Sc-
hif bases with the general formula [PdL(OAc)] were prepared. 1H NMR, 
13C NMR, FT-IR, TGA and elemental analysis techniques were utilized 
for the characterization. In addition, antibacterial activity studies of the 
complex containing tert-butyl substituent were performed. 

Experimental

Synthesis of [Pd(L1)(OAc)] complex 

Pd(OAc)2 (75 mg, 0.33 mmol) and HL1 (77 mg, 0.33 mmol) in CH2Cl2 
(10 mL) was constantly stirred at RT for 24 hours. The resultant yellow 
colored precipitate was separated by filtration washing the solid with 
CH2Cl2 was established. Yield: 56 mg, 41%. m.p.: 163-165oC. FT-IR (KBr 
pellets): ʋ = 465 (m), 595 (m), 616 (m), 650 (m), 686 (m), 753 (m), 825 
(m), 913 (m), 1023 (m), 1102 (m), 1130 (m), 1149 (m), 1200 (m), 1314 
(m), 1362 (m), 1447 (m), 1539 (m), 1596 (m), 1618 (s), 2923 (m), 3128 
(m), 3421 (w) cm-1. Elem. Anal. Calcd. C15H19N3O4Pd (411.75 g/mol): C, 
43.75, H, 4.65, N, 10.21. found: C, 44.10, H, 4.59, N, 10.01. TGA (loss 
of H2O): calcd. 4.38%, found 4.47%; (loss of OAc): calcd. 14.33%, found 
14.81%; %; (loss of OAc): calcd. 25.85%, found 26.10%.

Synthesis of  [Pd(L2)(OAc)] complex 

Pd(OAc)2 (100 mg, 0.45 mmol) was added to HL2 (152 mg, 0.45 
mmol) in CH2Cl2 (10 mL) with constant stirring at RT for 24 hours. The 
solution was concentrated. Orange solids were precipitated by adding of 
n-pentane (20 mL). The product was filtrated and washed with n-penta-
ne. Yield: 160 mg, 67%. m.p.: 274-275oC. FT-IR (KBr pellets): ʋ = 558 
(m), 655 (m), 688 (m), 745 (m), 779 (m), 836 (m), 916 (m), 960 (m), 
1109 (m), 1169 (m), 1198 (m), 1255 (m), 1271 (m), 1311 (m), 1362 (m), 
1409 (m), 1434 (m), 1530 (m), 1621 (s), 2868 (m), 2954 (s), 3134 (m), 
3422 (w) cm-1. 1H NMR (400MHz, CDCl3): d = 1.36 (s, 9H, But), 1.47 (s, 
9H, But), 1.96 (s, 3H, Me), 2.5-2.7 (m, 2H, CH2), 3.87 (t, 2H, CH2), 4.26 
(t, 2H, CH2), 6.99 (s, 1H, -N=CH-N), 7.45 (d, 2H, -CH=CH-), 7.73 (s, 
1H, -N=CH) ppm. 13C NMR (101 MHz, CDCl3): δ = 23.57, 29.36, 31.30, 
33.81, 36.52, 45.85, 56.92, 118.57, 118.80, 131.14, 136.49, 178.41 ppm. 
Elem. Anal. Calcd. C23H35N3O4Pd (523.96 g/mol): C, 52.72, H, 6.73, N, 
8.02. found: C, 52.74, H, 7.25, N, 8.28. TGA (loss of H2O): calcd. 3.44%, 
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found 3.54%; (loss of OAc): calcd. 11.27%, found 11.49%; %; (loss of 
OAc): calcd. 20.31%, found 20.57%.

Results and Discussions

The reactions of Pd(OAc)2 with 1 equivalent HL1 and HL2 Schiff ba-
ses gave the neutral [Pd(L1)(OAc)] and [Pd(L2)(OAc)] complexes, res-
pectively (Scheme 1 and scheme 2). The compounds are air and moistu-
re stable. Since the yellow coloured [Pd(L1)(OAc)] is not soluble in any 
solvent, it was characterized by only TGA, elemental analysis and FT-IR 
methods. The other one is soluble in the solvents such as CH2Cl2 and 
DMSO and insoluble in n-pentane, n-hexane. It was further characterized 
using NMR analysis.   
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Scheme 1. Synthesis of [PdL1(OAc)] complex
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FT-IR spectra of the complexes are given in figure 2 and figure 3. 
Some FT-IR data are summarized in table 1. The nOH peaks around at 3410-
3434 cm-1 in the spectra of the HL1 and HL2 disappear in the spectra of 
the chelates. This shows to be deprotonation of the phenolic proton. The 
decrease in the nC=N values was observed in the FT-IR spectra of the palla-
dium(II) chelates, pointing coordination of imine nitrogen. The stretching 
frequencies related to Pd-O and Pd-N bonds for the complexes appear in 
the range of 558–595 and 460-465, respectively. These values are compa-
tible with the literature (Kalanithi et al., 2012; Tas et al., 2004; Tajuddin 
et al., 2012). NMR data support the expected structure for [Pd(L2)(OAc)].  
The absence of OH signal in the spectrum of the complex indicates that 
the phenolic proton has undergone deprotonation. 

Table 1. Some FT-IR data  

Compound FT-IR spectra (cm-1)

n(O-H) n(C=N) n(Pd-O) n(Pd-N)

HL1 3434 1632 - -

[PdL1(OAc)] - 1618 595 465

HL2 3410 1626 - -

[PdL2(OAc)] - 1621 558 460

Figure 2. FT-IR spectrum of [PdL1(OAc)]
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Figure 3. FT-IR spectrum of [PdL2(OAc)]

The TGA curve of [PdL1(OAc)] has third mass decrease steps (Figure 
4). The first weight loss of 1 molecule H2O (4.47%) in the range of 44-169 
oC is ascribed to the deprivation of hydrated water molecule. The second 
weight loss of 14.81% in the range of 169–262 oC possibly corresponds 
to the loss of OAc group. The third mass decrease is 26.10% from 262 to 
277 oC assigned to the release of Pd. The TGA curve of [PdL2(OAc)] also 
has third mass decrease step (Figure 5). The first mass deprivation of 1 
molecule H2O (3.53%) in the range of 77-187 oC is ascribed to the loss of 
hydrated water molecule. The second weight loss of 11.49% in the range 
of 187–294 oC possibly corresponds to the loss of OAc group. The third 
mass decrease is 20.57% from 294 to 304 oC assigned to the release of 
Pd. The experimental and calculated values are resumed in table 2. These 
values ​​are compatible with each other.
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Table 2. TGA analysis results

Compound

[PdL1(OAc)] [PdL2(OAc)]

Temperature range (°C) 44-169 77-187

Losses part H2O H2O

Calculated (%) 4.38 3.44

Experimental (%) 4.47 3.53

Temperature range (°C) 169-262 187-294

Losses part OAc OAc

Calculated (%) 14.33 11.27

Experimental (%) 14.81 11.49

Temperature range (°C) 262-277 294-304

Losses part Pd Pd

Calculated (%) 25.85 20.31

Experimental (%) 26.10 20.57
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Figure 4. TGA spectrum of [PdL1(OAc)]
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Figure 5. TGA spectrum of [PdL2(OAc)]

The antimicrobial data of HL2 and [PdL2(OAc)] against Staphylcoc-
cus aureus ATCC 25923 and Escherichia coli ATCC 25922 are recorded 
in table 3 and are displayed in the figure 6 and figure 7. It can be conc-
luded that the Schiff base ligand (HL2) shows low activity against Esch-
erichia coli and Staphylcoccus aureus but [PdL2(OAc)] compound has 
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antimicrobial effect aganist S. aureus and E.coli. [PdL2(OAc)] compound 
has high antimicrobial activity than ligand. In fact, [PdL2(OAc)] has good 
antimicrobial activity as previously published for some Pd (II) Schiff base 
complexes (PrabhuKumar et al., 2022).

Table 3. Antimicrobial activity of HL2 and [PdL2(OAc)]  against S. aureus and 
E.coli

Microorganisms (Inhibition zone, mm) 

Compound S. aureus E. coli

HL2 7±0 7±0

[PdL2(OAc)] 31.6±0.47 19±0.82
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Figure 6. Antibacterial activity results of compounds: A) HL2 B) [PdL2(OAc)]  
for Staphylcoccus aureus ATCC 25923
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Figure 7. Antibacterial activity results of compounds: A) HL2 B) [PdL2(OAc)]  
for Escherichia coli ATCC 25922

Conclusions

This study reports the preparation and structural elucidation of the 
new two Pd (II) Schiff bases. Their characterization was achived using 1H 
NMR, 13C NMR, FT-IR, TGA and elemental analysis. Moreover [PdL2(O-
Ac)] compound possesses promising antimicrobial activity aganist two 
pathogenic microbes.
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Introduction

Heat transfer is the transfer of energy caused by a temperature diffe-
rence. Heat transfer always occurs within a medium or between environ-
ments, whenever there is a temperature difference. Thermal conductivity 
is the property which indicates the ability of materials to conduct heat [1]. 
Since the conductive heat transfer phenomenon takes place in a thermal 
field with temperature differences, of interest is how thermal conductivity 
varies with temperature. Thus, the variation of thermal conductivity with 
temperature for materials is defined λ=λ0[1+C(T-T0)] W/(m.K). Here, λ is 
thermal conductivity at temperature T, λ0, thermal conductivity at referen-
ce temperature T0, C is a constant property of each material [2]. Classical 
diffusive heat transport is described by Fourier law, which in 1D takes 
the form      q = -λ(dT/dx) where q is heat flux, T is temperature, and λ 
is thermal conductivity. Combined with the energy conservation law, the 
Fourier law leads to the classical heat conduction equation of the para-
bolic type, which describes heat conduction as a pure thermal diffusion. 
This has the unphysical property that if a sudden change of temperature 
is made at some point on nthe body, it will be felt instantly everywhere, 
though with exponentially small amplitudes at distant points. One may 
say that classical heat conduction theory gives rise to the infinite speed of 
the propagation of a temperature (thermal) wave [3].

A magnetic stirrer/heater (MKI) based on the thermal conduction 
principle is one of the most frequently used instruments when prepar-
ing solutions in the laboratory. While chemical materials are dissolved 
in solvents such as pure water, alcohol, acetone, etc., in some cases it is 
very difficult to dissolve without heating. On the other hand, continuous 
mixing of the solution is required to obtain a homogeneous mixture. In 
such cases, MKI comes to our aid. However, although most MKIs used 
in laboratories give a temperature close to the temperature desired by the 
user, they cannot give a completely constant temperature. By making con-
tinuous measurements with a thermometer, the user can try to control the 
temperature by touching an ice cube or a wet cloth to the heating plate in 
cases where the temperature increases too much. However, despite all ef-
forts, the temperature may not be controlled as desired. Undoubtedly, this 
situation can be both uncomfortable and cause to spend all the time at the 
beginning of the MKI, especially as the heating time gets longer.

In addition, in many laboratories, such devices are waiting in a corner 
in a broken way. In this case, either a new device needs to be purchased or 
the device needs to be repaired. The purchase of a new device may cause 
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both a decrease in natural resources and an extra burden on the national 
economy. 

To avoid such situations, in this article, a fully software-controlled 
MKI with an accuracy of about  ± 3oC for the heater was recycled using 
an Arduino microcontroller.

Two types of software were developed for the device, with Arduino 
own codes and the Labview program. In the first, the user enters the desi-
red temperature (25-1100 C range) and speed (500-1500 rpm range) values 
into the system with two separate potentiometers. These values entered by 
the user are displayed on an LCD (Liquid Crystal Display) screen and the 
system automatically activates and starts working to keep the temperature 
and speed constant at the desired value. In addition, if the user wishes, he/
she can also introduce the system how long it will work and stop. Thus, 
the user can take care of his other work without having to wait by the 
device in any way, saving his/her energy and time as much as possible.

In the second, the user can perform the same operations one by one 
through the Labview interface. The only difference is that in this section, 
a graph of solution and plate temperature as a function of time is plotted 
on the computer screen. If desired, the heating coefficient of the solution 
can be easily calculated using this graph.

2. Material and Method

2.1. Equipment

An Arduino nano microcontroller was used in the construction of 
the MKI shown in Fig. 1. The stirrer control of the MKI is provided by 
the microcontroller controlling a DC (Direct Current) motor via an AO-
D4184A 40V N-Channel metal-oxide semiconductor field effect transis-
tor (MOSFET).

The temperature control of the MKI was provided by the microcont-
roller feeding the resistance of the 1000 W heating plate with AC voltage 
through a 10 A relay. The microcontroller controls the temperature by col-
lecting data from a 100K NTC thermistor placed tightly under the heating 
plate and the PT1000 temperature sensor immersed in the solution.
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Figure 1 a) Schematic representation of MKI b) MKI device

An NTC (Negative Thermocouple) thermistor was used to measure 
the table temperature of the MKI. The NTC thermistor is a resistor that 
varies with temperature and has a negative temperature coefficient. As 
the temperature rises, the resistance value decreases. The microcontroller 
does not have a component that can directly measure this resistance value. 
Instead, it has a voltage reader known as an analog-to-digital converter 
(ADC). Therefore, a standard voltage divider circuit in Figure 2 was used 
to measure the resistance value of the NTC. 

Figure 2 Voltage divider circuit



 .87International Research in Science and Mathematics

The voltage divider circuit consists of an NTC thermistor supplied 
with 5V, connected in series, and a known value resistor (R). To read the 
analog data from the NTC thermistor, the middle part of the NTC ther-
mistor and the R resistor are connected to the analog pin of the Arduino 
microcontroller. The thermistor resistance was calculated by converting 
the analog data read from the NTC thermistor to voltage (Vout) and using it 
in the voltage divider circuit equation given in the expression (1).

Rt = R x [(Vin/Vout)-1]      					         (1)

Here, R is the voltage between a known value resistor (10K), Rt, ther-
mistor resistance, Vin, supply (5V), Vout, thermistor and resistance (R) with 
the known value. The Steinhart-Hart equation given in [4] is used to con-
vert the calculated resistance to temperature. In [5], there is a ready-made 
calculation program that gives the coefficients of this equation. In this 
article, the temperature values were calculated using the equation coeffi-
cients obtained from [5].

PT1000 temperature sensor was used to measure the solution tempe-
rature. The PT1000 is a linear sensor, which means that with increasing 
or decreasing temperature, its internal resistance also increases and dec-
reases. This allows the data read from the PT1000 to be processed by the 
microcontroller without complex mathematical formulas such as the NTC 
thermistor. Instead of using a voltage divider circuit to measure solution 
temperature more precisely, PT1000 is connected to an Arduino micro-
controller using the Adafruit MAX31865 RTD PT1000 Amplifier module.

2.2. Software

The MKI system, which was designed using an Arduino nano micro-
controller, was written in two different programming languages as softwa-
re. The first is Arduino’s firmware, which consists of its own codes, and 
the second is the system interface (Figure 3), which is controlled via a 
computer using the Labview program.
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Figure 3 Labview interface of the heater/stirrer

The microcontroller starts to control the heating plate and solution 
temperature at certain intervals after the temperature value is entered into 
the system. By controlling the data coming from the sensors, the micro-
controller tries to keep the temperature constant by turning the relay on/off 
near the set temperature level. The stirrer part is controlled by a MOSFET. 
The rotation speed is adjusted by using pulse width modulation (PWM) 
according to the speed values entered into the system (500-1500 rpm).

3. Result and Discussion

Testing of the stirrer part of the system was performed in previous 
studies found in [6].  The heater part was tested using water, isopropyl al-
cohol, methanol and acetone. In Figure 4, the boiling point determination 
results for these liquids are shown graphically. The tests were carried out 
at an altitude of approximately 150 m above sea level and are in agree-
ment with the literature results [7].

Figure 5 shows temperature swings around temperatures of 65, 75 
and 85 degrees for water. The heater is energized by keeping the relay 
on until the temperature value entered in the system is reached. After the 
entered temperature value is reached, the relay is closed and the energy 
to the heating plate is cut off. As soon as the temperature drops below the 
entered temperature, the relay is turned on again and the heating plate is 
re-energized. The temperature is controlled with an accuracy of about ± 
3 degrees by forcing the system to oscillate around the temperature value 
entered in this way. It is noteworthy in the figure that as the temperature 
rises, the oscillation period around the entered temperature decreases. The 
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reason for this is that at high temperatures, the heating plate cools faster 
when the energy is cut off.

Figure 4 Boiling point determination of liquids

Figure 5 The temperature oscillation of the device around the set temperature
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4. Conclusion

A scrapped MKI was recycled using an Arduino microcontroller at 
a low cost and software controlled. This device was used to determine 
the boiling points of water, isopropyl alcohol, methanol and acetone and 
the results were found to be in agreement with the literature results. The 
device was tested for water at temperatures of 65, 75 and 85 degrees. The 
results showed that the device can control the temperature value entered 
into the system with an accuracy of about ± 3 degrees. Also, with this 
study, it was seen that scrapped devices like this can be easily reused.

Nomenclature

λ                              thermal conductivity

λ0                            thermal conductivity at reference temperature

T                             temperature

T0                            reference temperature

C                            a constant property of each material

q                             heat flux

R                             the voltage between a known value resistor

Rt                            thermistor resistance
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INTRODUCTION

Phytohormones, also known as plant growth regulators, are organic 
compounds that plants naturally produce and that control growth and de-
velopment, facilitate intercellular communication, and exert their effects 
even at extremely low concentrations (Opik et al., 2005; Rademacher, 
2015).

Plant growth regulators (PGR) are produced in various locations, inc-
luding the roots, buds, and leaves. Following interaction with particular 
receptors, PGR is then delivered to the places that need them (Rademac-
her, 2015.)

PGR is derived from several fungi and plant organs (Morsünbül et 
al., 2010). In general, the PGR maintains control over the physiological 
events that take place in a plant’s structure.

The importance of PGR was first understood in the 1930s. The first 
study in Turkey was about the plant hormone gibberellic acid (GA), whi-
ch was used to stimulate the production of seedless grapes and increa-
se fruit and cluster size in 1960 (Flasiński and Hąc-Wydro, 2014; Algül 
et al., 2016). Some studies on plant physiology revealed the effects of 
PGR on plant growth and development. It was understood that over time, 
growth-promoting substances and growth-inhibiting substances were sy-
nthesized in the plant (Raven et al., 1992; Fishel, 2006). When applying 
PGR externally to plants, considerations such as selecting the suitable 
chemical for the job, picking the right application timing, concentration, 
environmental conditions affecting their absorption, and the plant’s physi-
ological state are crucial (Palavan-Ünsal, 1993; Buban, 2000).

In agricultural activities, PGRs are generally used to increase plant 
biomass, reduce the negative effects of the presence of pollutants in the 
plant, increase the germination power of seeds, encourage or delay flowe-
ring, encourage root-shoot and tuber formation, increase fruit size, inc-
rease shelf life of products, and resist extreme climatic conditions. It is 
preferred to increase resistance, to provide resistance of plants against 
diseases and pests, and to reduce labor force in harvest by ensuring that 
the products mature simultaneously (Abid and Asghari, 2006; Hadi et al., 
2010; Rademacher, 2015).

Plant growth regulators, known as the classical quintet, are grouped 
under five groups (auxin, cytokinin, gibberellin, abscisic acid, and ethy-
lene). However, nowadays, in addition to these, plant hormones known as 
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brasinosteroid, salicylic acid, strigolactone, and jasmonic acid have been 
discovered. These hormones are classified into three main groups accor-
ding to the physiological effects they play on the plant and play an active 
role in the development of the plant (Table 1).

Plant growth regulators have some common features;

1. 	 Synthesis by plant

2. 	 Being portable and causing metabolic changes where it is 
transported

3. 	 It should be able to show these effects even at very low concent-
rations.

Among the natural PGRs, ethylene is the most widely used herbal 
hormone in the world with a rate of 23%, while auxin is in the second 
place with 20% and Gibberellins is in the third place with 17%.

Table 1. Effects of phytohormones (plant growth regulators) in plants  
(Williams, 2011)

Control of the 
vegetative growth

Control of the 
reproduction 

Stress response

Auxin Ethylene Salicylic acid

Cytokinin Abscisic acid Jasmonic acid

Strigolakton

Gibberellins

Brassinostereoids

	

AUXINS

Plant growth regulators with auxin properties are the oldest hormones 
used in agriculture (Halloran and Kasım, 2002). Auxin is synthesized by 
all higher plants, and the most abundant auxin form is Indole-3-acetic 
acid (IAA) (Grunewald et al., 2009). Auxin is the substance that generally 
causes cell expansion and growth, promoting plant growth by providing 
cell elongation, tissue development, and root formation. Auxins in meris-
tematic tissues, including leaves, higher buds, and flowers, are transported 
downstream. Only one hormone, indole-3-acetic acid (IAA), is naturally 
produced in plants (Grunewald et al., 2009). The chemical makeup of 
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auxin was clarified, and it was shown that various chemicals with more 
or less structural similarities to IAA have similar effects on plants. 2011 
(Williams). IAA is abundant at the plant’s roots and stem ends (Cox et 
al. 2018). IAA is one of the most useful phytohormones, which promotes 
plant development under normal conditions and during times of stress. 
(Kazan 2013).

According to Algül et al. (2016), in addition to IAA, the most pre-
valent auxins include indole butyric acid (IBA), naphthalene acetic acid 
(NAA), naphthoxy acetic acid (NOAA), phenoxy acetic acid (FOAA), 
2,4-D, phenylacetic acid (FAA), parachlorophenoxy acetic acid (4-CPA), 
and 2,4,5-trichlor Auxin is a crucial component of plant growth, gravit-
ropism and phototropism, branching, and the development of embryonic 
patterns. Auxin is a key player in identifying and protecting stem cell 
differentiation in the root apical meristem and initiating lateral organ cre-
ation in the apical meristem of shoots during plant growth.

Some functions of auxins in plants are as follows (Halloran and Ka-
sım, 2002);

a)	 Since auxins can be transported in multiple directions or polar, 
they can be transferred from cell to cell. It effectively accelerates 
cell division, growth, and development in plants.

b)	 It has been found to be effective in cell growth by increasing the 
cell’s osmosis, facilitating the cell’s permeability against water, 
and increasing the synthesis of specific RNA and protein-struc-
tured enzymes that increase the flexibility and width of the cell 
wall.

c)	 Ensuring adventitious root development; Success has been ac-
hieved in rooting from stem segments, especially after treating 
the cut surfaces of vegetatively propagated woody plants with 
IAA.

d)	 Obtaining parthenocarpic fruits; In the absence of pollination, 
flowers and fruits generally do not form. It is possible to obta-
in parthenocarpic fruits without fertilization by applying auxin 
(NAA) to some plant species. In most plants of the Solanaceae 
family, they promote fruit set in unfertilized ovaries.

e)	 Prevention of leaf and fruit shedding; In particular, auxin is app-
lied to transport ornamental plants that are desired to remain 
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evergreen and prevent citrus fruits’ shedding before harvest. In 
addition, auxin (NAA) is applied in fruits such as apples or oli-
ves to ensure fruit thinning and to cause the remaining fruits to 
mature better.

f)	 High auxin concentration in plants provides apical dominance 
during periods of rapid growth in the tips.

g)	 It is effective in controlling weeds. Synthetic auxins with 2,4-D 
are widely used to control weeds in agricultural areas. Compoun-
ds with 2,4-D cause disorders in many plant functions, such as 
phloem transport, absorption, and photosynthesis. (Source and 
Memis, 1997). Recent studies have prohibited the use of 2,4-D 
compounds in tomato and eggplant due to the carcinogenic effe-
ct.

CYTOKININS

In contrast to other hormones, which are produced in plant tissues, 
particularly during cell division, quinine is an organic compound in both 
plants and mammals. The two major categories of cytokinins are I synt-
hetic phenylurea derivatives, such as tidiazuron (TDZ) and urea, and (ii) 
naturally occurring adenine derivatives, such as kinetin (KN) and 6-ben-
zyladenine (BA).

The potency of synthetic phenylurea derivatives is greater than that of 
TDZ adenine derivatives. The most prevalent cytokinins are KN, BA, and 
zeatin, and they are typically present in immature tissues. According to 
Durmuş and Kadioğlu (2005), these phytohormones are crucial in prote-
cting plants from biotic stressors, including viruses, bacteria, and fungus 
and abiotic stressors like cold, drought, heat, and salinity of the soil. Many 
CN-like compounds have been found in young fruits, running sap, and 
germinating seeds (Te-chato et al., 2008). Zeatin is a naturally occurring 
cytokinin that is obtained from canned fruit, coconut endosperm, and cor-
nflakes. There are enough cytokinins in all organs with active cell division. 
It is specifically produced in root meristems, and the xylem subsequently 
transports it to the vegetative sections of the plant. Effective cell-division 
hormones also slow down aging (Algül et al., 2016). Auxins promote the 
growth of roots, whereas cytokinins promote the growth of shoots. In tis-
sue culture medium, they help with organ creation and growth. According 
to theory, cytokinins postpone senescence by limiting the development 
of nuclease and protease in leaves, which prevents protein breakdown 
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(Williams, 2011). In addition to breaking dormancy, cytokinins speed up 
the transport of carbohydrates and reduce apex shoot dominance. Additio-
nally, cytokinins are utilized to boost the yield and oil content of oilseeds 
like peanuts, hasten root induction, develop an effective root system, and 
prolong the shelf life of fruits (Singh et al, 2021).

STRIGOLACTONES

A variety of plants, including mosses, fungi, and angiosperms, pro-
duce the signal molecule strigolactones, which are important for plant 
development (Foo et al., 2013). It is the branching hormone that was just 
recently found. Strigolactones are terpene-group plant hormones with an 
extremely low molecular weight that are involved in how a plant rea-
cts to various biotic and abiotic stimuli. Together with auxin, it has been 
acknowledged as one of the two hormones that have influenced the deve-
lopment of apical dominance during the past century. (2009) Hayward et 
al. Strigolactones are produced in the roots and transferred to the apical 
region of the plant via the xylem, where they are subsequently released to 
prevent the growth of lateral buds (Ferguson and Beveridge, 2009). The 
branching-related genes ramosus, max, and Dad are predicted to commu-
nicate well when strigolactones are present (Baktır, 2010). Strigolactones 
simultaneously promote the development of primary roots and root hairs 
while inhibiting the emergence of lateral roots (Koltai, 2015).

GIBBERELLINS

Gibberellins, like auxins, stimulate growth and development at low 
levels because they comprise a broad group of tetracyclic diterpenoid car-
boxylic acid derivatives (Garca-Martnez, 1997). The only class of plant 
growth regulators that is organized based on chemical structure rather 
than biological activity is the group of gibberellins. These substances are 
crucial for many plant growth and development processes, including seed 
germination, stem lengthening, and leaf formation. In 1926, a Japanese 
scientist discovered gibberellins in the fungus Gibberella fujikuroi and 
noted that it induces abnormal height growth in rice (Seçer, 1989). Later, 
this chemical was separated and given the name gibberellic acid (GA3) 
(Ferguson and Beveridge, 2009). Gibberellic acid is the most prevalent 
and significant form of gibberellin (Sponsel and Hedden, 2010). By cont-
rolling antioxidant metabolism and lowering lipid membrane peroxida-
tion, gibberellic acid increases the absorption of calcium ions and other 
nutrients that may improve stress tolerance (Siddiqui et al., 2008). Now, it 
is known that gibberellin exists in 126 different forms. The plants contain 
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cambium, buds, embryos, roots, young leaves, blooms, and fruits (Baktır, 
2010). Cell growth and division are increased by gibberellins, which is 
their most noticeable effect. Additionally, they work great for breaking 
dormancy, removing stunting and the need for chilling, and fostering 
parthenocarpic fruiting and germination (Rao et al., 2002). In order to 
decrease the number of fruits in the cluster and increase fruit size, GA is 
realistically utilized in the majority of tables and raisins.

BRASSINOSTEROIDS

Brassinostreoids (BR) was isolated from the pollen of rapeseed 
(Brassica napus) (Grove et al., 1979). The name of the brassinosteroids 
in the steroid structure comes from the Brassica genus of the Crucifereae 
family.  Mevalonic acid serves as the beginning point for BR synthesis, 
despite the fact that this process is not entirely understood. BRs regulate 
plant growth and development in a variety of ways (Yokata, 1997). Inc-
reased vascular differentiation, cell division and expansion, pollen tube 
development, cellular differentiation, preservation of apical dominance, 
lateral root growth, flowering, senescence, and stress tolerance can be 
described as the key effects of BRs on plant development (Savaldi-Gol-
dstein and Chory, 2006; Ashraf et al. al., 2010). When applied topically 
to some dwarf mutant plants that are unable to manufacture steroids, BR 
dramatically enhances stem elongation (Baktır, 2010). BRs are employed 
for a variety of other purposes as well, including improving yield, avoi-
ding fruit drop, promoting germination and root development, and giving 
resistance to cold, salt stress, and infections (Rao et al., 2002).

ETHYLENE

Unlike other hormones, ethylene (C2H4) is an organic molecule ga-
seous at room temperature and affects the plant physiologically, even in 
extremely low quantities. All tissues are capable of producing ethylene. A 
crucial hormone, ethylene, significantly impacts the flavor, color, texture, 
and structure of horticultural crops. It is called the ripening hormone as 
well (gas). Every stage of a plant’s growth and development can release 
this hormone. The highest levels of ethylene production occur during wil-
ting in the leaves and flowers (Çetin, 2002). Fruits and vegetables like ba-
nanas, citrus fruits, pears, tomatoes, melons, and pineapple mature more 
quickly and turn yellow due to ethylene emissions in poorly ventilated 
warehouses. Bananas that have been picked before they are fully ripe are 
ripened in the same environment as a chemical (carbide) that causes the 
release of ethylene.
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The most important functions of ethylene in the plant under natural 
conditions are as follows;

a) 	 To ensure fruit ripening, Under the influence of ethylene, the ch-
lorophyll in the fruit is broken down and turns into pigments, 
the natural color of the fruit. Starch, organic acids, or fats are 
converted into sugars during maturation.

b) 	 It promotes aging.

c) 	 Ethylene facilitates separation by increasing the activities of en-
zymes that provide shedding, making it suitable for machine har-
vesting. It encourages yellowing leaves and easy separation of 
leaves, flowers, and fruit stems.

d)	 It stimulates adventitious root formation.

e) 	 It is effective in determining the sex of plants. It is especially 
used to direct the sex in plants where male and female organs are 
in the same individual. The high use of ethylene causes the male 
flowers to drop and encourages the formation of females.

ABSCISIC ACID

It is a chemical with a sesquiterpene structure. It naturally opposes 
growth stimulants, including auxin, gibberellin, and cytokinin (Brewer 
et al., 2009). It is typically made in the cytoplasm of mesophyll cells and 
is present in practically all plant tissues, primarily in green leaves, and it 
is constantly accessible. The roots are not where ABA is generated since 
they lack chloroplasts. An abrupt rise in endogenous ABA levels is seen in 
the plant as external stress levels rise, which activates particular signaling 
pathways and modifies gene expression levels (Brien and Benkova 2013). 
Thus, it also alters how physiological events are affected. It is normally 
found in high amounts in dormant seeds and buds and is thought to have 
a dormancy-maintaining effect (Brewer et al., 2009). However, it is also 
found in leaves, stems, and fruits. Plants send the ABA they produce in 
their bodies to regions where there will be leaf fall, and in this way, leaf 
fall occurs in autumn. ABA promotes the closure of stomata in most plant 
species. It is known that ABA slows down RNA and protein synthesis and 
causes stomata closure together with CO2 in plants under water stress. 
They prevent growth in storage organs such as seeds in annual plants 
and buds and tubers in biennial and perennial plants (Kaynak and Ersoy, 
1997).
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SALICYLIC ACID

Johann Buchner, a German scientist, first extracted salicylic acid 
(SA) from the willow tree’s bark in 1828. (Hayat ve Ahmad 2007). SA 
is structurally a phenolic chemical from plants. Since SA is an analog of 
acetylsalicylic acid, it has been manufactured for use in commerce under 
the name “Aspirin” in Germany. Some scientists have found that SA is 
useful in promoting plant growth and development (Medina et al., 2017; 
Belt et al., 2018). SA is often present throughout the entire plant and is 
delivered by phloem to the necessary locations (Baktır, 2010). By altering 
roots and photosynthesis in legumes, SA reduces apple ethylene synthesis 
and increases yield (Hayat et al., 2007). Most importantly, salicylic acid 
has an important effect on the regulation of multiple responses to abiotic 
and biotic stress (Baktır, 2010).

JASMONIC ACID

First, methyl jasmonate (MeJA) and jasmonic acid (JA) esters were 
harvested from jasmine (Jasminum spp) plants (Fan et al., 1998). It is a 
fragrant substance that can be found in flowers and a variety of fruits. The-
se substances boost a plant’s resistance to diseases and pests and are pro-
duced by various plant organs, including the root, stem, leaves, flowers, 
and immature fruits (Medina et al., 2017).
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Introduction 

As we know that the time-dependent pattern entropy is a technique that 
detracts to variable binary symbolic structure and modeling emblems in a 
gliding temporal window. In [1], authors have used this algorithm to 
simulate the instability of changes in multiple currency rates. In [2], 
researchers derived the weighted version of the measure and consequently 
named it Weighted Cumulative Residual Entropy. This technique or an 
entropy measure has been used in the time series and volatilities of the six 
financial markets in [3]. In [4], researchers have presented a fresh 
technique for simulating short-term information entropy to analyze rates of 
exchange. Also, they have created the short-term information entropy 
measure, by reducing the changes in rates of exchange to binary symbolic 
structures. And finally, a few upper and lower limits of the new dynamic 
measure which they developed are obtained in [5]. In [6], authors proposed 
a modified the cumulative measure of residual information founded on 
Tsallis entropy and its dynamic form. They examined the properties of the 
measure of knowledge which they suggested and defined a new life 
distribution classes according to this measure. In [7], researchers organized 
a cumulative Tsallis entropy in past life founded on the quantile mapping. 
They have received various properties formed on the given measurement 
and quantity-based reliability criteria. In [8], by using entropy measures 
depending on the powers of probability, authors proposed some entropy 
maximization problems to obtain risk-free densities. In [9], some 
differences and the relationship between the given model structure and its 
alternative format can been studied. In [10], authors introduced an different 
measure of the cumulative Tsallis entropy of the degree α and examined 
its characteristics. In [11], has examined the volatility of bitcoin and 
Ethereum. In [12], authors examined various entropy techniques for world 
indices (FTSE 100, ISE 30, SP 500, DAX 30, and NIKKEI 225) in before 
the starting of coronavirus-19 period (02.01.2019–17.11.2019) and the 
post-coronavirus-19 duration (18.11.2019–23.11.2020). In this study, a 
method based on entropy approach is used to investigate the Turkish 
corona-virus pandemic data sets (daily number of serious patients, daily 
number of tests performed, daily number of healing patients and daily 
number of deaths), for the period of 04.04.2020-08.02.2021. For the given 
data set, we determined the highest volatility by using the entropy 
technique.  
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Materials and Methods 

Shannon Entropy and Renyi Entropy 
Shannon Entropy specifies that a measure of the quantity of information 

 𝑆𝑆(𝑞𝑞) implicated on the series of incidents of 𝑞𝑞1, 𝑞𝑞2, . . , 𝑞𝑞 𝑁𝑁 meets to three 
necessities: 

 S should be continuous in the 𝑞𝑞𝑖𝑖; 
 if all the 𝑞𝑞𝑖𝑖 are equally probably, then 𝑆𝑆 should be a monotonic 

increasing function of 𝑁𝑁, 
 𝑆𝑆 should be additive, 

then demonstrate that the 𝑆𝑆 convincing these three necessities is:   
 

 

where 𝛽𝛽 is a positive constant. Since this weight has called as the Shannon 
entropy. In the applications of information theory, the answer is proposed 
by the asymptotic equipartition characteristic; there is  𝑈𝑈 ⊆ 𝑆𝑆𝑛𝑛 with, 
 

    

such that illustration n times from p, gives an factor of 𝑈𝑈 with probability 
≻ 1 − 𝜀𝜀 , and 𝜀𝜀 → 0 as 𝑛𝑛 → ∞  Renyi was capacitable to stretch the 
Shannon entropy to a continuous company of entropy 
measures;                                          

                                                                                
                   

The Renyi entropy goes to become Shannon entropy as 𝑡𝑡 → 1. 
 Renyi entropy; 

 The scaling factor is traditional: it textures 𝑆𝑆𝑡𝑡 non-negative for all 
𝑡𝑡 and ascertains 
𝑆𝑆𝑡𝑡(𝑢𝑢𝑛𝑛) = log 𝑛𝑛, here 𝑢𝑢𝑛𝑛 is the uniform distribution on an n-
element set. 

 The main common characteristic between the Rényi and Shannon 
entropy is additivity: 

                                        
 For 𝑡𝑡 = 1, acquired Shannon entropy: 
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 For 𝑡𝑡 = ∞ , acquired the min entropy: 

                               
The Tsallis Entropy 
 
Let 𝜑𝜑 is positive real-number, then the Tsallis Entropy of order 𝜑𝜑 of 
probability measure 𝑞𝑞  defined on finite set 𝑋𝑋 is given by 

                                               
                         

Approximate Entropy 
 
(Pincus, 1991); for a given non-negative integer i, and positive integer 𝑁𝑁 
with 𝑖𝑖 ≤ 𝑁𝑁, a real number (positive) 𝑟𝑟, and a real numbers 
sequence 𝑟𝑟𝑟𝑟 𝑣𝑣: = (𝑣𝑣 (1), 𝑣𝑣 (2), … , 𝑣𝑣(𝑁𝑁)), assume that the distance 
between two blocks x(a) and x(b), 
where  x(a) = (v(a), v(a + 1),… v(a+ i − 1)), be given 
by  d(x(a), x(b)) = max c=1,2,…,i (|v(a + c− 1) − v(b + c− 1)|).  
 
Then let 𝐶𝐶𝑎𝑎

𝑖𝑖 (𝑟𝑟) = (𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑏𝑏 ≤ 𝑁𝑁 − 𝑖𝑖 + 1 such that 𝑑𝑑(𝑥𝑥(𝑎𝑎), 𝑥𝑥(𝑏𝑏)) ≤
𝑟𝑟)/(𝑁𝑁 − 𝑖𝑖 + 1). Now, 

𝜙𝜙𝑖𝑖(𝑟𝑟) = 1
𝑁𝑁 − 𝑖𝑖 + 1 ∑ 𝑙𝑙𝑙𝑙𝑙𝑙𝐶𝐶𝑎𝑎

𝑖𝑖 (𝑟𝑟),
𝑁𝑁−𝑖𝑖+1

𝑎𝑎=1
 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴(𝑖𝑖, 𝑟𝑟, 𝑁𝑁)(𝑣𝑣) = 𝜙𝜙𝑖𝑖(𝑟𝑟) − 𝜙𝜙𝑖𝑖+1(𝑟𝑟),   𝑖𝑖 ≥ 1; 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴(0, 𝑟𝑟, 𝑁𝑁)(𝑣𝑣) = −𝜙𝜙1(𝑟𝑟) 

 
ApEn (𝑖𝑖, 𝑟𝑟) is a group of parameters; proportions are purposed with 
fixed 𝑖𝑖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑟𝑟. Most crucially, nevertheless thematic schematic similarities, 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 (𝑖𝑖, 𝑟𝑟, 𝑁𝑁) is not purposed as a Kolmogorov–Sinai entropy’s 
approximate value. Pincus and Goldberger, 1994 and Steve Pincus, 2008 
given; 
 
−𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴(𝑖𝑖, 𝑟𝑟, 𝑁𝑁)(𝑣𝑣) ≈ average over a of ln[𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑡𝑡ℎ𝑎𝑎𝑎𝑎 
|𝑣𝑣(𝑏𝑏 + 𝑖𝑖) − 𝑣𝑣(𝑎𝑎 + 𝑖𝑖)| ≤ 𝑟𝑟, 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑡𝑡ℎ𝑎𝑎𝑎𝑎 |𝑣𝑣(𝑏𝑏 + 𝑐𝑐) − 𝑣𝑣(𝑎𝑎 + 𝑐𝑐)| ≤ 𝑟𝑟 
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for 𝑐𝑐 = [0,1,2, . . , 𝑖𝑖 − 1] 
with equality (for fixed 𝑖𝑖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑟𝑟) in the limit as 𝑁𝑁 → ∞. 
 
Results  

Data Set 
We choose the Turkish pandemic datasets of corona between 04.04.2020 
to 08.02.2021 (the number of daily seriously ill patients, number of tests, 
improving the patient number, and the number of deaths). Table 1 
summarizes the statistics of the data for Turkey's corona pandemic which 
we adopted (number of patients per day, number of tests, improving the 
patient number and, the number of death). Also, various mean-values for 
the data set in Table 1 are shown and the relative standard deviations are 
various. Here, the skewness for the data set is positive. The kurtosis of both 
data sets is greater than 1. The Jarque-Bera (JB) test exemplifies that the 
mean of the general data set distributions are not normal since the 
normality of each series distribution is rejected at the 0.05 significance 
level. Figure 1 shows the quantile plots. Looking at these graphs, it is 
observed that the series is far from a normal distribution. In Figures 2,3,4 
and 5 the daily change graph of the residuals of the series is given. In Figure 
6, autocorrelation graphs are given for the data set which we used.  The 
autocorrelation data set shows the correlation between values in different 
time periods. In other words, the similarity between the observed values is 
a function of the temporal delay. Here, we examined the autocorrelation 
graphics of the data set which we determined for Sars-Cov-2, and observed 
its changes over time as seen in Figures 6(a), 6(b), 6(c), and 6(d). The 
highest autocorrelation in the series occurs in the number of tests applied 
per day. This is followed by the number of patients per day, the number of 
deaths and, the number of recoveries. 
 

Table 1. Descriptive Statistics (period 04.04.2020-08.02.2021) 
 

 Daily Number 
of Patients 

Daily Number of 
recovering patients 

Daily Number of 
Performed Test 

Daily Number of 
Deaths Patients 

Mean 2113,090   4440,845 98692,47    85,33871     
Maximum 7381,000      44514,00           208873,0       259,0000       
Minimum 618,0000        256,0000         19664,00        14,00000          
Std. Dev 1539,228   7013,000         56479,24            68,83998 
Skewness 1,622981  3,157252              0,265210          0,977141              
Kurtosis 4,824214  13,24312                1,694008 2,914048            
Jargue-

Bera 179,0769 1870,261 25,66491 49,42696 

Probability 0.000000 0.000000 0.000003 0.000000 
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Figure1. Quantiles Graphs of Data sets (period 04.04.2020-02.12.2020) 
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  Figure 2. Graph of daily number of recovering patients (period 
04.04.2020-08.02.2021) 

 

 

Figure 3. Graph of daily number of patients and residual patients (period 
04.04.2020-08.02.2021) 
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Figure 4. Graph of daily number of tests performed and residual tests 
performed (period 04.04.2020-08.02.2021) 
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                    Figure 5. Graph of daily number of deaths patients (period 
04.04.2020-08.02.2021) 

        

 

a) The number of daily patient 
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b) The number of daily recovering patients 

     

 

c) The number of daily deaths patients 
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d) The number of daily test performance 
 

Figure 6. Graphs of ACF, Daily the number of patients, daily the number 
of recovering patients, daily the number of deaths patients and daily the 

number of test performance, respectively,  
(period 04.04.2020-08.02.2021) 

Entropy Approach 
We use the entropy method for the volatility of a daily number of serious 
patients, the number of tests performed, the number of healing patients and 
a number of dying patients for Turkey’s coronavirus pandemic cases, 
respectively. Therefore, we estimate Tsallis, Shannon, approximate, and 
Rényi entropies. In Table 2-5, for Turkey’s corona pandemic cases, 
initially, we obtain various several estimators for the Shannon entropy 
measure. Subsequently, we acquired the Tsallis entropy for a variety of 
parameter values and Rényi entropy measures for various parameter 
values. Eventually, we got approximate entropy. When whole possible 
cases have an equal probability, the entropy acquires maximum value. 
From our analysis, volatility doesn’t justify difference; this model 
demonstrates linear and non-linear structures. From the quantitative 
conclusions, we get that whole entropies are positive so, the characters of 
our data sets are non-linear. We obtained those data sets (daily serious 
patients, the number of tests performed, healing number, and a number of 
dying patients for Turkey’s corona pandemic case) series that have a great 
value of approximate entropy, respectively. In the data series, when we are 
looking at the daily number of serious patients, the number of tests 
performed, number of healing patients, and a number of dying patients for 
Turkey’s coronavirus pandemic case volatility in Tables 2-5 and Figures 
1-5, we observed that volatility is mostly seen in the number of tests 
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performed, followed by the number of healing patients, the number of 
dying patients, respectively. Here we see that the volatility in the number 
of tests, actually directly affects the number of patients, the number 
recovered, and the number of deaths. Therefore, it is obvious that the 
volatility in the number of tests will be prevented by following the rules 
that the applicants feel sick and change rapidly on a daily basis. It 
concludes that the corona pandemic of Turkey’s cases that the number of 
tests performed, the data series is higher than the volatility of other data 
series. For the Shannon entropy forecasters, the corona pandemic of 
Turkey’s cases, it is justified that the number of tests performed in the 
series has a larger value. In the same way, for the measures of Rényi, and 
Tsallis entropy, we considered that q and r are close to 1, so we get the 
Shannon entropy. 
 

Table 2. Daily number of patients (period 04.04.2020-08.02.2021) 
 Shannon    Tsallis           Renyi Approximate Entropy 
 Value q Value r Value Value 
Method       

ML 4.254406 0 308.0000000 0 5.733341  
MM 4.256997 0.2 72.2809512 0.25 4.958091  

Jefferys 4.266721 0.4 25.3396935 0.5 4.502874  
Laplace 4.278458 0.6 12.0781409 1 4.254406  

SG 4.254488 0.8 6.8221111 2 4.187699 0.1730986 
Minimax 4.273569 1 4.2544064 4 4.101606  

CS 4.264662 1.2 2.8542310 8 3.847798  
Shrink 4.261069 1.4 2.0368206 16 3.604435  

  1.6 1.5329072 32 3.488179  
  1.8 1.2064258 64 3.432811  
  2 0.9848188 Infinite 3.379173  

 
Table 3. Daily number of tests performed (period 04.04.2020-08.02.2021) 

 Shannon        Tsallis             Renyi Approximate Entropy 
 Value q Value r Value Value 
Method       

ML 5.561127 0 308.000000 0 5.733341  
MM 5.566191 0.2 117.673882 0.25 5.684713  

Jefferys 5.563006 0.4 47.990271 0.5 5.639590  
Laplace 5.564852 0.6 21.196740 1 5.561127  

SG 5.56114 0.8 10.295455 2 5.448432 0.4046694 
Minimax 5.563245 1 5.561127 4 5.329611  

CS 5.561127 1.2 3.346980 8 5.227627  
Shrink 5.572326 1.4 2.224053 16 5.143766  

  1.6 1.604722 32 5.080754  
  1.8 1.234242 64 5.040571  
  2 0.995697 Infinite 4.985120  

 
 
 
 
 
 

Table 4. Daily number of recovering patients (period 04.04.2020-
02.12.2020) 

 Shannon     Tsallis             Renyi Approximate Entropy 
 Value q Value r Value Value 
Method       

ML 3.900078 0 308.0000000 0 5.733341  
MM 3.904174 0.2 72.6956620 0.25 4.950579  

Jefferys 3.919988 0.4 24.0181920 0.5 4.356531  
Laplace 3.938961 0.6 10.9258813 1 3.900078  

SG 3.90021 0.8 6.1390795 2 3.752276 0.2620661 
Minimax 3.924905 1 3.9000776 4 3.692292  

CS 3.915211 1.2 2.6809180 8 3.632421  
Shrink 3.906425 1.4 1.9544545 16 3.517028  

  1.6 1.4943439 32 3.409803  
  1.8 1.1885148 64 3.355692  
  2 0.9765357 Infinite 3.303260  

 
Table 5. Daily number of deaths patients (period 04.04.2020-02.12.2020) 

 
 Shannon         Tsallis              Renyi Approximate Entropy 
 Value q Value r Value Value 
Method       

ML 5.426393 0 308.0000000 0 5.733341  
MM 5.432231 0.2 114.7581233 0.25 5.646163  

Jefferys 5.430252 0.4 46.2232193 0.5 5.565309  
Laplace 5.434032 0.6 20.3808828 1 5.426393  

SG 5.426419 0.8 9.9555020 2 5.232437 0.183241 
Minimax 5.430448 1 5.4263933 4 5.033098  

CS 5.426393 1.2 3.2950157 8 4.877461  
Shrink 5.438156 1.4 2.2043213 16 4.773391  

  1.6 1.5972972 32 4.710785  
  1.8 1.2314622 64 4.675161  
  2 0.9946595 Infinite 4.623495  

 

Conclusion 

In this research article, we studied the dynamics of Sars-Cov-2 for the daily 
reported data of Turkey. We have made volatility calculations using 
various entropy methods. In which, Tsallis Entropy, Approximate Entropy, 
Shannon Entropy, and Renyi Entropy have been used to explain this 
volatility. We acquired that given data sets of daily serious patients, the 
number of tests performed, healing number and, number of dying patients 
for Turkey’s coronavirus cases series have great value of approximate 
entropy, respectively. We selected data series in Table 3-7 and Figure 1-5, 
for analyzing our results for the mentioned Turkey's corona pandemic 
situation of the number of daily seriously ill patients’ volatility, number of 
tests performed when recovering from patient number and deaths number 
of high to lower order. We concluded that the given entropy approach is 
strong and effective to study the given epidemic structure. In the future, 
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Table 4. Daily number of recovering patients (period 04.04.2020-
02.12.2020) 

 Shannon     Tsallis             Renyi Approximate Entropy 
 Value q Value r Value Value 
Method       

ML 3.900078 0 308.0000000 0 5.733341  
MM 3.904174 0.2 72.6956620 0.25 4.950579  

Jefferys 3.919988 0.4 24.0181920 0.5 4.356531  
Laplace 3.938961 0.6 10.9258813 1 3.900078  

SG 3.90021 0.8 6.1390795 2 3.752276 0.2620661 
Minimax 3.924905 1 3.9000776 4 3.692292  

CS 3.915211 1.2 2.6809180 8 3.632421  
Shrink 3.906425 1.4 1.9544545 16 3.517028  

  1.6 1.4943439 32 3.409803  
  1.8 1.1885148 64 3.355692  
  2 0.9765357 Infinite 3.303260  

 
Table 5. Daily number of deaths patients (period 04.04.2020-02.12.2020) 

 
 Shannon         Tsallis              Renyi Approximate Entropy 
 Value q Value r Value Value 
Method       

ML 5.426393 0 308.0000000 0 5.733341  
MM 5.432231 0.2 114.7581233 0.25 5.646163  

Jefferys 5.430252 0.4 46.2232193 0.5 5.565309  
Laplace 5.434032 0.6 20.3808828 1 5.426393  

SG 5.426419 0.8 9.9555020 2 5.232437 0.183241 
Minimax 5.430448 1 5.4263933 4 5.033098  

CS 5.426393 1.2 3.2950157 8 4.877461  
Shrink 5.438156 1.4 2.2043213 16 4.773391  

  1.6 1.5972972 32 4.710785  
  1.8 1.2314622 64 4.675161  
  2 0.9946595 Infinite 4.623495  

 

Conclusion 

In this research article, we studied the dynamics of Sars-Cov-2 for the daily 
reported data of Turkey. We have made volatility calculations using 
various entropy methods. In which, Tsallis Entropy, Approximate Entropy, 
Shannon Entropy, and Renyi Entropy have been used to explain this 
volatility. We acquired that given data sets of daily serious patients, the 
number of tests performed, healing number and, number of dying patients 
for Turkey’s coronavirus cases series have great value of approximate 
entropy, respectively. We selected data series in Table 3-7 and Figure 1-5, 
for analyzing our results for the mentioned Turkey's corona pandemic 
situation of the number of daily seriously ill patients’ volatility, number of 
tests performed when recovering from patient number and deaths number 
of high to lower order. We concluded that the given entropy approach is 
strong and effective to study the given epidemic structure. In the future, 
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the given algorithm can be further used to simulate the covid-19 data of 
any other particular country. 
 
Acknowledgments: Thank you to the Republic of Turkey Ministry of 
health for our data set.  
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Introduction

Predation is a unique interaction in the ecosystem that predator or-
ganism takes energy and biosynthetic materials through its prey (Sinha 
et. al. 2014). The prey-predator relationship is one of the oldest and most 
important interactive relation(s) in nature. Predators are keystone species 
in ecosystems (Summers and Kreft, 2019) and they kill the prey during 
predation (Jurkevitch, 2006). Predatory prokaryotes, bacteriophage and 
protists are observed to prey upon bacteria. Predatory bacteria are living 
organism unlike viruses and phages, and small size and high swimming 
unlike protists (Sinha et. al., 2014). Predatory bacteria are phylogeneti-
cally various and found in terrestrial and aquatic environments (Baer et. 
al., 2000) such as rivers, groundwater, estuaries, the open ocean, sewage, 
soils, plant roots, and animal feces (Jurkevitch, 2007). 

The best studied bacterial predator is Bdellovibrio and like organisms 
(BALOs) of the δ-proteobacteria which discovered in 1962 by Stolp and 
Petzold while they are making isolation from soil bacteriophage (Stolp 
and Starr, 1963). This was followed by the research for physiology, eco-
logy, taxonomy, interactions with the prey and cell cycle of these micro-
organisms in the 1960s, 1970s and 1980s. Recently, this research field 
is combined with the modern molecular biology, microbial ecology and 
genetics (Rotem et. al., 2014). Bdellovibrio and like organisms (BALOs) 
were found within the α-proteobacteria which forms the genus Micavibrio 
sp. and the δ-proteobacteria which forms three families of Bdellovibrio-
naceae, Bacteriovoracaceae and Halobacteriovoraceae (Jurkevitch and 
Davidov, 2006). 

Morphology of BALOs

BALOs (0.25-0.5x0.75-2 μm) are shows Gram negative properties in 
free-living phases have rod, small vibroid shape, and moves at high speed 
with a single sheathed flagellum (Figure 1) (Thomashow and Rittenberg, 
1985). The predicted speed of Bdellovibrio bacteriovorus, one of the pre-
datory microorganisms, is approximately 100 cells per second. This value 
is about 10 times of the speed of E. coli cells (Rittenberg, 1983). These 
microorganisms are aerobic and mesophilic bacteria. In addition to pro-
viding their energy from oxidation of amino acids and acetate, they can 
absorb nucleotides, fatty acids, peptides and even whole proteins directly 
from the host cell. The optimum growth temperature is 28-30 oC (Madigan 
and Martinko, 2010). BALOs are obligat aerob and they can multiply un-
der oxy conditions, but they can remain alive in anoxic periods as attack 
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phase cells or bdelloplasts (Schoeffield, 1991). BALOs activity is signifi-
cantly reduced in the presence of certain chemicals, such as high concent-
rations of glucose or glycerol, and also at low pH (Dwidar et. al., 2012). 
However, the growth and proliferation of wild predators can only occur in 
the presence of host cells. Usually, they are able to utilize various Gram 
negative bacteria as host cells. Therefore BALOs are obligate predatory 
prokaryotes (Seidler and Starr, 1969). The host cells used to isolated and 
characterized the predator were nearly exclusively from the Proteobacte-
ria phylum. In particular bacteria used as a host cell such as Escherichia 
coli, Pseudomonas spp. and Erwinia spp. for terrestrial and freshwater 
habitats and Vibrio parahaemolyticus for marine habitats (Jurkevitch and 
Davidov, 2006). 

Figure 1. Bdellovibrio bacteriovorus 100, Electron Micrograph, 14,000 × (Stolp 
and Starr, 1963).

The life cycle of BALOs are a dimorphic life cycle. It is composed of 
two main phases, an attack phase (AP), and a growth and division phase 
(GP) (Sinha et. al. 2014; Jurkevitch and Davidov, 2006). The axenic cy-
cle, which includes the growth and division of predator cells, do not re-
quire prey cells, meanwhile the intracellular cycle is characterized by prey 
cells (Sinha et. al. 2014; Eckhard et. al., 2007). Under laboratory conditi-
ons, there are mutants that independent of host cells and this mutant types 
requires rich medium for growth (Seidler and Starr, 1969). Facultatives 
can develop in both host cells and media. All strains are chemoorganot-
roph (Krieg and Holt 1984). BALOs are isolated in habitats such as bulk 
soil (Stolp and Starr, 1963), rhizosphere (Elsherif and Grossmann, 1996), 
paddy field (Uematsu,1980), sea (Pan et. al.,1997), gulf (Miyamoto and 
Kuroda, 1975), fresh and saltwater ponds (Richardson, 1990), river (Fry 
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and Staples,1976), estuaries (Williams et. al., 1982), sea creatures (Kel-
ley and Williams, 1992), sewage (Staples and Fry, 1973) the gut of hu-
mans and animals (Cao et. al., 2012), and crab gills (Kelley and Williams, 
1992).

BALOs are isolated with similar methods like bacteriophages. The 
sample is mixed with a prey in melted soft agar and poured onto an agar 
plate. The predator forms transparent lytic plaques and they are differenti-
ated from by protozoa and bacteriophages plaques. Disadvantages of this 
isolation method are, first of all BALOs vary in host range, no bacterial 
species can’t support the growth of all isolates. Another one, the metod 
originate from presence of a great number of non predatory bacteria in the 
sample that grows on the plate and blur the plaques (Rotem et. al., 2014).

The number of BALOs detected from environmental samples using 
the standard double layer isolation procedure is generally low in units of 
tens to tens of thousands of plaque-forming units per gram or milliliter of 
sample, thus the number of BALOs related 16S rRNA sequences in the 
databases that sourced from environmental studies is also low. The reason 
for the lack of these sequences in the databases originate from PCR biases 
when domainwide 16S rDNA primers used for amplifying environmental 
DNA, as the predatory bacteria do not form a dominant population (Da-
vidov, 2006). 

Taxonomy

The predatory bacteria are isolated by Stolp and Petzold in 1962 and 
have been identified as the new genus Bdellovibrio, species bacteriovorus 
(Stolp and Starr, 1963). Based on all genome DNA-DNA hybridization 
tests, G+C contents, rRNA homology, enzyme migration patterns and 
genome-predicted dimensions, the genus was divided into three types: 
Bdellovibrio bacteriovorus, Bdellovibrio stolpii and Bdellovibrio starrii. 
Although BALOs showed high variability in G+C rates, fatty acid pro-
files, serological reactions, partial 16S rRNA sequences and DNA-DNA 
hybridizations have been found to give very low values ​​between them 
(Siedler, 1972). The classification changes are based on the 16S rRNA 
analysis: Bdellovibrio stolpii and Bdellovibrio starrii are classified as 
the new genus, Bacteriovorax stolpii (Beebe, 1941), Peredibacter starrii 
(Davidov and Jurkevitch 2004) and Bacteriolyticum stolpii (Pineiro et. 
al., 2008). In these studies, two new species, Bacteriovorax marinus and 
Bacteriovorax litoralis have been identified (Baer et. al., 2004). Establis-
hed with phylogenetic analysis that based on 16S rRNA gene sequences, 



 .125International Research in Science and Mathematics

Bdellovibrio exovorus has been identified (Koval et. al., 2013). Bacteri-
ovorax litoralis has been reclassified to Halobacteriovorax marinus and 
Halobacteriovorax litoralis (Koval et. al., 2015). Micavibrio sp. was ini-
tially described as two species: Micavibrio admirantus and Micavibrio 
aeruginosavorus (Lambina et. al., 1982). In later studies, according to 
16S rRNA gene sequences, only Micavibrio aeruginosavourus has been 
identified (Davidov et. al., 2016). BALOs are found in the α-proteobac-
teria class, which forms the genus Micavibrio and in the δ-proteobacteria 
class, which forms three families: Bdellovibrionaceae, Bacteriovoracace-
ae and Halobacteriovoraceae. 

The Bdellovibrionaceae is located within the Bdellovibrionales that 
contains one genus in Bdellovibrio and two species Bdellovibrio bacteri-
ovorus and Bdellovibrio exovorus. The family defined as encompassing 
eleven stable monophilic clusters (Jurkevitch and Davidov, 2006). B. bac-
teriovorus HD100T and B. exovorus JSST is differ in the 16S rRNA gene 
sequence in terms of % mol G+C content (50% and 41% respectively) 
and decompose by 7% (93% similar). The difference between Bdellovib-
rio bacteriovorus and Bdellovibrio exovorus is in the predation strategy: 
B. bacteriovorus is a periplasmic predator, however, B. exovorus is an 
epibiotic predator. They are other important differences between the two 
species, such as B. exovorus does not form bdelloplast and does not use E. 
coli as host cells (Koval et. al., 2013).

The Bacteriovoracaceae is located within the Bacteriovoracales 
contains two species, Bacteriovorax stolpii and Peredibacter starii. The 
family was consisted of ten phylogenetic clusters (Pineiro, 2007). These 
clusters are robust because the rpoB gene that protects these clusters is 
present in genome (Pineiro et. al., 2008). Bacteriovorax stolpii has % mol 
G+C content of 41-43.5, while Peredibacter starii has % mol G+C con-
tent of 43.5.  

The Halobacteriovoraceae is located within the Bacteriovoracales 
that contains three species, Halobacteriovorax marinus, Halobacteriovo-
rax litoralis and Halobacteriovorax vibrionivorans (Davidov and Jurke-
vitch 2004). The G+C content (<38 mol%) in this family is the lowest 
value of the other BALOs. This family is the only family that found in 
saltwater habitats, and isolates of this bacteria needs NaCl supplement to 
grow (Koval et. al., 2015).

Micavibrio sp. belongs to the class of α-proteobacteria. It was first 
described in 1982 as Micavibrio admirantus (% mol G+C content of 
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57.1) (Lambina et. al., 1982) and Micavibrio aeruginosavorus (% mol 
G+C content of 54.7) (Lambina et. al., 1983) Both species were isolated 
from sewage (Jurkevitch and Davidov, 2006). Micavibrio sp. and the ot-
her BALOs doesn’t belong to the same proteobacteria class. Accordingly, 
although some morphological features are different, their similarities in 
biochemical level are the same. For example; in the early stages of inte-
raction, originating from the host bacteria, absorb material increase in the 
wavelengths of 260 and 280 nm in both predators. There are also enzymes 
of the glycolytic pathways and enzymes of tricarboxylic acid cycle (Afi-
nogenova et. al., 1986).

BALOs’ life cycle

The life cycle of BALOs are accompanies the cell cycle and consists 
of two main and different stages, namely an attack phase, and a growth 
and division phase. The lower parts of these phases are the life stages of 
both periplasmic and epibiotic predators. Generally, BALOs are perip-
lasmic predator and the definition of BALOs life cycle based on with the 
periplasmic stage predator strategies (Figure 2) (Rotem et. al., 2014).

1) Motility and finding host cell: Attack phase cells are small, 
vibroid, highly motile, non-recurring cells and have a single sheathed fla-
gellum consisting of six different flagellin proteins (FliC1-6) (Rotem et. 
al., 2014).

Chemotaxis: BALOs have multiple methyl-accepting chemotaxis 
proteins (MCPs). They detect various ligands and create positive and ne-
gative chemotaxis against inorganic ions, organic acids, amino acids and 
oxygen (Straley et. al., 1979). 

2) Attachment to host cell: Attachment of BALOs to the host cell 
depends on many factors. These are consists of the composition and pH 
of the medium, oxygen pressure and temperature. The first attachment is 
reversible. The Type IVa pili provides the attachment of the predator to the 
host cell and the invasion through the periplasm of the host cell. It is the 
presence of specific receptors and domains that mainly affects the attach-
ment. For example; the predators attack gram negative bacteria, because 
they have the same LPS layer. However, in the absence of certain porins 
such as OmpF and OmpC (outer membrane proteins, Omps) in E. coli, the 
attachment has been shown to be decreased (Rotem et. al., 2014).
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Figure 2. Life Cycle of Bdellovibrio bacteriovorus (In host-dependent) 1. Search 
for prey. 2. Attachment to prey. 3. Entry into periplasm. 4. Formation of bdel-
loplast. 5. Filamentous growth. 6. Segregation of Bdellovibrio. 7. Release of 

progenies. (In host-independent) 8. Attack phase like cells and long filamentous 
cells (Javaherdashti and Alasvand, 2019).

3) Host cell invasion and bdelloplast formation: Penetration of the 
periplasm is achieved by compressing the predator towards to the pore, 
which can be done using the pili (Evans et. al., 2007). Bdelloplast const-
ruction occurs by the activity of glycanases and the dissolution of 10-15% 
of the N-acetylglucosamine of the cell wall (Thomashow and Rittenberg, 
1978c). However, according to studies, it has been shown that the pep-
tidase penetrates into the host cell, not glycanase activity, and autolytic 
muramidases of the host cell are caused by the rounding of the bdelloplast 
(Tudor et. al., 1990).

4) Growth and division: The predator grows filamentously in width 
of the cytoplasmic content of the host cell (Rosson and Rittenberg,1979). 
At the beginning of the growth phase, it synthesizes abundant hydrolytic 
enzymes to break down macromolecules of the host cell (Chanyi, 2014). 
Cell division is explained by the accumulation of a division factor (a small 
cyclic peptide) produced by the predator that triggers separation after re-
aching a certain level in the filament (Eksztejn and Varon, 1977). The 
transition from intracellular growth phase to the free-living attack phase 
is achieved by releasing the bdelloplast (Chanyi, 2014).
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Bdellocysts

Bdellovibrio sp. strain W forms large, electron-dense resting organs 
called bdellocyst which they were occured in an infected host cell (Hoe-
niger et. al., 1972; Rotem et. al., 2014). The predatory cell expands into a 
kidney-shaped cell surrounded by an unstructured, amorphous outer layer 
and a fine-grained inner layer surrounds their plasma membrane (Tudor 
and Conti, 1977). Bdellocysts are more resistant to dryness, high tempe-
ratures and sonication than vegetative cells and their germination is pro-
moted by L-glutamate, K+ and NH4

+ (Tudor and Conti, 1977; Tudor and 
Conti, 1978). 

Host independence BALOs

In laboratory conditions, it has been reported that there are sponta-
neous derivatives that can grow in rich environment in the absence of 
live host cells (Stolp and Starr, 1963). They have an archetypal dimorphic 
life cycle, therefore, they are facultative predators (Cotter and Thomas-
how,1992). Host cell-independent (HI) isolates produce a protective yel-
lowish pigment against photo-oxidative damage (Friedberg, 1977), use a 
wide carbon source (Ishiguro, 1974), synthesize different LPS structures 
(Schwudke et. al., 2003) and form sticky biofilms (Medina and Kadouri, 
2003). “Type I” mutants are cell extract dependent, are saprophytic and 
results from a single mutation; “Type II” mutants, on the other hand, do 
not need cell extract, are axenic and are caused by an additional mutation, 
that is, double mutants (Seidler and Starr, 1969). Cotter and Thomashow 
(1992) showed that the saprophytic mutants have mutations in their short 
open reading frame (ORF) within a small genetic region (Cotter and Tho-
mashow,1992).

Physiology of BALOs

Energy Metabolism: BALOs don’t go into the stationary phase 
in the culture. They constantly use high amounts of energy for both hi-
gh-speed swimming and growth and replication. Endogenous and subst-
rate respiration rates causes the satiety of the functional capacity of either 
the tricarboxylic acid cycle or the electron transport chain (Hespell et. 
al., 1973). BALOs can’t do fermentation and use sugar actually (Seidler 
and Starr, 1969), so they procure energy (ATP) from amino acids, certa-
in organic acids (acetate and α-ketoglutarate) and polyhydroxyalkanoates 
(PHA) (Hespell et. al., 1973). In a research, the ATP cycle in B. bacte-
riovorus during endogenous respiration is five times higher than E. coli 
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(Gadkari and Stolp, 1976). In another study, it was stated that the Bdel-
lovibrio sp. can use nucleoside monophosphates and ATP as well as host 
cell-derived phospholipids directly from the substrate cell or an exoge-
nous source (Ruby and Mccabe 1986). Throughout the intraperiplasmic 
stage, the DNase of the predator disrupts the DNA of the substrate cell 
and providing most of the nucleosides necessary for growth (Rosson and 
Rittenberg,1979). The ability of BALOs to recycle the host material have 
made the predator bacteria energy efficient. B. bacteriovorus that in the 
growth and division phase has been shown to elicit a YATP (biomass per 
ATP consumed) of 26 compared to 10.5 for bacteria that has been grown 
in rich media (Rittenberg and Hespell, 1975).  

In a study, it was observed that within 20 hours, B. bacteriovorus cau-
sed a 95% loss in viability of the cell suspension. This is partly due to the 
energetic swim of BALOs, which uses 20-40% of the total energy. So, the 
high breathing rates end up rapid energy consumption and a short half-life 
that specific for BALOs (Hespell et. al., 1974). 

BALOs survival are realized by using respirable substrates such as 
amino acids, some organic acids, PHAs and in studies have shown that B. 
bacteriovorus can depolymerize PHA made by the host cell and use it to 
produce ATP (Hespell et. al., 1973).

Lytic-Enzymatic Activities: The host cell morphology varies con-
siderably according to the penetration of Bdellovibrio sp: the host cell 
transforms into a generally round bdelloplast. The penetration of non-co-
valently linked outer membrane components is expounded by the influen-
ce of mechanical forces, besides covalent bonds must be cut by enzymes 
for pore formation and passage of peptidoglycan (Fackrell and Robinson, 
1973). In one study, peptidoglycan dissolved rapidly during penetration as 
a result of glycanase and peptidase activities. This phenomenon is eviden-
ced by free diaminopimelic acid (DAP) and amino sugar released into the 
extracellular medium (Thomashow and Rittenberg, 1978c). In the intrape-
riplasmic growth, free DAP was added to the peptidoglycan of the bdel-
loplast with a soluble enzyme activity (Araki and Ruby, 1988). The glyca-
nase is ineffective by peptidoglycan deacetylation, during the bdelloplast 
stage, peptidase activity continues at a low rate (Thomashow and Ritten-
berg, 1978b). Inhibition of bdelloplast superinfection by Bdellovibrio sp. 
is the result of peptidoglycan deacetylation (Thomashow and Rittenberg, 
1978c). It is acylated with long chain fatty acids of the peptidoglycan of 
the host cell, which stabilizes the outer membrane of the bdelloplast (Tho-
mashow and Rittenberg, 1978a). In addition, with a second lytic activity, 
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the newly synthesized enzymes disrupted the remaining peptidoglycan 
(Thomashow and Rittenberg, 1978c).

Transport: The secretion secreted by BALOs includes the type I and 
type II (sec) systems and the twin arginine target protein translocation 
(TAT) system (Rendulic et. al., 2004), but type III and type IV secreti-
on systems are not available. Protein secretion into the cytoplasm of the 
host bacterium is carried out by the release into the periplasm of the host 
bacterium and retranslocation into the cytoplasm of the host bacterium 
(Barabote et. al., 2007). Another special mechanism in predatory bacteria 
is belongs to that B. Bacteriovorus, OMPs are embedded in the cytoplas-
mic membrane of the host bacterium and permeabilize it to hydrophilic 
molecules (Beck et. al., 2004). 

BALOs genome code inventories of large transport systems, such as 
Bdellovibrionaceae and Bacteriovoracaceae carry a large number of up-
take systems; in contrast, Micavibrio sp. doesn’t carry this system (Bara-
bote et. al., 2007; Hobley et. al., 2012). BALOs have a small amount of 
sugar transporters, for instance B. bacteriovorus has sugar permeases that 
allow the removal of ribose, glycosides, maltose and malto-oligosaccha-
rides (Hespell et. al., 1973). There is no phosphoenolpyruvate-dependent 
sugar transport phosphotransferase system (PTS) (Barabote et. al., 2007).

Habitat and ecology

BALOs are commonly found in marine, freshwater and terrestrial 
ecosystems. The habitats from which these predatory bacteria are isolated 
has been divided into two part. One of these is marine or saltwater ecosys-
tems (Shilo, 1966), and the other one is soil and freshwater ecosystems 
(Varon and Shilo, 1968). In the freshwater/terrestrial ecosystem, the mic-
roorganisms have been reported to be isolated from water, soil, sewage, 
rhizosphere, water distribution systems and intestinal remains of animals 
and people (Richardson, 1990). In the saltwater ecosystem the microor-
ganisms have been reported to be isolated from ocean, sea, salt lakes, 
estuary and gills of blue crabs (Kelley and Williams, 1992). Also, another 
habitat that these microorganisms have been found are surface biofilms 
(Williams et. al., 1995). 

In ecosystems, the abundance and diversity of BALOs are underva-
lued. In population the abundances of different BALOs clades were found 
to be 2.5 times larger than the existential (Van Essche et. al., 2009; Zheng 
et. al, 2008). In evaluation of abundance of BALOs, based on 16S rRNA 
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gene sequence, it has been reported that the predators form 0.2% of total 
bacteria (Rotem et. al., 2014). According to research, culture independent 
studies revealed that the BALOs diversity is much larger than they are 
determined by isolation studies (Davidov and Jurkevitch 2004).

In experiments related to the sensitivity of predators to the various 
bacteria were found to be the most sensitive to host bacteria, such as Vib-
rio sp. in saline environments, E. coli in freshwater and in terrestrial en-
vironments, Pectobacterium carotovorum subsp. carotovorum in soil and 
rhizosphere environments, E. coli and Achromobacter sp. in sewage and 
river environments. 

According to the calculations based on the Lotka-Volterra prey-pre-
dator model (Varon   and Zeigler, 1978), it has been showed that it needed 
at least 3x106 host cells to give the predator 50 % chance for survival. This 
calculation shows that the Bdellovibrio sp. can only live in special eco-
logical niches. However, low-level and steady-state predatory bacterial 
populations have survived in continuous cultures at low host cell density 
(104 cfu/mL) for a long time. It also has been reported that a high host 
cell density is required for the survival of Bdellovibrio sp. such as host 
cell concentrations requirement in the soil is at least 105-106 cfu/g or mL 
minimum (Uematsu,1980).

Applications

The characteristic lifestyle of BALOs have made them attractive 
candidates for a range of applications (Jurkevitch, 2006). BALOs have 
showed predation into very large and non specific host cells. The lytic 
properties of these bacteria plays an important role in the conservation of 
homeostasis in the ecological system (Edao, 2000). They can attack many 
Gram negative bacteria and some gram positive bacteria. It was reported 
that Bdellovibrio bacteriovorus 109J strain was attacked to the host bac-
teria; such as Escherichia sp., Pseudomons sp., Chromatium sp., Spirillum 
sp., Acinetobacter sp., Aeromonas sp., Bordetella sp., Burkholderia sp., 
Citrobacter sp., Enterobacter sp., Klebsiella sp., Listonella sp., Morga-
nella sp., Proteus sp., Serratia sp., Salmonella sp., Shigella sp., Vibrio sp. 
and Yersinia sp. (Sinha et. al. 2014). These predatory bacteria are called 
‘living antibiotics’ because of their ability to use many human, animal and 
plant pathogens as host bacteria (Sockett and Lambert, 2004).

Pathogenic bacteria that resistant to antibiotics causes serious disea-
ses in humans. The predatory bacteria are used to combat bacterial infe-
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ctions resistant to antimicrobial agents (Dashiff et. al., 2011). It has been 
reported that the antibiotics that contains β-lactamase inhibitor have no 
effect on BALOs species and so these antibiotics could be used together 
(Sinha et. al. 2014).

Most of the bacterial chronic inflammatory infections in humans 
involves biofilm formation. Most of the bacterial chronic inflammatory 
and infectious diseases in humans that including uropathogenic E. coli in 
urinary tract infections, and enterohemorrhagic E. coli in gastrointestinal 
infections and P. aeruginosa respiratory infections. Kadouri et al. (2005) 
showed that Bdellovibrio sp. invaded and effectively destroyed these bi-
ofilms. 

Periodontitis is a polymicrobial infection that originates from comp-
lex biofilm embedded dental plaque that containing large number of 
Gram-negative pathogens (Stewart and Costerton, 2001). Bdellovibrio 
strains have been shown to be used successfully in the elimination of lar-
ge number of gram-negative pathogens such as Pseudomonas aerugino-
sa embedded in a well-preserved complex biofilm embedded in dental 
plaque (Kadouri and O’toole, 2005). Van Essche et al. showed that in 
2009, Bdellovibrio bacteriovorus HD100 was able to attack Aggregatiba-
cter actinomycetemcomitans (one of the main species which contribute to 
periodontitis). It has been reported that the number of various periodon-
tal pathogens rapidly decreases when BALOs strains has been inoculated 
into the oral microbiota (Sinha et. al. 2014).

BALOs did not show any pathogenic properties in high organisms. 
Nakamura reported in 1972 that keratoconjunctivitis caused by Shigella 
flexneri was effectively treated with Bdellovibrio sp. However, in rabbits, 
BALOs that used against pathogens in the intestinal tract of rabbits was 
proven unsuccessful (Westergaard and Kramer, 1977).  B. bacteriovorus 
109J strain infected with Moraxella bovis, which is the cause of bovine 
keratoconjunctivitis, has been applied and has been reported to be a po-
tential agent for the treatment of Moraxella bovis infections (Boileau et. 
al., 2011). 

Various studies have been conducted to investigate the potential of 
BALOs against phytopathogens. BALOs effectively eliminated Xantho-
monas oryzae from rice paddy field water and caused rapid decline of Pe-
ctobacterium carotovorum subp. carotovorum populations from the soil 
[20] and the predator bacteria isolated from the rhizosphere of soybean 
were used to control bacterial blight caused by Pseudomonas glycinea 
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(Scherff, 1973). It is reported that Bdellovibrio sp. has proven effective 
against rhizobacteria that promote plant growth (Germida, 1987).

Studies have suggested that Bdellovibrio sp. plays a role in the 
self-purification of natural water systems (Fry and Staples, 1976). Bdel-
lovibrio sp. has been used as an indicator for compounds in water, as 
they are very sensitive to certain chemicals and metals (Varon and Shi-
lo,1981). In ecology, the physiological activities of these bacteria at vari-
ous concentrations of dangerous pollutants have been investigated and it 
have been shown that they are not eliminated in the presence of pollutants 
(Markelova, 2002).

The most important problem in membrane bioreactors used in was-
tewater facilities were that microorganisms that forms biofilms on filters. 
It has been found that BALOs are destroyed the biofilm layer formed on 
the upper surface of membrane filters in wastewater facilities (Kim et. al., 
2013) and reduced the number of Gram negative bacteria (Lambina et. al., 
1982). Özkan and Yılmaz (2018) reported that Bdellovibrio bacteriovorus 
was cleaned the biofilm layer which formed in active sludge bacteria by 
39% and these predatory bacteria could prevent unwanted biofilm forma-
tion. 

By developing basic genetic parts, genetic manipulation experiments 
were carried out in predatory bacteria for practical applications. To cont-
rol gene expression, Bdellovibrio bacteriovorus has been identified with 
theophylline-activated riboswitches during predation. It was stated that 
they placed riboswitches in Escherichia coli and the engineered strain 
showed faster swallowing kinetics (Dwidar and Yokobayashi, 2007).

Conclusions

Bdellovibrio and like organisms (BALOs) were first discovered ran-
domly from soil in 1962. These predatory bacteria were isolated from 
various habitats after their initial discovery, and found to be common in 
aquatic and terrestrial environments. These bacteria, which have a diffe-
rent life cycle compared to other predatory bacteria, have become more 
remarkable with the possibility of being used as potential antimicrobial 
agents in industry, agriculture and medicine over time. In 1992, the hit 
locus was discovered in these bacteria related to the transition from a 
host-independent life. Thus, the studies on genetics related to these pre-
datory bacteria have been started. In later studies, BALOs phylogenetic 
research that based on the 16S rDNA sequence studies were performed 
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and many predator species were identified. After the genetic studies, these 
predatory bacteria have been used in many areas today as alternative the-
rapeutic agents. It has been showed that these bacteria, which are succes-
sful in predation against other bacteria, can be used for more productive 
purposes in many different fields.
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INTRODUCTION

It can be said that foundations of gravitational theories begin with 
Newton’s theory. Although Newton’s theory was successful in studying 
motions of earth and determining orbits of planets and other celestial 
bodies, it failed to explain many issues. General Relativity, on the other 
hand, was the first theory that succeeded in explaining gravitational field 
geometrically (Einstein, 1916). In General Relativity, Lagrangian density 
of geometric part is theoretically defined by curvature scalar. However, 
progression of planet’s perihelion is most valid theory of gravity, which 
provides tests such as gravitational deflection and redshift of light. Later, 
first geometric unified theory was proposed by Weyl (1918) to unify both 
gravity and electrodynamics. This theory has not received much attention 
due to failure of length conversions. 

A modification of Riemannian geometry was proposed by Lyra 
(1951) by adding a gauge function to structureless manifold. In this the-
ory, unlike Weyl theory, non-integrability of length transformation of a 
vector under parallel transformations is also eliminated. Sen (1957) and 
Sen and Dunn (1971) proposed a new scalar-tensor gravitational theory in 
this geometry and created an analogy of Einstein’s field equations based 
on Lyra’s geometry.

It is widely accepted that there were several phase transitions during 
evolution of very early phases of universe. During these phase transitions 
that occur in early universe, symmetry of universe is spontaneously bro-
ken. It is thought that matter forms called topological defects are formed 
as a result of symmetry deformations. These structures that emerge du-
ring symmetry deformation are called monopole, string, domain walls and 
texture (Vilenkin, 1953). Topological defects play an important role in 
transition of the initial energy of universe to first matter forms and cosmic 
forms we think exist in the universe today. It is also possible to express 
both the transitional stages and the common areas of the items as scalar 
fields. Shchigolev (2014) investigated exact solutions in Lyra geometry 
by considering scalar fields. Maurya and Zia (2019) investigated field 
equation solutions by considering Brans-Dicke type scalar fields within 
the scope of Lyra Geometry. Shchigolev (2015) examined tachyon fields 
and phantom energy in Lyra geometry with the superpotential method, 
taking into account scalar field. Rahaman et al. (2003) obtained and de-
veloped Lyra geometry field equations for topological defect and scalar 
field in Bianchi cosmologies. Doğru and Demirtaş (2018) discussed Lyra 
geometry black holes. Mahanta and Biswal (2012) examined LRS Bianc-
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hi type-I space-time within the scope of Lyra geometry for the case where 
deceleration parameter is constant for both string and domain walls with 
quark matter attached. He obtained that created model is early universe 
model and that matter is invisible in the presence of quark matter. Patil 
et al. (2012) studied matter in the presence of electromagnetic field with 
viscous fluid domain walls for plane symmetric space-time in geometry. 
They found that the model created for fixed gauge function starts and ex-
pands with Big Bang. In addition, as a form of cosmic matter, the scalar 
field is frequently taken into account in many gravitational theories to 
reveal the relations of matter, geometry and field (Taşer and Ulu Doğru, 
2020; Taşer et al., 2022; Aydın and Ulu Doğru, 2021; Türkoğlu and Ulu 
Doğru, 2015).

Today’s universe is homogeneous and isotropic on a large scale and 
is defined by Freidmann-Robertson-Walker metric. However, there is no 
evidence to support that universe was homogeneous and isotropic in its 
initial stages. From a cosmological point of view, it is quite common to use 
inhomogeneous or anisotropic models in initial phases of universe. One 
of these models is the non-static plane symmetric space-time. Non-static 
plane symmetric space-time is a homogeneous and anisotropic model. In 
this context, the aim of our study is to examine the matter distribution of 
scalar field, which were formed in the early period, in non-static plane 
symmetric space-time within the scope of Lyra geometry.

In the second part of this study, scalar gravity theory field equations 
based on Lyra geometry are given. Then, field equations of non-static 
plane symmetric space-time in the presence of scalar field are obtained. 
The solutions of field equations are obtained by considering relationship 
between metric potentials of plane symmetric space-time. Finally, obtai-
ned solutions are discussed both physically and geometrically.

This study includes investigation of scalar fields within the scope of  
Lyra Geometry, which is basis in one of the alternative gravity theories. 
We inform about an alternative gravitation theory based on Lyra Geo-
metry in Section 2. The definition of scalar fields and plane symmetric 
space-time are revised. In Section 4, plane symmetric scalar field are gi-
ven within the scope of Lyra geometry. 
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GRAVITATION DEPENT ON LYRA GEOMETRY

In recent years, there has been a significant development in alterna-
tive theories of gravity. Among these theories, the most important scalar 
tensor theories are Brans-Dicke (Brans and Dicke, 1961) theory and Lyra 
(Lyra, 1951) geometry-based scalar theory (Rahaman et al., 2006) can be 
counted as. A theory similar to Weyl geometry was put forward by Lyra 
in 1951. The deficiency in Weyl theory is that in Lyra theory, the cosmo-
logical constant is spontaneously derived from geometry. It emerges as an 
incoming quantity and lengths resolved by conservation under transfor-
mations, similar to Riemannian geometry,. Also, scalar curvature in Lyra 
theory concept was introduced (Pradhan and Chauhan, 2009). In General 
Relativity, Einstein, metric tensor to gravitational potentials while relating 
gravity and geometry connected defined. That’s why he was successful. 
By making the fields have geometric meaning, Einstein’s gravitation-geo-
metry relationship achieved success (Rahaman et al., 2006). 

In Lyra geometry, action is depending on n-dimensional space-time 
manifold M, gauge (gauge) function  and metric potentials  
can be expressed. Coupling coefficients in this geometry are defined by

		         (1)

Here,          is type II Christoffel symbols and s is an arbitrary constant. 
Non-zero torsion tensor of this theory is defined as follows.

			                       (2)

where    is Kronecker-Delta function (Faraoni, 2004). Lyra geometry 
curvature tensor, depending on coupling coefficients and gauge function 
is

    (3)

Similar to Riemann geometry, one can obtained from contracti-
on of the curvature tensor over two indices in Lyra geometry such as                       
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and from contraction of metric tensor such as. The curvature tensor is 
depending on curvature scalar of Riemann geometry as follows: 

  (4)

where       signs d’Alambertion operator (Faraoni, 2004). The action 
function of the alternative gravity theory based on Lyra Geometry is de-
fined as follows:

		        (5)

where.  By making use of variation of action function, the field equ-
ations in Lyra Geometry are given by

		         (6)

where is called as displacement vector. The components of displace-
ment vector are scalar functions that depend on the coordinates.

SCALAR FIELD AND PLANE SYMMETRIC SPACE-
TIME

As it is known, one of the ways to understand gravitational intera-
ctions, relations between matter and geometry and also universe model 
is to benefit from equations of motion of chosen theory of gravity. The 
equations of motion, which clearly reveal contributions of matter-ener-
gy-field and geometry since General Relativity, are defined as field equa-
tions of related theory of gravity. For the general form of the field equati-
ons, components of field equations are determined by considering cosmic 
matter-energy-field to be considered with geometry that can confuse with 
its dynamic properties or represent any phase in universe. A geometry rep-
resenting beginning or last periods of universe can be preferred, as well as 
spherical, cylindrical, plane or different symmetries suitable for the matter 
structure. In this context, plane symmetry can be chosen as a space-time 
geometry, both because it presents a time-dependent model evolution and 
because it is suitable for structure of scalar field and perfect fluid forms. 
Line element for non-static plane symmetric space-time is given by 

            (7) 
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here A and S are the functions changed by radial coordinate. Accor-
ding to Big Bang theory, universe which has an inhomogeneous structure, 
had many phase transitions during rapid cooling and energy scattering. 
Phase transitions caused disruptions in original perfect symmetry of the 
universe. These symmetry breakings have led to the emergence of topo-
logical defects that form basis of matter. In this whole process, transfor-
mation, formation and diffusion of the energy and material forms that fill 
the universe cause universe to expand with different characteristics. The 
expansion during inflation period is associated with time-dependent scalar 
field in many gravitational studies. At the same time, scalar field is taken 
into account for tachyon contribution in last period expansion of the uni-
verse and therefore quintessence effect. In the literature, scalar field and 
perfect fluid conveniently draw attention. In detail, perfect fluid, which is 
a small-scale form of matter formed by particles that satisfy fluid laws, 
is more different with scalar field considered as average of small parts, 
fundamentally and completely. However, on a macroscopic scale, there 
is a duality described below between these two matter forms. It is widely 
known that perfect fluid energy-momentum tensor is given by

 		            (8)

The fluid has energy density ( ) and equivalent radial and tangenti-
al pressure ( ). Scalar field and scalar potential are related with dynami-
cal components of the perfect fluid as follows:

       	                        (9)

       		           (10)

here  signs potential energy. In this study, plane symmet-
ric distributions are investigated by making use of the equivalence of two 
matter forms.

PLANE SYMMETRIC SCALAR FIELD IN LYRA 
GEOMETRY

From Eqs.(6)-(8), equation of motion for perfect fluid in non-static 
plane symmetric space time are obtained as

   (11)

	 		  (12)
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	 	        (13)

here prime represents derivative of time coordinate. Also,  

is component of displacement vector such as 

. In field equations given by Eqs. (11)-(13), the con-

servation equation for left side is obtained as follows. 

	            (14)

From Eqs.(9)-(10) and field equations given by Eqs.(11)-(13), we get 
field equations for plane symmetric scalar field in Lyra geometry as fol-
lows:

		                    (15)

	                                              (16)

			             (17)

Collins et al. (1980) noticed in their study that there is a relationship 
between Hubble parameter and shear parameter in homogeneous and isot-
ropic universe. When this relationship is considered for non-static plane 
symmetric space-time, metric potentials are given by

	 		           (18)

here  is an arbitrary constant. When the relationship between 
metric potentials is considered together with Eqs.(14)-(17), the following 
equations are obtained
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			   (19)

		  (20)

			   (21)

	 (22)

Eqs.(19)-(21) form a system of 2nd order non-linear ordinary diffe-
rential equations. Scalar field, displacement vector component and metric 
potential as solution of the equation system are obtained as follows;

			              (23)

	

	                       (24)

	 	          (25)
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here  is arbitrary constant (n=1,2,3,...). The solutions have some 
singularity related with values of arbitrary constants. It is shown from 
Eqs.(23)-(25) that ,  ,  , 

 and  for finite values of obtained functions. 
It is clearly that Lyra Geomety allows time dependent displacement vector 
for plane symmetric scalar fields. In addition, it is seen that scalar field is 
obtained in a form that can be reduced to a time power series polynomial. 
When  for the initial scalar field,   is obtained. 
Thus, it can be said that  is the initial scalar field . Variation of 
the scalar field in Eq.(23) with time for different constant selections is 
given in the Figures (1)-(7). If all constants are positive normalized, the 
scalar field is obtained as in Figure (1). It is seen from Figure (1) that the 
scalar field gives results within negative time intervals. Although a scalar 
field starting from  in the case of   is as expected, an 
unfavorable situation in time indicates that there is no correct adjustment 
on the constants.

Figure 1. Change of Scalar Field with time ( , , 

, ). 
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Unlike Figure (1), when constant  is considered negative in 
Eq.(23), a reversible scalar field distribution around an axis is obtained, 
as seen in Figure (2). At this point, it is understood that the sign of the 
constant  plays a determining factor. However, inconsistency in time 
shows that different constant choices should also be taken into account.	

Figure 2. Change of Scalar Field with time ( , 

, , ). 

Considering Figures (1) and (2) together, it is understood that it would 
be useful to examine case where constant , which is factor of time, is 
negative. This situation is given in Figure (3).
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Figure 3. Change of Scalar Field with time ( , , 

, ). 

It is seen from Figure (3) that only change in sign of constant 
 causes an increasing scalar field with time acceleration. However, the 

initial-boundary values ​​are not suitable due to existence of  scalar field 
defined against negative time.

Figure 4. Change of Scalar Field with time ( , , 

, ). 
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In Figure (4), only constant  is chosen as negative. This gives 
an important result that all scalar field values ​​correspond to positive time 
points. On the other hand, undefined result of the scalar field at time of 

 in terms of initial conditions is not suitable for the definition 
of initial scalar field . In Figure (5), only constant  is chosen 
as negative. This gives that all scalar field values ​​correspond to negative. 
Figures (6) and (7) show scalar field distributions provided by different 
constant selections.

Figure 5. Change of Scalar Field with time ( , 

, , ). 
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Figure 6. Change of Scalar Field with time ( , 

, , ). 

Figure 7. Change of Scalar Field with time ( , 

, , ). 
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5. CONCLUSION

In this study, it has been investigated whether a distribution can be 
obtained within scope of Lyra Geometry for scalar field that fills non-sta-
tic plane symmetric space-time. It has been obtained that gravitational 
theory defined using Lyra Geometry allows a scalar field distribution de-
pendent on time, such as a power series, such that exponent can take po-
sitive or negative values. Singular points of obtained scalar field and its 
distribution under different constant selections are examined. According 
to value ranges of the constants, it has been seen that scalar field can be 
parabolic increasing, parabolic decreasing, negative, positive and equal 
to or different from zero initial scalar fields are possible. In the literature, 
such scalar field distributions can be seen as sources of neutron stars, 
supernovae or early and late period expansion (Bo-Jun et al., 2013; Va-
lentino, et al., 2019; Ikeda et al., 2021). Obtaining results consistent with 
literature and ability to define non-constant displacement vector are other 
results that can be counted.
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1. Introduction

There are many energy sources like coal, diesel, fission energy, etc., 
but they have side effects for humans and nature. Solar energy is the cle-
anest solution for emerging global warming and demanding energy re-
sources. Silicon-based solar cells are efficient but are not cheap [1-2]. For 
exploring the more efficient and affordable materials, continuous efforts 
are going on. The different back contacts, like Al, Ag, Cr, ZnO/Ag, etc. are 
being searched for solar cells applications [3-4]. 

Photovoltaic cells utilize layered semiconductor materials as a p-I-n 
junction to convert light energy in the form of photons to electric current 
in the form of electrons.  When the photon is absorbed by the intrinsic (I-) 
layer type of semiconductor, a free electron-hole pair is generated. The 
negatively charged electron is attracted to the p-type material, and the 
positively charged hole is attracted to the n-type material. If a completed 
circuit is connected to the electrodes, the free electron will travel through 
the circuit, creating electric current and voltage, until it recombines with 
an electron-hole back in the material.

The efficiency of photovoltaic systems vary by the type of photo-
voltaic cell technology and the type of semiconductor material used. The 
first solar cells [5] were composed of inorganic polycrystalline and sing-
le-crystalline materials. Notable progress has been made in photovoltaic 
technology due to remarkable advancements in organic electronics and 
materials.

An organic solar cell is lightweight, flexible and can be produced at 
low cost with high-performance polymeric donors, fullerene, and non-ful-
lerene acceptors through low-temperature solution processes on a transpa-
rent conductor, such as indium tin oxide (ITO) or fluorine-doped tin oxide 
(FTO). Organic hole-transport materials have enabled high-performance 
perovskite solar cells as an alternative, more efficient method for harves-
ting solar energy.

Perovskite solar cells typically use a hybrid inorganic-organic materi-
al as the light-harvesting active layer. They benefit from a high conversion 
efficiency, low cost, and simple manufacturing, making them the fastest 
advancing solar technologies for commercial applications [6-7]. Lead ha-
lide perovskites have the highest conversion efficiency and are the fastest 
growing solar cell technology.
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Differences between the charge transport scale and optical absorption 
length can cause recombination losses in thin film photovoltaics, which 
lead to higher series resistances and lower fill factors [8]. Therefore, de-
veloping device architectures plays an important role in enhancing perfor-
mance for thin film photovoltaics with active layers that are thinner than 
the optical absorption length [9]. Among all the strategies, light trapping 
is a necessary part in the design of thin film photovoltaics [4,10]. Effecti-
ve light trapping promotes the effective absorption of the long-wavelen-
gth photons inside the thin absorb layer due to the extended path-length. 
Incorporation of textured surface with different nanostructures is the main 
strategy for light trapping in all kinds of thin film photovoltaic cells, such 
as amorphous/microcrystalline thin films [11], crystalline/heterojunction 
silicon technologies [12], recently promising perovskite photovoltaics 
[13] and high efficient tandem solar cells [14].

Over the last four decades, solar photovoltaic (PV) systems have seen 
a staggering cost reduction due to much reduced manufacturing costs and 
higher device efficiencies. 

İllumination intensity and thus recombination, temperature and car-
rier lifetime are among the influential factors on the performance of solar 
cell devices, which mainly affect the voltage o/p and current o/p of such 
devices. Various kinds of photocurrent models and performance parame-
ters of solar cells have been developed [15]. 

Hydrogenated amorphous silicon (a-Si:H) is a glassy semiconducting 
material that is not likely to occur in nature. The material is a disordered 
alloy of silicon and hydrogen whose composition may vary from about 1 
at. % H to about  50 at. % H, depending on the method of formation [16]. 
Scientific interest in this material has increased enormously in the past 
few years so that today there are several hundred scientists worldwide 
investigating a-Si:H. The reason for this large research effort is that a-Si:H 
promises low-cost, nonpolluting electrical power via the photovoltaic ef-
fect. Solar cells are widely used application for p-I-n devices, especially 
when non-crystalline materials are employed [17]. 

Recombination [18] looks like a loss of current or a short circuit to 
the external electrical circuit.  The grain boundaries look like an internal 
electrical resistance to the p-I-n solar cell circuit, which causes a loss of 
voltage from the p-I-n. The net effect of grain boundaries is to reduce the 
power output of a solar cell. Researchers [16] have found several ways to 
minimize the problems caused by grain boundaries: adjusting growth con-
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ditions through treatments such as annealing (heating and then cooling) 
the semiconductor material so that grains are columnar and as large as 
possible; designing solar cell so that the charge carriers are generated wit-
hin or very close to the built-in electric field; and filling broken bonds at 
grain edges with elements such as hydrogen. Although these methods are 
effective in increasing the output of amorphous  solar cells, the processes 
that ocur at the atomic level are not well understood. 

In this work, we investigate the I-V characteristics, the intensity- and 
temperature-dependence of photocurrent, the photocarrier lifetime spect-
ra, the capacitance, and the most important recombination process based 
on impurities and defects in a-Si:H p-I-n solar cells with Cr back  conta-
cts at room temperature (RT) and low temperature (LT). A knowledge of 
the photo-interaction in the p-I-n solar cells with Cr back contact is very 
important to understand the basic recombination kinetics and thus its te-
chnological applications. We also conclude with a discussion on the basic 
equations of solar cell device physics.

2. Samples And Experimental Details

The sample used in this study was obtained from the Institute of Ener-
gy Conversion (IEC), University of Delaware. It has 1x1 inch SnO2 subst-
rate of a-Si:H p-I-n device with Cr back contac. Its layer sequence is glass/
ITO/p-I-n/Cr. The I–V results taken under 1 sun illumination (AM1.5 
global light from an Oriel simulator) by using 4-terminal configuration 
(due to the high resistance) are:  (open-circu-
it voltage),  (short-circuit 
current density),   (voltage at maximum 
power point),    (current 
density at maximum power point), =60.4 % (fill factor), 

9,82 Ω.cm2 (resistance at open circuit), and =12.90 mA/
cm2 (integrated quantum efficiency with the AM1.5 spectrum). The device 
cell area is 0.4 cm2, and the substrate contact is along the side. The intrin-
sic layer thickness is about 0.5-0.6 µm. 

A HeNe laser (632.8 nm, 0.65 mm beam diameter, 10 mW o/p max.) 
was used as the excitation light to obtain I–V characteristics, intensity- 
and frequency-dependences of photocurrent. Neutral density filters (NDF) 
were used to vary the intensity of light incident on the p–I–n solar cell. The 



 .163International Research in Science and Mathematics

incident light was chopped at the frequencies between 10 Hz and about 4 
kHz. The modulated signals were detected by pre- and lock-in amplifiers. 
For DC measurements, an electrometer (Model 6514) was used. The 

 was measured from 400 to 750 nm using the same lock-in detection 
system chopped at 70 Hz, illuminated through a monochromator having 
12 nm width at half maximum. The system was calibrated using a filtered 
(Schott KG5) crystalline Si device as was used to calibrate the Oriel solar 
simulator. 

3. Results And Discussion

Basically, a photovoltaic solar cell can be visualised as an equiva-
lent electrical circuit. In operation, the solar cell can be represented by a 
photegenerated current source  feeding into an ideal p-I-n solar cell. 
The internal cell characteristics are better modeled by the introduction of 
a shunt resistor , a shunt capacitor (C), and a series resistor 

. In the photovoltaic mode, an external high value of load resis-
tor  is connected across the output and the voltage across this 
measured. In the photoconductive mode, an external bias  
is applied in conjuction with a series load resistor . The current 
flowing through  is monitored by measuring the voltage across it. 
The effect of shunt and series resistances on I-V characteristics in solar 
cells is discussed in textbooks [19-20]. In order to determine the values 
of  and , some theoretical calculations were derived and their 
light intensity dependences reported in litereaure [19, 21]. Experimental-
ly, it is also possible to find the values of  and  from the I-V 
characteristics of p-I-n samples in dark and under illumination. In this 
work, we used the photoconductive mode.

Fig. 1 shows the I–V characteristics for various levels of illumination. 
As well known, the electrical characteristics of a solar cell is described 
by the relation between the current flowing through the solar cell and 
the potential V across it, while the solar cell is illuminated. Obviously, 
under increasing levels of illumination, the curve is progressively shifted 
downwards. We can explain this result in the light of a simple physical 
model of transport for p-I-n solar cells proposed by Crandal [22]. Ac-
cording to this model, for weakly absorbed light, the shape of photocur-
rent-voltage curve is completely specified by the electron and hole drift 
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lengths. Furthermore, it is the carrier with the longer drift length that de-
termines the current-voltage curve and hence the solar cell fill factor.

A convenient way to characterize the electrical performance of a solar 
cell is to specify its open circuit voltage , its short-circuit current 

 and its fill factor . The latter is a measure of the rectangula-
rity of the I–V curve and is defined by

(1)

where  and  are the voltage and current density at the 

maximum power point respectively, and  is the maximum 

power per unit of area . The graphical interpretation of  is 

the area of the largest rectangle below the I–V curve;  is 

the area if the curve was a true rectangle. From the definition of 

, it follows that . The efficiency of a 

solar cell  is in fact the efficiency at maximum power delivery, so that 

, where  is the incident light intensity. It 

is clear that any loss in  will reduce the efficiency of the solar cell. 

One must note that ,  and  are not the fitting parameters 

and do not depend on any model describing the solar cell devices. From 

the fourth quadrant of Fig. 1, the calculated values of  are also 

shown in the figure. The small value of  may be due to the high 

excitation intensity used [23]. When compared with literature, Cr back 

contact gives low , but high short circuit current density 

; while Al back contact gives high , but low  under the same 

illumination condition. For the ZnO/Ag back contact, both  and 

 were found to be high and more stable [4]. 
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Figure 1. I-V characteristics in dark and under different illumination intensiy 
levels.

The use of photocurrent is an attempt to describe the carrier lifetime, 
the intensity and temperature variations of photocurrent by a consistent 
recombination model involving nonlocalized and localized states, provi-
ded that such variations appear to be reliable indicators of solar cell pro-
perties. It is the fact that a consistent pattern of photocurrent behaviour is 
characteristic of a surprisingly large number of different types of amorp-
hous semiconductors that makes this approach attractive.

An important feature of the transport properties of a-Si:H p–I–n solar 
cells is the recombination of photogenerated charge carriers via recombi-
nation centers. This affects the photocurrent, as well as being of importan-
ce for device application. The recombination usually occurs through the 
intermediary of the impurity or defect levels in the energy gap. In general, 
these levels correspond to localized electronic states and act as ‘‘traps” for 
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the electrons or holes in the band states. When a carrier makes a transition 
and is trapped at these localized levels, it no longer contributes to the con-
ductivity. However, the carrier can be released and return to the band. If

the probability, for recombination, at the level, with a carrier of the 
opposite sign, is greater than the probability of release to the band, the 
level is called a recombination center. Conversely, if the probability for 
release is greater than recombination, the level is simply called a trap. 
The distinction is mainly based on the proximity of the level to the band 
edge. The recombination process comprises mainly two sequential steps 
in which electrons and holes can recombine so as to reestablish the equi-
librium that has been distributed by photoexcitation. The excited electron 
or hole first loses energy by many transitions within the band, in which 
the energy decrements are small and frequent. This process is known as 
thermalization. The thermalization rate decreases as the electron moves 
into the localized band-tail states and the density of available states is 
lower. Eventually the electron completes the recombination by making 
a transition to a hole with the release of a large energy. Recombination 
lifetimes are generally much longer than the thermalization times, so that 
the two processes usually takes place on distinctly different time scales. 
Recombination at low temperatures mostly occurs by tunnelling, because 
there is not sufficient thermal energy to excite carriers from the band-tail 
states to the mobility edge. Thermal excitation becomes significant at hig-
her temperatures and changes the recombination mechanisms. 

Measurement of photocurrent as a function of excitation light inten-
sity, temperature, modulation frequency, applied electric field, carrier life-
time and capacitance provides valuable information on the transport pro-
perties of photocarriers. The dependence of photocurrent   on the 
photogeneration rate  (which is linearly proportional to the incident 
light intensity) is given by the power-law,

(2)

where the exponent  is differentially defined by

 (3)
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It is now well-known that the value of  differs in various materials. 
Mostly, a sublinear

dependence is found and the  in Eq. (3) has quite comlicated va-
riation with light intensity, photon energy, modulation frequency, applied 
bias voltage and temperature [24]. Figs. 2 and 3 show the high and low 
excitation intensity dependence of photocurrent at different bias voltages 
and frequencies respectively. 
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Figure 2. High (a) and low (b) excitation intensity dependence of photocurrent 
at different bias voltages.
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Figure 3. High (a) and low (b) excitation intensity dependence of photocurrent 
for different modulation frequencies. Vp-i-n= - 1 V. 
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According to the classical kinetics model [25],  cor-
responds to monomolecular recombination and  to bi-
molecular recombination. But, in the case of continuous distribution of 
traps the value of  may be anywhere between 0.5 and 1.0 depending on 
the light intensity, photon energy, bias voltage, frequency and temperature 
range [26]. 

As it is seen from Figs. 2 and 3, the log-log plots give straight lines. 
From the slopes of lines, the calculated values of exponent  in 

 are also represented on the figures. The exponent  for a p-I-n 
solar cell could qualitatively be associated with the amount of recombina-
tion centers located in the intrinsic layer; a higher value of , in general, 
implies a higher rate of carrier recombination.

In Figs. 2 and 3, the values of exponent  lie between about 0.27 
and 1.18, which indicate that  its values are light intensity and frequency 
dependent. It is common practice to attribute  between 0.5 and 1.0 to a 
mixture of two limiting recombination mechanisms [27]: a monomolecu-
lar recombination type occurring through recombination centers (dangling 
bonds, midgap, localized levels) which would correspond to =1.0 and 
a bimolecular recombination process, in which the excess charge carriers 
recombine directly from the band tails ( =0.5). An alternative model 
proposed by Rose [26] considers an exponential distribution of density 
of states (DOS) whose states are increasingly converted from trapping to 
recombination states as the light intensity increased. Different  values 
between 0.5 and 1.0 are obtained from this model, which depend upon 
the slope of DOS being swept by the steady state Fermi level, and on 
temperature. In past, the analytical work on photoconductivity in a-Si:H 
by Bube [28] demonstrated that a relative simple model for recombination 
via dangling bonds may produce superlinear photocurrent 
) in undoped material. On the other hand, a sublinear characteristics with 
exponent  as low as 0.3 has been observed by numerous groups [29-
31]. However, a complete model covering the modulation frequency-de-
pendence of  has not emerged. 

Fig. 6 shows the photocurrent,  vs. 103/T. In the thermally ac-
tivated region, the  increases almost linearly with increasing tem-
peratures. It is produced by the thermal activation of photocarriers, fol-
lowing the exponential relation [32], 
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(4)

where  is a prefactor,  is the Boltzmann’s constant, and 
 is the thermal activation energy. 
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Figure 4. Photocurrent vs inverse temperature. Vp-i-n= - 0.5 V. Ea= 9 meV.

The value of  can be calculated from the slope of a linear plot 
of  vs. 103/T. From Fig. 4, an activation energy,  
value of about 9 meV was calculated. At high temperatures, the transport 
of photocarriers can be described by the multiple trapping model [33-34], 
in which injected carriers thermalize in a broad distribution of localized 
band tail states, moving to deeper energies as a result of thermal activation 
to transport states and subsequent retrapping.

The frequency-resolved photocurrent (FRPC) spectroscopy tech-
nique has already been described [35-37]. The advantage of this frequ-
ency-locked AC measurements is that it rejects any stray light, dark cur-
rent and any other unmodulated signals. In its simplest form, the optical 
excitation of a sample is modulated with a small amplitude sinusoid and 
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the sample response to this modulation is measured either in-phase (IP-) 
or in-quadrature (IQ-) to the phase of the excitation modulation, using a 
lock-in dedection. Logarithmically sweeping the modulation frequency 
then generates a lifetime distribution directly. 

In the mathematical analysis of frequency-resolved spectroscoy 
(FRS) method, the in- phase FRS gives the integral of lifetime distribu-
tion, between the limits  and , while the 
in-quadrature FRS gives the lifetime distribution directly. For a system 
with a single characteristic lifetime , the in-quadrature FRS spectrum 
is a symmetric band, of half width 0.7 decades peaked at the frequency

(5)

Althoug the in-quadrature FRS is the most useful form, the in-phase 
version can also give important additional information on the existence 
of fast processes beyond the time domain of the in-quadrature measure-
ments. It is worth remembering that if one knows the quadrature response 
from (which one does not), a Kramers-Kronig 
transform will give the in-phase response. That is all the information is in 
either response, if complete in . Fig. 5 shows IQ-FRPC and IP-FRPC 
spectra for different excitation intensities of HeNe laser (632.8 nm). The 
data were taken under reverse bias voltage of  - 1.00V. 
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Figure 5. IQ (a) and IP (b) FRPC response for various light intensities. Vp-i-n= - 
1.00 V.

As seen from the IQ-FRPC spectra, there is only one single broad 
spectra in which the peak frequency is independent of excitation intensi-
ties. It means that there is only one characteristic lifetime. Using Eq. (5), 
a lifetime of about 54 μs was calculated. This lifetime is also found to be 
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independent of applied voltage and thus electric field. At room tempera-
ture, the photocarriers may be thermally ionized from recombination or 
trapping states, in which only one recombination path is present. As well 
known, higher excitation light intensity and modulation frequency produ-
ce a larger fraction of photocarriers from deep trapping levels (defects) in 
the energy gap, and thus these contribute to the photocurrent.

The capacitance-voltage (C-V) measurement is widely used to deter-
mine a variety of semiconductor parameters, such as doping concentration 
and profiles, carrier lifetime, oxide thickness, interface trap density, and 
etc. Fig. 6 shows the capacitance as a function of frequency in dark. Un-
fortunately the illumination has no impotant effect on this result. Actually, 
the capacitance-voltage (C-V) measurements are made at AC frequencies. 
So, the capacitance for the device under work can be calculated with the 
following:

(6)

where  is the magnitude of the AC current through the p-I-n 
solar cell, is the frequency, and  is the magnitude and phase 
angle of the measured AC voltage. In other words, the basic test setup 
measures the AC impedance of the photodiode by applying an AC voltage 
and measuring the resulting AC current, AC voltage, and impedance pha-
se angle between them. This measurement takes into account series and 
parallel resistance associated with the capacitance, as well as the dissipa-
tion factor (leakage). 

In Figure 6, the magnitude of applied AC voltage is kept at 1.40 V. As 
seen,  the capacitance sharply decreases with increasing frequency at low 
frequency range (  < 2 Hz). For about > 2 Hz, it decreases slowly 
with increasing frequeny. This result is in agreement with the Eq. (6). The 
magnitude of capacitance was found to be independent of AC and DC 
applied voltages.  
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Figure 6. Capacitance versus frequency in dark.Vp-p =1.40 V (AC).

4. Conclusion

It is well establish that I-V, and thus , the exponent  in the 
power-law , the carrier lifetime , the activation energy 

, and the capacitance C are sensitive to the material of different back 
contacts which have influences on the p-I-n solar cell structure. These 
quantities can be improved on a-Si:H p-I-n devices by optimization of 
the back contact material which acts as a reflector allowing some of the 
passing light to reflect into the intrinsic layer. 

From the photoconductive modes of I-V characteristics, we determi-
ned the fill factor values between 0.444 and 0.548 at room temperature 
(290 K).  The low  can be due to the high excitation light intensity 
used.

Recombination process is a key point when describing carrier transport 
kinetics in solar cells because it strongly affects the photoresponse of the-
se devices at all levels of external excitation.

The exponent , in the power-low relationship , is 
found to be between 0.27 and 1.18 depending on low and high excitation 
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intensities, bias voltages and frequencies. The intensity results were in-
terpreted suitably, but there is no a complete theoretical model covering 
the modulation frequency dependence of  in literature. The high values 
of  ( >1) at low light intensities may be due to the increase of photo-
carrier release rate with frequency from deeper states, which is thermally 
activated at room temperatures.

From the temperature dependence of photocurrent measurements, the 
activation energy value of 9 meV was calculated. 

A single broad lifetime distribution was observed to peak about 3000 
Hz, which corresponds to the lifetime of about 54 µs. This lifetime is 
found to be independent of excitation intensity and applied electric field at 
room temperature. High recombination rate means a low carrier lifetime, 
which is connected with a diffusion length that is small compared with the 
width of the space charge region.  

Our results of the intensity and temperature-dependence of photo-
current, and also of the room temperature carrier lifetime show that the 
recombination occurs through the trap states in the higher temperature 
region. Thus the release rate from traps controls both the photocurrent and 
also the carrier lifetime. 

The capacitance–frequency measurement in dark and also under il-
lumination indicates that considerable photocarrier numbers of deep trap 
levels were not introduced by illumination in the intrinsic region of solar 
cell.   
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Differential Scanning Calorimetry (DSC)

Differential scanning calorimetry (DSC) is a thermo-analytical inven-
tion for determining thermotropic features of different kinds of materials 
including biologically relevant systems. It directly measures variations 
in the heat energy uptake by a sample in corresponding to a reference 
during temperature change [1-3].  Its advantages are good data reproduc-
ibility, easy preparation of sample and analysis, and relatively need of low 
amount of sample. The method could be performed qualitative and quan-
titative characterization of transitions in association of specific parameters 
such as transition temperature, enthalpy and entropy, all of which can be 
correlated with alterations in biological properties of membranes [3-4]. 
The primary applications of DSC in membrane research are how hydra-
tion, pH, and solvent affect phase transition parameters of model and real 
membranes [5-7]. 

Instrumentation of DSC

Calorimetric measurements using DSC are performed based on the 
heat flux design. Figure 1 shows the representative diagram of DSC in-
strument. This system measures the molar heat capacity of samples de-
pending on temperature [1,7-8]. In detail, a solution containing biological 
sample is loaded into a sample cell and a reference buffer place into the 
other holder. Both chambers are applied to heat at an identical scan rate. 
As the temperature increases and/or decreases, the heat is either being 
absorbed or released by sample, and subsequently transition of sample 
occurs. This leads to an unbalance between sample and reference. Such 
occurred imbalance is later compensated by heater. The recording of this 
covers a calorimetric measurement of sample transition. Thus, it monitors 
small heat changes between sample and reference in temperature and/or 
time dependent manner [9-10]. An exothermic or endothermic transition 
of the sample gives rise to a deviation in the difference between the two 
heat flows. The resultant is the DSC curve. Upon such convention, ex-
othermic and endothermic processes represent as positive and negative 
peaks, respectively [11].
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Figure 1. A representative diagram for operation of DSC [12].

Phase Transition of Lipids and Thermotropic Parameters 

Lipids self-assemble with various phases with different structures and 
geometries in the presence of water [13]. In lipid water systems tempe-
rature and water are the main variables which are responsible for ther-
motropic and lyotropic phase behaviour. In addition, the physiologically 
important liquid crystal lamellar phase is of biological interest because it 
includes the gel to liquid crystalline phase, the lamellar and non-lamellar 
mesomorphic transitions. The lamellar to liquid crystalline phase transiti-
on (Lβ – Lα) is defined as melting of hydrocarbon tail, order-disorder, so-
lid-liquid and principal transition. It is the fundamental energy phenome-
non in lipid bilayers and occurs with an enthalpy alteration. This is related 
with disorder of hydrocarbon chains and risen head group hydration. The 
energy required to expand the hydrocarbon chain and to increase bilayer 
area against attractive van der Waals interactions contributes to enthalpy 
change of the transition. In gel to liquid phase transitions lipid surface 
area and specific volume are increased. In calorimetric measurements, 
these transitions occur in the enthalpy range of about 20-40 kJ/mol and 
appear as sharp, narrow heat capacity [13-15]. 

The gel phase differs from the liquid crystal phase. These differences 
can be listed as: In the gel phase, the acyl chains of phospholipids are 
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straight (trans configuration) and are positioned almost perpendicular to 
the bilayer plane. In this phase, the fatty acid chains have a closely or-
dered, side-by-side packed structure in a hexagonal arrangement. On the 
other hand, in the liquid crystalline phase, in addition to the hydrophobic 
interactions between the acyl chains, there is a long-range order in which 
the bilayer structure is preserved by electrostatic interactions between the 
polar head groups of lipids and water, and a short-range disorder in which 
the acyl chains are attached to the glycerol backbone [14-16].

Membrane lipids undergo three phase alterations in the temperature 
range of 5 °C-90 °C. The lowest temperature phase is the Lc phase, also 
called sub-gel, which transitions to the gel phase or Lβ’ phase with the 
increase in temperature. In both phases the hydrocarbon chains are bent 
relative to the bilayer normal while in the Lβ’ phase the head group is 
more hydrated. The transition from the Lc phase to the Lβ’ phase is called 
subtransition. An increment in temperature results in the formation of the 
wavy (Pβ’) phase. This transition is called the pretransition, and in this 
Pβ’ phase, the bilayer is inclined. Finally, the bilayer undergoes a liquid 
crystal (Lα) phase transition, called the principal transition or chain order/
disorder transition. In this phase, the bilayer is such that the lipids move 
freely. The hydrocarbon tails become disordered and thus the transition to 
the Lα phase is defined as the melting of the bilayer [14,17].

Figure 2. Schematic representation of the conformational changes in phospholi-
pid bilayer during phase transition [17].
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Calorimetric Measurement of Lipids

The calorimetric measurement of lipids involves scanning that gi-
ves a plot of heat energy versus temperature or time. The lipid transition 
can either be observed as endothermic or exothermic. These peaks occur 
at specific temperature values, reach maxima/minima, and end at speci-
fic final temperatures. These transitions include heat capacity or energy 
changes, which leads to the formation of DSC peak heat flow. Once a ther-
mogram is obtained, the next procedure is the application of baseline. The 
usual procedure is to subtract a baseline from the overall curve to leave 
a profile of lipid transition relative to a zero baseline. It is generally user 
dependent process which determines the most apppropiate baseline type. 
But it is usually worth mentioning that attemption of several baseline pro-
cedures would be helpful to get an idea of the baseline fitting. Then, the 
area of the peak is evaluated from the onset temperature to completion of 
transition [7,9-10].

The curve is analyzed to determine thermotropic parameters listed 
below; 

heat capacity (Cp) (J g−1): value of excess heat capacity at the transiti-
on maximum,      which is the areas within the corresponding peaks during 
scanning. 

pre-transition (Tp) (oC and/or oK): temperature value of pre-transition 
of lipids from gel to ripple phase

main transition (Tm) (oC and/or oK): temperature value of main tran-
sition of lipids from gel to liquid phase

the half width of phase transition (ΔT1/2): the full width at half-maxi-
mum of DSC peak

calorimetric enthalpy (ΔHcal) (Joule): the energy of transition of lipi-
ds, calculated from the area of the transition curve

the van’t Hoff enthalpy (ΔHvH): the amount of heat required for each 
cooperative unit to undergo the phase transition, calculated using fol-
lowing equation;

ΔHvH= 6.9 Tm
2 / ΔT1/2    

cooperativity unit (CU): a measure of mean number of lipids under-
going transition, calculated using the following approach
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CU=ΔHvH / ΔHcal

entropy (ΔS): disorderness parameter of the transition

ΔS = ΔHcal / Tm      

Comparison of thermotropic values reveals the effect of a structu-
ral modification of lipids on the thermodynamics of the phase transition. 
However, it should be noted that the analysis of such parameters is easily 
obtained from the symmetrical DSC peaks utilized by software program. 
But, most of the time lipid bilayer phase transitions can contain more than 
two states [18-19]. This leads to asymmetric shape of DSC curve. Such 
peak shape reflects a non-two-state transition. In such cases, the adequate 
baseline fitting is required [20-21].

Limitations of DSC

Even though DSC is a valuable analytical tool with high sensitivity 
[11], it has some drawbacks. For instance, the baseline subtraction may 
lead to inconsistency in raw data; thus, variations in data analysis may be 
observed. Moreover, DSC has concentration limits at low level which mi-
ght create difficulty in order for achievement at bulk manufacturing scale. 
And, the method works the most efficiently for purified samples. Impuri-
ties in samples may cause a shift in Tm values or may result in new thermal 
transitions. In any case, this may lead to difficulties in the interpretation 
of the results [23]. Furthermore, since some thermograms is composed 
of complex transition curves resulted from overlapping weak peaks, it is 
difficult to identify each individual peak contributing to whole transition 
[24]. To resolve such overlapping weak curves, the resolution may be 
enhanced by lowering the scan rate and sample capacity. Conversely, the 
identification of a weak transition needs higher sensitivity, which can may 
be achieved by rising the heating rate [8,25].

Lipids & Model Membranes

Plasma/biological/cell membranes have very complex and dynamic 
structures since they are mainly composed of a variety of lipid types in 
which different kinds of proteins are embedded. Because of such comp-
lexity systematic studies on cell membranes are impractical [26-28]. To 
overcome this, a variety of simplified model systems have been developed 
to offer an alternative easily accessible platform [29-32]. Moreover, such 
models serve to examine the alterations in the properties of lipids and en-
vironmental factors such as acidity and salt on the structure and function 
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natural membranes [31-32]. In order to reflect the lipid diversity in natural 
membranes, lipids isolated from biological sources with different chemi-
cal structures are used to create model membranes. Such lipid features can 
be listed as follows; quantity of lipids, saturation levels, length of the lipid 
hydrocarbon tail, polar head charge. While preparing model membrane 
type all these properties must be taken into consideration to represent as 
much as possible real membrane systems [30]. For example, eukaryotic 
cell membranes are mostly simplified by zwitterionic phospholipids such 
as phosphatidylcholines (PCs). The main used PCs are dioleoylphospha-
tidylcholine (DOPC), dipalmitoylphosphatidylcholine (DPPC) and dimi-
ristoyphosphatidylcholine (DMPC). In addition, sphingomyelin (SM) and 
cholesterol (CHO) are also used. On the other hand, by using charged 
phospholipids it is possible to mimic prokaryotic cell membranes [33]. 
For this purpose, PGs are generally used. These PGs are namely dipal-
mitoylphosphatidylglycerol (DPPG) and dioleoylphosphatidylglycerol 
(DOPG). Other charged lipids like palmitoyloleoyl-phosphatidylethano-
lamine (POPE) and tetraoleoyl-cardiolipin (TOCL) are also used. In ad-
dition, charged lipids, CHO and phosphatidylethanolamin (PE) are also 
mixed to simulate the bacterial membranes [34].

The widely utilized model membranes involves lipid vesicles (liposo-
mes), Langmuir monolayers, black lipid membranes (BLM), and micelles 
[30, 35]. Figure 3 represents schematic of some model membranes types.
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Figure 3. The most common used model membranes (cross-section) [36].

Liposomes are the simplest models of biological membranes. The 
size of liposomes can be from 0.025 μm to large 2.5 μm diameter. They 
can be composed of one or several bilayers. Depending on the size and 
bilayer number, these are divided as multilamellar vesicles (MLVs) and 
unilamellar vesicles. Unilamellar vesicles can also be classified into ca-
tegories: large unilamellar vesicles (LUVs), small unilamellar vesicles 
(SUVs) and giant unilamellar vesicles (GUVs) [37-38]. In liposome sys-
tems MLVs are the most used ones in model membrane research. Because 
they are easy to make with reproducible features. They can be made in 
large amounts with high concentration. They consist of many bilayers in 
a single particle which have large dimensions compared with the other 
ones. In MLVs, vesicles are like an onion structure [37-39]. To prepare 
such models, lipids are dissolved in an organic solvent, and then dried 
down to a film in glass vessel. Later, the film is hydrated by addition 
of buffer (PBS, phosphate) and vortexed to produce milk suspension of 
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liposomes. On the contrary, they have some drawbacks such as limited 
aqueous space for trapping materials, inhomogeneity in size and number 
of layers and incapability to access both sides of vesicles [40]. MLVs are 
composed of bilayers departed by aqueous solution in between. Their dia-
meter scale covers a few hundred to thousands of nanometers.

When MLVs are processed further, for instance when they are so-
nicated or extruded to create liposomes with a single bilayer [41]. In 
unilamellar vesicles, the vesicle has a single bilayer. These unilamellar 
vesicles can be further classified into SUVs, LUVs and GUVs based on 
their size [41-42]. SUVs (20-50 nm in diameter) are made by subjecting 
liposomes to ultrasonic irradiation, and finally have a diameter inferior to 
100 nm. They are homogenous with respect to size and surface of bilayer 
contains about 60-75 % of total lipids. One limitation of SUVs that they 
are very small in size with a small radius, which in turn results in limited 
internal aqueous space. On the other hand, for the preparation of LUVs 
phospholipids are dissolved in a detergent. The solution is subjected to 
dialysis to remove detergent. Later, freezing-thawing procedures are app-
lied and extruded. And, LUVs are formed with a diameter superior to 
100 nm [43]. They have an advantage that they are large enough to trap 
molecules. But, as having drawback, they have residual organic solvents. 
GUVs (10-100 µm in diameter) are the closest to the size of actual cel-
ls, and they are usually formed by using well-defined mixtures of lipids. 
However, it is indefinite how the behaviour of such models compares to 
biological membranes [40,43].

Langmuir monolayers, lipids exhibit different surface activity. By 
applying lateral pressure lipid hydrophobic chains are situated perpen-
dicular to air-water interface. The head groups are place in solution. In 
this model, since amount of lipid applied to the surface is known, the 
total area of formed monolayer and the area of each lipid can be measu-
red. Thus, they are model of half a membrane. For this reason, they are 
excellent to investigate interactions of foreign molecules with lipids in 
two-dimensional arrangements [40,45-46]. The main limitation of such 
systems is that they are monolayer not bilayer and they have obstacles in 
determining what lateral surface pressure correspond to biological memb-
rane [39,40,46].

Black lipid membranes are unique system that offer opportunity 
to evaluate electrical conductivity parameter of lipids. A single bilayer 
membrane is formed in a solvent across a Teflon cup place in solution. 
Electrodes are placed inside and outside the cup for electrical measure-
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ment. Thus, such systems offer to measure the electrical properties of 
membranes [40,47].

In micelles lipids contain only one hydrocarbon chain instead of two. 
Sizes of micelles can be varied from 2 nm to 20 nm based upon compo-
sition and concentration of lipids. The size of a micelle is smaller than 
that of a lipid bilayer. Lipids are arranged either with the polar heads out 
or with the polar head in. They are only formed when the concentration 
of surfactant is larger than the critical micelle concentration (CMC). In 
other words, CMC is the concentration above surfactant when micelles 
will form spontaneously. The higher CMC, the more micelles are formed. 
Furthermore, micelle formation is based on the Kraft temperature, which 
is when surfactants will be created as micelles. If the environment tem-
perature is below the Kraft value, there will be no spontaneous micelles 
formation. Micelles have been taken a significant role in drug delivery 
and drug stabilizing research [48-50]. They are very suitable with small 
entities (sub-50 nm) to solubilize hydrophobic foreign molecules such as 
drugs and pharmacological substances that are not well dissolved in water 
[51]. However, there is a challenge with these models is that all conven-
tional micelles [50-51] can disassemble into free surfactants. The foreign 
molecule entrapped in the hydrophobic part of a micelle may become in-
soluble because of the loss of micelle structures. 

Selected Reports about Application of DSC on Model 
Membrane Research

This section provides some reports in which DSC method has been 
employed to investigate phase/state thermodynamic transitions including 
thermotropic parameters of lipids representing real membrane systems in 
the presence of a great variety of molecules. DSC is a very useful to study 
the thermotropic features of lipid membranes [1-2,7,52]. By monitoring 
the alterations in such properties of lipids DSC technique has been used to 
examine specific interactions between foreign molecules and lipids over 
both model and/or biological membranes.

Drug-lipid interactions

Drugs inevitably interact with membrane lipids in biological systems 
to reach their target location, and thus to elicit their mechanisms [47]. 
Therefore, the investigation of drug-lipid interaction works have great im-
portance in order to obtain information about their pharmacological and 
pharmaco-kinetical properties. Related with this, numerous works concer-
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ning this issue have been published during a long time. Upon drug-lipid 
interaction the alterations in response of lipid bilayer to heat energy cor-
responding to thermotropic features have been examined by DSC method 
[7-8,53-54]. The use of DSC on such purpose is concentrated on interac-
tions of the drugs (pharmocological substances) with membrane lipids to 
assess their contact with model/real membranes and to get an idea about 
their potential toxicity [47]. The drugs bind to specific regions of lipids 
(head groups, hydrophobic chains, and/or both head groups and hydrop-
hobic chains) [7,16]. 

Related with the investigation of drug-lipid interactions DSC method 
have been widely used technique. For instance, Türker-Kaya et al. (2021) 
[55] utilized DSC to study the interaction profile of carboplatin (CAR), 
a chemotherapeutic agent, with SM lipids by monitoring the changes in 
Tm, ΔH and CU values as a function of drug concentration. The findings 
revealed a decrease in these parameters with increasing concentration of 
CAR. By using DSC, the same group also investigated the interaction 
of different drugs such as gabapentin, levetricetam [56], lacosamide [57] 
and armodafinil [58] with DPPC and cholesterol containing MLVs.  Same 
approach was also done by Aleskndranyl and Sahin (2020) [59] to investi-
gate the effects of levothyroxine, which is a synthetic thyroid hormone, on 
the structure and dynamics of DPPC liposomes. The other group, Issé et 
al. (2013) applied DSC with mixed monomolecular layers and fluorescen-
ce spectroscopy techniques  to explore the alterations in the biophysical 
properties of model membranes by thyroid hormones, and they observed 
that these hormones actively contact with lipids in a spontaneous way 
[60].  In another study, the impact of bisoprolol or enalapril as antihy-
pertensive drugs on the structural properties of model lipid membranes 
formed by DSPC. Based on the results, the authors proposed that enalapril 
or bisoprolol can actively interact with DSPC lipids and induce changes in 
their physical-chemical properties. Likewise, it was reported that the an-
ti-inflammatory medicine ibuprofen causes to change thermotropic phase 
behaviour of DMPC bilayer in a concentration dependent manner [61]. 
DSC technique was also performed by Pérez-Isidoro and Costas (2020) to 
examine the effects of seven neuroleptics on biomembrane models com-
posed of DPPC, SM and cholesterol at different pH values under chan-
ging drug concentration. Upon DSC measurements such monitoring gel 
to crystalline phase transition, the authors concluded that fluidization and 
disordering effect of neuroleptics under investigation is directly related 
with insertion of the drug through the lipid bilayer under the influence of 
the size and geometry of the drugs. For instance, protonated forms of the 
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drug have stronger effects on these parameters than that of non-protona-
ted ones [62]. Furthermore, Le-Deygen et al. (2020) intended to clarify 
corporation of moxifloxacin (Mox), an antibacterial drug, with a model 
of cell membrane also contained charged form of lipids. They found that 
MLVs of DPPC/CL2− represent two microphases, and Mox contacts with 
both microphases, which in turn reveal different structure and Tm. This 
interaction resulted in more stabilize gel-state of the bilayer with rising 
Tm value up to 3−5 °C. On the other hand, in case of neutral DPPC MLVs, 
Mox led to some deficiency in formation and a fluidization effect by me-
ans of lowering Tm value by 2−4 °C [63]. In another study, with the aim 
of developing proliposomal formulations to increase bioavailability of 
simvastatin (SV), DSC was one of complementary method [64]. Within 
the scope of the work, the proliposomes were examined for entrapment 
efficacy, drug-polymer compatibility. Based on DSC data there was no 
drug-liposome interaction, which revealed SV was successfully entrapped 
in the proliposomes. With the similar purpose, Affram and co-workers 
(2020) published a report related with a chemotherapeutic agent named 
gemcitabine (GEM). They used DSC method to obtain thermodynamic in-
formation about GEM-loaded solid lipid nanoparticle. The DSC thermog-
ram of loaded lipid nanoparticles showed a broad main transition obser-
ved at about 59.65 °C, which could be corresponded to the wide surface 
area of the dispersed nano-size particles [65]. In addition, this method was 
also utilized to obtain information about transdermal permeation profile 
of flurbiprofen enantiomers. And, the findings suggested that the rate of 
the permeation and retention of (S)-flurbiprofen was 1.5 times more than 
that of (R)-flurbiprofen [66]. In addition, DSC technique was also app-
lied by Montenegro et al. (2018) to characterize comparatively idebenone 
(IDE)-loaded solid lipid nanoparticle (SLN) interactions with both MLVs 
and bio-membranes. DSC analyses examined the changes in both ΔH and 
Tm values over time. And, obtained differences in ΔH and Tm parameters 
revealed that SLN has ability to locate IDE in the epidermis and in the 
stratum corneum, respectively [67]. 

In the literature, most of the studies dealing with drug-lipid interacti-
ons have been performed under equilibrium conditions, however there are 
also some works implementing kinetic experiments on drug distribution 
in lipid membranes [68-69]. In such works, real time measurements are 
possible. Similarly, Kasian and co-workers (2019) utilized both equilibri-
um and kinetic experiments for dimethyl sulfoxide (DMSO) and tilorone, 
an antiviral and immunomodulatory substance, respectively. By analysing 
kinetics of DSC profiles, it was feasible to discriminate the processes such 
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as drug absorption into membranes and drug diffusion through stacks of 
lipid bilayers. Data showed that 0.1 mol% DMSO effectively improved 
tilorone penetration into DPPC membrane [70]. 

Lipid-protein interaction

Banigan and colleagues (2018) systematically determined how stru-
cture of lipids can affect protein/bilayer interactions by means of memb-
rane drug transporter EmrE as the model system in the presence of proton 
or drug substrates. The authors used varied kinds of lipids such as ditri-
decanoylphosphocholine, diOtetradecylphosphocholine, palmitoyloleoy-
lphosphoethanolamine, palmitoyloleoylglycerophospho(1′-rac-glycerol), 
DMPC and DPPC. Calorimetric measurements exhibited a variation in 
CU of lipid main transition for drug-free EmrE protonated at glutamic 
acid 14 (proton-loaded form) and the tetraphenylphosphonium (TPP+) 
bound form of the protein (i.e., drug-loaded form). According to the re-
sults, it was obtained that the binding of TPP+ to EmrE enhanced CU of 
gel to liquid crystalline phase transition as a function of a chain length of 
lipids [71]. Furthermore, the molecular association of food derived angio-
tensin converting enzyme inhibitory tri-peptides, namely ADF, FGR, and 
MIR, with DPPC containing model membranes at molecular level was 
investigated by Ji et al. (2022) [72]. DSC method was used to determine 
the effects of tri-peptides on Tm of DPPC lipids. The DSC findings repre-
sented that tri-peptides changed the physical properties of DPPC memb-
rane by diminishing Tp value and decreasing Tm parameter about 3–5 °C 
of DPPC bilayer. In addition, the DSC results also indicated tri-peptides 
interacted with the head groups and penetrated into hydrophobic regions 
of membrane. 

Parkinson’s disease is defined by the formation Lewy bodies consis-
ted of alpha-synuclein. It has been shown that alpha-synuclein has ability 
to co-assemble with lipids [73] (Figure 4). Similarly, related with such 
issue Galvagnion et al. (2019) performed DSC together with other anal-
ytical techniques to determine how alpha-synuclein is formed in the pre-
sence of lipids like dimyristoylglycerophosphotidylserine and dilauroylg-
lycerophosphotidylserine. According to the data, these lipids lipids have 
potential to co-assemble with alpha-synuclein molecules, which leads to 
a decrement in both Tm and enthalpy parameters of main transition of the 
lipids compared to those in the absence of protein [74].
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Figure 4. Demonstration of association of alpha-synuclein with model lipid 
membranes and the application of DSC study [74].

In another study, the absorption profiles of two different Micro Exon 
Gene (MEG) proteins (MEG-24 and MEG-27) from Schistosoma man-
soni worms onto LUV of DMPC and erythrocyte ghost membranes were 
examined. With the use of DSC, it was obtained that these proteins led 
to alterations in Tm and ΔH values of erythrocyte ghost membrane with 
varied concentration. In addition, MEG-27 disrupts both the pre and main 
phase transition profile more effectively than MEG-24. Moreover, transi-
tion peak (at 24.0 °C) of pure DMPC LUV became wider with the addition 
of 2 mol% MEG-27, whislt MEG-24 at the same concentration has less ef-
fect on such curve [75]. Moreover, under the investigation of protein-lipid 
interactions, Pérez-Isidoro and Ruiz-Suárez (2020) also performed a ther-
mal study to explore membrane effects in a lipid-protein model made up of 
DMPC and albumin from chicken egg white (OVA) in the presence of va-
ried neurotransmitters and anesthetics. Upon DSC studies, by monitoring 
thermotropic parameters, it was observed that ovalbumin, ovotransferrin, 
and lysozyme interact with DMPC model membrane, which gave rise to 
a lipid separation and an ordered lipid-protein formation. Such assembly 
were also induced in the addition of acetylcholine, γ-aminobutiric acid, 
tetracaine, and pentobarbital [76]. Furthermore, the corporation of Ageri-
tin, a specific ribonuclease that irrevesibly block protein synthesis. with 
some model systems of eukaryotic, cancer and bacterial cell membranes 
were determined by means of DSC. To mimic these membrane types, 
different combination of DPPC/CHO, DPPC/DPPS/CHO, DPPC/DPPG 
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lipids were used. The changes with the effect of Ageritin in ΔH, Tm and 
ΔT1/2 parameters revealed that the protein potentially perturbs each model 
membrane system [77]. 

Plant sourced-lipid interactions

Baicalein is a flavonoid in the roots of Scutellaria baicalensis. The 
association of baicalein and DPPC liposomes was evaluated by DSC 
together with some other techniques. The findings revealed that when the 
molar percentage of baicalein is under 5%, it initiates the hydration level 
of lipid head groups. At  this concentration DPPC MLVs undergo Lβ′  to 
Lβ  phase transition. Higher concentration (over 10 mol%) of baicalein 
caused to change the hydrogen bonding capacity of head groups [78]. In 
addition, Eliasson (1994) reported the thermal transition of the amylo-
se—lipid complex is highly under the influence of number of C atoms in 
hydrocarbon chain, the head groups, water content and starch type [79]. 
Moreover, the formation of amylose/starch inclusion with lipid complex 
were also studied by different investigators [80-81]. In addition, specific 
interaction of (−)-Epigallocatechin-3-gallate (EGCG), a flavonoid, with 
DPPC formed membranes was published. In detail, according to the re-
sults, EGCG give rise to an increment in order parameter. Also, incorpora-
tion of EGCG does not have any effect on the zeta-potential and shape of 
the liposomes, but it may stimulate aggregation of lipids [82]. 

Conclusion

This short review addresses the use of DSC on model membrane re-
search. It aims to present a general information about this method. The 
first part of the text introduces its principles with instrumentation, cal-
orimetric measurement and anaylsis. In addition, this section describes 
the potentialities, advantages and limitations of DSC. The second section 
explain some model membrane systems widely used in such area with 
specific lipid molecules. The last part of the document gives some select-
ed reports in the literature representing application of DSC to investigate 
drug-lipid, protein-lipid and plant sourced substances-lipid interactions 
on model membrane platform. In sum, it is anticipated that this can pro-
vide perspective and guidance regarding the choice of model cell mem-
brane and DSC technique when performing new experiments.
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1. Introduction

Machine learning is a system from the past that uses algorithms to 
train data and make predictions without explicit coding to make predicti-
ons using certain data. The difference between machine learning and stan-
dard programming is that in programming, data and program are required 
for output, whereas in machine learning, data and output are required for 
the program. machine learning; is defined as programming a computer to 
make descriptive or predictive inferences by using sample data or making 
use of past experiences (Alpaydın, 2004). Today, machine learning is ne-
eded to keep the increasing data volume under control. Machine learning 
has two main purposes. The first is to classify the data according to the 
trained model, and the second is to make predictions for future results 
based on these models.

Price is the most effective feature of marketing and sales (Asim & 
Khan, 2018). The first thing that the consumer pays attention to is usually 
the price of the products. Consumers think about whether they can buy so-
mething with the specified features or not. So, making price estimations in 
the background is the main purpose of the business. Cell phones are now 
one of the best-selling and purchased devices. New mobile phones with 
new versions and more features are released every day. It is therefore very 
important to consider many features to estimate the price. For example, 
the processor of the mobile phone is very important in the busy work 
schedule of people today. The size and thickness of the mobile phone are 
also important decision factors. Internal memory, camera pixels, and vi-
deo quality must be considered. Internet browsing is also one of the most 
important constraints in this technological age in the 21st century. And 
the list of many features based on them also affects the price of the mobile 
phone. Therefore, many of the above-mentioned features must be used to 
classify whether the mobile phone will be very economical, economical, 
expensive, or very expensive.

Using machine learning techniques, mobile price prediction forms 
the background of interesting research due to the recent launch and availa-
bility of phones. Sakib et al. (2022) used different classification techniqu-
es to estimate the mobile phone price range. First, they made performance 
evaluations using a decision tree, then random forest machine learning 
algorithms. Pipalia and Bhadja (2020) investigated the accuracy of the 
algorithms in classifying the mobile phone price range by using different 
classification algorithms used in supervised machine learning. Pramanik 
et al. (2021) examined the different features of mobile phones and compa-
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red various machine-learning models to categorize the price range. In the 
study based on performance metrics, support vector machines were the 
best classifier. The continuous release of new mobile phone models and 
features and the differences in mobile phone features used in each study 
makes the studies unique.

In this chapter, the classification of the price range of mobile phones 
according to their features was carried out using machine learning algo-
rithms. The study aims to find the classification algorithm that makes the 
most successful price classification among 20 features.

2. Machine Learning  

Machine learning is divided into two clients (supervised) learning 
and unsupervised (supervised) learning. In supervised learning, the label 
information is available, and trained data is used. Input and output are 
known in advance. These allow the computer to learn the model. Accor-
ding to this learning structure, the machine can perform classification by 
making predictions that may be opposed to new input data (Uzun, 2007). 
The most used supervised learning algorithms are Nearest Neighborho-
od (KNN), Support Vector Machines (SVM), Artificial Neural Networks, 
Decision Trees, linear regression and logistic regression. In the unsuper-
vised learning method, there is no label information. It is aimed to reveal 
hidden relationships or groups based on the components in the data set. 
The most used unsupervised learning algorithms are Clustering, Associa-
tion Rules, and Principal Component Analysis. Classification in machine 
learning is a supervised learning approach where the computer program 
learns from the given data input and then uses this learning to classify new 
observations. It is an estimator, or in other words, a predictive method 
(Han & Kamber, 2012). The classification algorithm is used to classify 
similar data in the data set into certain classes. There are different algorit-
hms used for this. Major classification algorithms, entropy-based classi-
fication (C4.5 algorithm, C5.0 algorithm), Regression and Decision Trees 
(Gini algorithm, Towing algorithm), Memory Based Algorithms (k-nea-
rest neighbor algorithm), Bayesian Classifiers, Regression Trees, Random 
can be listed as forest (Özkan and Erol, 2015).

Logistic Regression 

Logistic regression can be used when the target variable is divided 
into binary, triple, or more categorical variables. In logistic regression 
analysis, the number of groups is known, a discrimination model is obta-
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ined using the existing data, and it is possible to assign new observations 
added to the data set to the groups with the help of this established model 
(Tatlıdil, 1992).

Random Forest 

The random forest algorithm is an ensemble learning method. 
Over-learning can occur when learning with a single tree. While trees 
learn the training data very well, they can give bad results in the data they 
see for the first time. Because trees are very sensitive to small changes in 
learning data. Therefore, in the random forest method, decision trees are 
created independently of each other and the information from the trees is 
combined in new ways. The random forest algorithm can be used for both 
classification and regression problems (Silahtaroğlu, 2020).

K – Nearest Neighbor (KNN)

The K-NN algorithm is a classification method in which the class of 
the sample data point and the nearest neighbor are determined according 
to the k value (Cover and Hart, 1967). The method is the closest city, 
station, etc. to a determined point. Determining the k-nearest neighbor 
algorithm forms the basis of the algorithm (Beyer et al., 1999). The KNN 
algorithm is ineffective in multidimensional data sets, has high memory 
requirements, and is sensitive to parameters such as the number of nei-
ghbors and distance criteria (Duda et al., 2000). In this method, the user 
chooses the k value himself. If the value is selected high, different points 
can be gathered together, or if the value is selected low, the same points 
can fall into separate classes. When we enter new information, its distance 
to k is calculated and according to this distance, it is decided which cluster 
to include it.

Support Vector Machines

Support vector machines are a machine learning method built on 
strong statistical theories. It was first proposed by Vapnik in 1995 for 
classification and regression-type problem-solving (Vapnik, 1995). Its 
main purpose is to obtain the best hyperplane to separate the classes in the 
dataset. It is necessary to find this plane mathematically. In classical ma-
chine learning applications, the desire to have a large number of training 
data, low convergence rate, local minima, and overfitting/underfitting 
problems are encountered (Lu et al., 2002).
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Naive Bayes Algorithm

The naive Bayes algorithm determines which class the samples be-
long to and with what probability (Rish, 2001). This method calculates the 
probability of a new entry entering any of the existing and classified data. 

Naive Bayes is a form of Bayesian Network classifier based on Ba-
yes’s rule together with an assumption that the attributes are conditionally 
independent given the class. 

                                                     (1)	

For attribute–value data, this assumption entitles 

          (2)

where  is the value of the  attribute in x, and n is the number 
of attributes.

          (3)

where k is the number of classes and  is the  class. Thus, (1) 
can be calculated by normalizing the numerators of the right-hand side of 
the equation.  The resulting classifier uses a linear model, equivalent to 
that used by logistic regression, differing only in the manner in which the 
parameters are chosen. For categorical attributes, the required probabili-
ties P(y) and P(xi | y) are normally derived from frequency counts stored 
in arrays whose values are calculated by a single pass through the training 
data at training time. These arrays can be updated as new data are acqu-
ired, supporting incremental learning. For numeric attributes, either the 
data are discretized, or probability density estimation is employed. 

Decision Tree Algorithm 

The decision tree algorithm is a classification method that creates 
a tree-like structure consisting of decision and leaf nodes according to 
the target and independent variables. In this method, a tree is created for 
classification, then each entry in the dataset is applied to this tree and this 
entry is classified according to the result. There are many algorithms de-
veloped based on decision trees. These algorithms differ from each other 
in terms of the path they follow in the selection of root, node, and branc-
hing criteria (Brijain et al., 2014). Generally, ID.3, ID.5, C5.0, and CART 
algorithms are used to create a decision tree.
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Gradient Descent Algorithm

The gradient descent algorithm in machine learning tries to adjust the 
input weights of neurons in artificial neurons and find the local minimum or 
global minimum to optimize a problem (Ruder, 2016). In this method, a few 
random points are chosen at the beginning and this is called the learning 
coefficient. Selecting the learning coefficient small may cause slow con-
vergence, and choosing large may cause back-and-forth convergence prob-
lems. It takes several trials to choose a good learning coefficient. Starting 
from a randomly chosen value of  in gradient descent, step by step, 

 is tried to converge the function 
 to zero. Here  indicates the step length and    

indicates the descent direction. 

Ensemble Learning 

Ensemble learning is a method of classification. This learning algo-
rithm is aimed to increase the performance of the model by using different 
classifiers together and running them simultaneously. Thanks to commu-
nity learning, overfitting, and underfitting problems can be overcome, and 
high variance and bias problems can be reduced (Mahesh, 2020). There 
are different ensemble learning algorithms. Some of these are the bagging, 
boosting, voting, and stacking methods.

The bagging ensemble learning method, which is expressed as a 
bootstrap aggregating abbreviation, is based on the bootstrap sampling 
method. The method developed by Breiman is based on training different 
subsets of the training data set with bootstrap sampling (Breiman, 2001). 
In this method, classifiers are trained in parallel with different subsets ran-
domly selected from the training data set. It combines the predictions of 
the classifiers using the majority vote technique. In this technique, majo-
rity estimation is accepted as the classification estimation of the ensemble 
method (Polikar, 2012). 

The boosting method is a technique used to solve classification and 
regression problems. It combines several models whose individual per-
formance may be considered poor, and when the individual predictions 
are combined, a highly accurate model is obtained. The boosting method 
trains weak learners in turn, with each learner trying to fix the previous 
one. We start by estimating the data set and each observation is given equ-
al weight. In the next iterations, more weight is given to the observations 
that were predicted incorrectly in the previous observation, and learning 
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from the mistakes of the previous iterations is done. Thus, it aims to cor-
rectly classify those who are classified incorrectly by focusing on their 
education. In each iterative process, a strong classifier is obtained with the 
boosting method to prevent the same errors from occurring by taking into 
account the errors in the previous estimation (Zhou, 2012). As an iterative 
process, adding students is continued until a limit on the number of mo-
dels or accuracy is reached. Each classifier produces predictions, and the 
predictions of the classifier that receives the majority vote are accepted as 
the ensemble estimate (Rokach, 2010). 

Stacking was developed by Wolpert. To produce a higher performan-
ce estimation, the predictions of different types of classifiers are accepted 
as input for the meta-classifier (Wolpert, 1992). Meta classifier means 
the creation of a new classifier that learns from classes. Stacking the en-
semble learning method consists of a two-stage learning process. In the 
first stage, predictions are obtained from the same training dataset with 
different types of classifiers. In the second stage, the predictions obtained 
from the first stage are processed in the meta classifier and the prediction 
of the ensemble learning model is obtained. 

Voting is an ensemble method that creates multiple models and then 
combines them to generate better results. The variation in estimates is an 
element that improves accuracy performance in the ensemble method. For 
this reason, high-performance predictions can be obtained in the case of 
diversity in voting ensemble methods (Polikar, 2012). For the Voting met-
hod; There are two main approaches: hard voting and soft voting. Proba-
bilistic voting; each classifier provides a probability value that a particular 
data point belongs to a particular target class. Estimates are weighted and 
aggregated by the importance of the classifier. The target tag with the most 
weighted probability sum wins the vote. In majority voting; each model 
votes for each test sample, and it is the final output estimate that gets more 
than half of the votes. If none of the forecasts receive more than half of 
the votes, it can be assumed that the ensemble approach cannot provide 
a stable forecast for this situation. Instead of building individual models 
and finding accuracy for each, a single model is built that trains on a set 
of multiple models and predict output based on the total voting majority 
for each output class. In case the performances of individual classifiers in 
the Voting ensemble learning method are not equal, it is more appropriate 
to use the weighted voting technique, which combines according to the 
performance weights of the classifiers. 
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3. Results 

In this chapter, it has tried to create a model that can most accurately 
predict the price range of mobile phones according to their features. Ma-
chine learning algorithms were implemented using the Python program-
ming language. The dataset used in the study consists of 2000 rows and 
20 variables. The variable descriptions and basic statistics of the features 
in the data set are shown in Table 1.

Table 1. Explanatory information and basic statistics of variables

Variables Description Min. Max. Mean S t a n d a r d 
Deviation

Battery_power Total energy a battery can 
store in one time measured 
in mAh.

500 1999 1250 432

Blue Has bluetooth or not 0 1 0,52 0,5
clock_speed Speed at which 

microprocessor executes 
instructions

0,5 3 1,54 0,83

dual_sim Has dual sim support or not 0 1 0,52 0,5
fc Front camera mega pixels 0 19 4,59 4,46
Four_g Has 4G or not 0 1 0,49 0,5
int_memory Internal memory in 

gigabytes
2 64 33,7 18,1

M_dep Mobile depth in cm 0,1 1 0,52 0,28
Mobile_wt Weight of mobile phone 80 200 140 34,8
N_cores Number of cores of 

processor 
1 8 4,33 2,29

pc Primary camera megapixels 0 20 10,1 6,09
Px_height Pixel resolution height 0 1907 627 433
Px_width Pixel resolution width 501 1998 1240 439
ram Random Access memory in 

megabytes 
263 3989 2140 1090

Sc_h Screen height of mobile in 
cm 

5 19 12 4,32

Sc_w Screen width of mobile in 
cm

0 18 5,32 4,24

Talk_time Longest time that a single 
battery charge will last when 
you are 

2 20 11,1 5,49

Three_g Has 3G or not 0 1 0,76 0,43
Touch_screen Has touch screen or not 0 1 0,5 0,5
Wifi Has wifi or not 0 1 0,51 0,5

To get the best efficiency, the data set was trained in three diffe-
rent categories: “70% train 30% test”, “80% train 20% test” and K-fold 
cross-validation. Here, it was aimed to determine which division would 
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yield higher yields and to compare the results with each other. The num-
ber of K subsets was set to 10 after several trials.

Mobile technology is a portable technology that moves with users. 
This portable technology consists of two-way communication, compu-
ting, and networking technology. While the number of mobile users in the 
world was approximately 3.2 billion in 2019, it will increase to approxi-
mately 3.5 billion in 2020. Mobile phones with new features and new 
versions are released in a short time. Many features should be considered 
in the price of a mobile phone, such as screen resolution, ram, camera, 
processor, and mobile phone thickness (Sakib et al., 2022). Therefore, it is 
a great advantage to know which features increase the cost in terms of de-
cision-making. The best strategy is to find the most suitable product with 
minimum cost and maximum features. Thus, products can be compared in 
terms of their features and costs. As a result, a good product can be offe-
red to the customer by determining the economic range (Asim and Khan, 
2018). It is thought that even with little training data, gradient descent and 
support vector machines can classify very well and accuracy can be inc-
reased by using large data sets. The main reason for the low accuracy rate 
in some algorithms is the small number of samples in the data set (Pipalia 
and Bhadja, 2020). In the chapter, voting ensemble learning is applied and 
evaluated separately for each division. The results of the algorithms run 
with 70% train and 30% test division are shown in Figure 1.

Figure 1. Analysis results (%30 splits)

Among the algorithms applied at a 30% split, the three best results 
were obtained from support vector machines (0.93), logistic regression 
(0.91), and gradient descent (0.88) algorithms. The results of the algorit-
hms run with 80% training and 20% test division are shown in Figure 2.
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Figure 2. Analysis results (%20 splits)

Among the algorithms applied at a 20% split, the three best results 
were obtained from support vector machines (0.96), logistic regression 
(0.94), and gradient descent (0.91) algorithms. The results of the algorith-
ms run with the K Fold test division are shown in Figure 3.

Figure 3. Analysis results (K – Fold)

Among the algorithms applied in the K Fold split, the three best re-
sults were obtained from support vector machines (0.93), logistic regres-
sion (0.90), and gradient descent (0.90) algorithms. The best model for the 
data set is decided by comparing the results of three different divisions. 
The voting ensemble learning algorithm results of each split are shown in 
Figure 4.

Figure 4. Split results
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Accordingly, the best division is 20% and the most successful classi-
fication algorithm is support vector machines. The results of all algorith-
ms applied to the splits are shown in Table 2.

Table 2. General analysis results

%70 Train - %30 Test %80 Train - %20 Test K - Fold

Logistic Regression 0,91 0,94 0,91

Random Forest 0,87 0,90 0,88

K - NN 0,55 0,53 0,51

SVM 0,93 0,96 0,94

Naive Bayes 0,59 0,59 0,59

Decision Tree 0,81 0,84 0,85

Gradient Descent 0,89 0,91 0,90

AdaBoost 0,78 0,59 0,77

Bagging 0,87 0,87 0,85

Voting 0,92 0,95 0,91

In addition, considering that ensemble learning methods overcome 
the problems of overfitting or underfitting, it is possible to say that the 
voting method with a score of 0.9575 is a suitable model for this data set. 
Again, the best result was obtained from the data set, which was divided 
into 80% training and 20% testing. 

4. Conclusions

Cost estimation is a very important factor in marketing and business. 
The best marketing strategy is to find the most suitable product (with 
minimum cost and maximum features). Thus, the products are divided 
into features, costs, a manufacturing company, etc. in terms of compari-
son. Only in this way can a good product be offered to the customer by 
determining the economic range. In this study, to obtain the most suitable 
model, the data set was divided into 30%, 20%, and K Fold divisions, and 
the most frequently used algorithms were tried on each division one by 
one. As a result, the best score was obtained from the model, which was 
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divided into 80% training and 20% testing, and the Support Vector Machi-
nes (SVM) algorithm was applied. The result obtained from this model is 
0.96. In addition, considering that ensemble learning methods overcome 
the problems of overfitting or underfitting, it is possible to say that the 
voting method with a score of 0.9575 is a suitable model for this data set. 
RAM, battery, px height, px width, and internal memory had a positive ef-
fect on the classification of the inputs in the dataset as “very high cost” by 
the DVM classifier, respectively. The weight feature, on the other hand, 
had a negative effect. Other features did not contribute significantly. In 
future work, more sophisticated artificial intelligence techniques can be 
used to maximize accuracy and predict the correct price of products. A 
software or mobile application can be developed to estimate the market 
price of any newly released product.
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Hydrazide-hydrazones are condensation products of carboxylic acid 
hydrazides and aldehydes. These compounds are an important class of 
organic compounds of interest to medicinal chemists, as they contain the 
azomethine group (-NH-H=CH-), which is responsible for various phar-
maceutical applications. When hydrazide-hydrazone derivatives, which 
are in the structure of many bioactive molecules, are evaluated in terms of 
medicinal chemistry, it is seen that they have a wide variety of pharmaco-
logical properties, including antimicrobial (Popiołek, 2017; Pham et al., 
2019; Haiba et al., 2019), antifungal (Metwally et al., 2006; Musiol et al., 
2006; Deep et al., 2010), anticancer (Nikolova-Mladenova et al., 2017; 
Patil et al., 2018; Mohareb et al., 2019), antiviral (Şenkardes et al., 2016; 
Gürsoy et al., 2020), antidepressant (Mohareb et al., 2010), antimalarial 
(Bekhit et al., 2019), anticonvulsant (Dehestani et al., 2018), antidiabe-
tic (Sohrabi et al., 2022), antituberculosis (Koçyiğit-Kaymakçıoğlu et al., 
2006), anti-inflammatory (Abbas et al., 2015; Kumar Reddy and Katha-
le, 2017), antioxidant (Angelova et al., 2016)  and analgesic activities 
(Navidpour et al., 2014). The biological effects of hydrazide-hydrazone 
compounds are depicted in Figure 1.

Hidrazide-hydrazones

Antimicrobial

Antifungal
Anticancer

Antiviral

Anti-
depressant

Anti-
convulsant

Antidiabetic

Anti-
tuberculosis

Anti-
inflammatory

AntioxidantAnalgesic

Figure 1. Biological activities of hydrazide-hydrazone derivatives

Small organic molecules play a critical role in drug design strategy 
by acting as bioactive scaffolds. The fundamental goal of medicinal che-
mistry is to discover novel compounds that are physiologically active. In 
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the light of these observations, the synthesis of biologically active new 
molecules was successfully carried out by our study group and biologi-
cal activity studies of the synthesized compounds such as antifungal, an-
ti-cancer and antioxidant were carried out (Hasdemir et al., 2018; Yıldız 
2018; Yaşa 2018; Yaşa and Demir 2019; Hasdemir et al., 2019; Yaşa et al., 
2019; Çelik Onar et al., 2020; Giray et al., 2020 ; Yıldız et al., 2021;Baş-
pınar Küçük et al., 2022; Aydın et al., 2022).

In this review, it is aimed to guide researchers in the synthesis of new 
hydrazide hydrazone derivatives and the investigation of antibacterial and 
anticancer activities of these compounds by conducting a literature review 
of the years 2020-2022.

Biological activities of hydrazide-hydrazones 

Antimicrobial activity

One of the pharmacological classes with the most rapid development 
during the past ten years is antibiotics (Beyer et al., 2018). However, with 
the increase in hospital infections caused by microorganisms resistant to 
antibiotics, the death rate due to these infections is increasing rapidly. Pro-
longation of the treatment due to hospital infections, the use of expensive 
drugs, or more than one antibiotic together increase the cost. As a result of 
this information, it is very important to develop new drug candidates that 
are expected to have better antibacterial effects and are less toxic. Some 
antibacterial drugs with hydrazide-hydrazone structure used in the clinic 
are given in Figure 2.

Figure 2. Some antibacterial agents with hydrazide-hydrazones scaffold

Popiołek et al. synthesized new hydrazide-hydrazone compounds by 
condensation reaction starting from compound 1 (Scheme 1). The obta-
ined compounds were tested for antimicrobial activity against bacteria 
and fungi. The results of the tests for antimicrobial activity revealed that 
three of the compounds synthesized (3j, 3k, and 3n) displayed moderate 
antibacterial activity (Popiołek et al., 2020).
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Compound 
No

R1 C o m p o u n d 
No

R1

3a iPr(C3H7) 3h 2,3-diOCH3C6H3

3b C6H5 3i 3,4-diOCH3C6H3

3c 2-ClC6H4 3j 2-OH-3-OC2H5C6H3

3d 2-Cl-5 NO2C6H3 3k 4-OH-3-OC2H5C6H3

3e 2-NO2C6H4 3l 4-[(OC2H5)2CH]C6H4

3f 3-NO2C6H4 3m 4-(pyrrolidin-1-yl)phenyl

3g 4-NO2C6H4 3n 1H-indol-3-yl

Scheme 1. Synthesis of novel hydrazide-hydrazones derivatives

Another study assessed the in vitro antibacterial efficacy of a new 
hydrazide-hydrazone series made from compound 2 (Scheme 2). The 
newly created compounds were found to exhibit strong antibacterial acti-
on, particularly against Gram-positive bacteria. Compounds 3-7 were the 
most active for Gram-negative bacteria. It was determined that hydrazi-
de-hydrazones containing alkyl chains 3-10 (except heptilidene, octilide-
ne, and nonylidene substituents) showed higher activity than aryl-substi-
tuted hydrazones (11-21) against Gram-negative bacteria (Popiołek et al., 
2020).

Br Br Br

Cl Cl Cl F F F I I

S
3

C5H12 C6H14 C7H16 C8H18 C9H204 5 6 7 8 9 10
11 12 13

14 15 16 17 18 19 20 21
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Scheme 2. Synthetic route for new hydrazide-hydrazones

In 2020, Pallapati et al. synthesized 12 new hydrazide-hydrazone de-
rivatives from gabapentin scaffold in 66-82% yield (Scheme 3). They also 
looked into the antibacterial capabilities of the obtained compounds on 
three separate Gram-positive and Gram-negative bacterial strains.  When 
the data were analyzed, it was revealed that compound 4g had excellent 
antibacterial activity against all three Gram-positive bacteria tested, while 
compound 4c had similar success against two of the three Gram-negative 
bacteria (Salmonella enterica and Alcaligenes faecalis) (Pallapati et al., 
2020).
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Scheme 3. Synthesis of targeted molecules

Sulaiman and Sarsam successfully synthesized a new series of N-acyl 
hydrazide-hydrazones, starting with indole-3-propionic acid (Scheme 4). 
They then carried out tests to determine the compounds’ in vitro antiba-
cterial effectiveness against six different microbe species. Results of the 
testing revealed that, with the exception of compound 4e, all N-acyl hyd-
razones (4a-g) had modest activity against Gram-negative E. coli that was 
comparable to that of amoxicillin Furthermore, it was found that com-
pounds 4a, 4c, 4e, 4f, and 4g shown moderate activity specifically against 
other Gram-negative bacteria, but compounds 4b and 4d demonstrated 
moderate action against Gram-positive B subtilis. Additionally, none of 
the investigated compounds had antibacterial action against Gram-posi-
tive S aureus, while all produced compounds showed preferentially dec-
reased antibacterial activity compared to Ciprofloxacin. (Sulaiman and 
Sarsam, 2020).
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Scheme 4. Synthesis of N-acyl hydrazide-hydrazones

In 2021, Alsayari et al. synthesized new hydrazide-hydrazones based 
on pyrazolothiazole and evaluated them for antimicrobial activity (Sche-
me 5). Six bacterial species were used for the synthesized compounds’ 
antibacterial properties. Staphylococcus aureus was found to be more sen-
sitive to compound 3b (Alsayari et al., 2021).

N
N N

H
N Ar

SN
H

Ar
O

ON

Ar= Ph- , 4-CH3Ph       3a       3b

Scheme 5. Novel hydrazide-hydrazones based on pyrazolothiazole

In a study by Tolan et al. various metal complexes of the novel hyd-
razide-hydrazone ligand derived from the condensation of isonicotinic 
acid hydrazide with (Z)-N0-(2 nitrobenzylidene)-3-oxobutanehydrazide 
were generated (Scheme 6). They found that the Hg(II) complex displa-
yed significantly greater antibacterial and antifungal activity than the ot-
her complexes when the antibacterial and antifungal properties of these 
complexes were tested against various bacterial and fungal strains (Tolan 
et al., 2021).
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Scheme 6. Synthesis of hydrazide-hydrazone ligand

Paruch et al. synthesized 15 new hydrazide-hydrazone derivative 
compounds starting from 4-methyl-1,2,3-thiadiazol-5-carboxylic acid and 
investigated their in vitro antibacterial properties (Scheme 7). The novel 
hydrazide-hydrazone compounds showed promising antibacterial activity 
mostly against Gram-positive bacteria. The compound with the 5-nitro-2-
furyl moiety had the most bioactivity among these compounds (Paruch et 
al., 2021).
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Scheme 7. Novel hydrazide-hydrazone derivatives  

Abduljabbar and Hadi synthesized new coumarin hydrazide-hydra-
zone derivatives in 2021 and performed the structural analysis of the com-
pounds (Scheme 8). Then, antibacterial activity tests of the synthesized 
molecules were performed against Gram-positive (Staphylococcus aureus 
and Streptococcus pneumonia) and Gram-negative bacteria (E.coli and 
Pseudomonas aeruginosa). It was determined that the highest activity was 
against Pseudomonas aeruginosa with compound II derivatives (Abdul-
jabbar and Hadi, 2021).
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Scheme 8. Synthesis of novel coumarin hydrazide-hydrazone derivatives

Krátký et al. prepared a series of hydrazide-hydrazone compounds 
from 4-substituted benzohydrazides and investigated the antibacterial ac-
tivities of these compounds against eight bacteria and eight fungal strains 
in vitro (Scheme 9). According to the results of the activity examinati-
on, the molecules were found to have strong antibacterial activity aga-
inst Gram-positive cocci, including Staphylococcus aureus. In addition, 
four compounds were also found to inhibit human pathogenic fungi (MIC 
≥1.95 μM) (Krátký et al., 2021).
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Scheme 9. Synthesis of new hydrazide-hydrazones

In another study by Popiołek et al., the synthesis of new hydrazi-
de-hydrazones was carried out starting from 4-iodosalicylic acid and their 
in vitro antimicrobial properties were investigated (Scheme 10). The sy-
nthesized compounds showed considerable antibacterial efficacy against 
reference Gram-positive bacteria and Candida spp fungi, according to in 
vitro antimicrobial activity screening data (Popiołek et al.,2022).
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Scheme 10. Synthesis of new hydrazide-hydrazones 

Coşkun et al. reported that they designed and synthesized the struc-
tures of new hydrazide-hydrazone compounds and hydrazide-hydrazone/
amide hybrid compounds as drug candidates (Scheme 11). The obtained 
compounds’ antibacterial and antifungal effects were tested against se-
veral strains, and their antibacterial activity was shown to be promising 
(Coşkun et al., 2022). 
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Scheme 11. Synthetic route to hydrazide-hydrazone compounds

In 2022, Shah et al. performed the synthesis of isonicotinic hydrazi-
de-hydrazone derivatives with good yield and elucidated their structures 
(Scheme 12). Escherichia coli, Bacillus subtilis, and Staphylococcus au-
reus were used as test organisms to determine the antibacterial activity of 
the substances obtained. The findings demonstrated that the synthesized 
compounds had remarkable promise because of their antibacterial quali-
ties (Shah et al., 2022).
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Scheme 12. Synthesis of alkylated isoniazid derivatives



224 . Belma HASDEMİR

In a different study, Filho and Castro were successful in creating a 
variety of novel ferrocenyl-N-acyl hydrazones (Fc-NAH) (Scheme 13). 
Studies on the synthesized compounds’ in vitro antimicrobial activity de-
monstrated that all Fc-NAHs had antibacterial action, particularly aga-
inst the Gram-positive bacterial strains B. subtilis and S. aureus. It was 
determined from the activity analysis results that electron-withdrawing 
substituents and the formation of hydrogen bonds have an important role 
in biological effects. In addition, it was found that derivatives containing 
non-polar substituents tend to have low activity or even inactivity (Filho 
and Castro 2022).

R
H
N N

O

H

Fe

Scheme 13. Ferrocenyl- N -acyl hydrazone derivatives

Klarić et al. reported that they prepared Fe(III) and Ga(III) complexes 
of aroyl hydrazones derived from nicotinic acid hydrazide (Scheme 14). 
They investigated in vitro antimicrobial activity of these compounds aga-
insts several Gram-positive bacteri strains, a Gram-negative bacteri strain 
and, a yeast. According to the antimicrobial activity data, Ga(III) comp-
lexes with methoxy derivatives were more efficient than complexes with 
dihydroxy derivatives against the tested bacterial species, however Fe(III) 
complexes had no antibacterial activity (Klarić et al., 2022).
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Scheme 14. Structures of aroylhydrazide-hydrazone derivatives

Şenkardeş and his work group synthesized twenty new hydrazi-
de-hydrazone derivatives starting from m-cresol (Scheme 15). They tes-
ted the obtained compounds’ antimicrobial efficacy against two Gram-po-
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sitive bacteria, two Gram-negative bacteria, and three pathogenic fungi. 
Some substances were discovered to have substantial antibacterial acti-
vity against the examined microorganisms, particularly E. coli. (Şenkar-
deş et al., 2022).
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Scheme 15. Synthesis of hydrazide-hydrazone derivatives from m-cresol

Anticancer activity

Cancer is a disease that results in the body’s growth of abnormal cells 
brought on by gene mutation and unchecked cell proliferation. According 
to the World Health Organization-International Agency for Research on 
Cancer (IARC), 10.3 million cancer deaths and 19.3 million new cancer 
cases occurred worldwide in 2020. Female breast cancer is the most com-
mon cancer type diagnosed, according to data from 2020. Breast cancer 
accounts for an estimated 2.3 million new instances of cancer worldwi-
de (11.7%), followed by lung cancer (11.4%), colorectal cancer (10.0%), 
prostate cancer (7.3%), and stomach cancer (5.6%). Therefore, intensive 
work is carried out around the world to develop new drugs that can affect 
cancer, especially breast cancer (Sung et al., 2021). In recent years, many 
hydrazide-hydrazone compounds with anticancer activity have been synt-
hesized through various targets.

Zühal Kilic‐Kurt et al. in 2020, have been synthesized indole‐2‐car-
bohydrazide-hydrazone derivatives and tested their anticancer activities 
(Scheme 16). On MCF-7, HepG2, and PC3 cell lines, the antiproliferative 
potential of every synthesized molecule was examined. The most potent 
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cytotoxic effect against breast cancer cell (MCF-7) was demonstrated by 
compound 12 (IC50=3.01 µM) (Kilic‐Kurt et al., 2020).
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Scheme 16. Synthesis of indole‐2‐carbohydrazide-hydrazone derivatives

Popiołek and his colleagues performed in vitro cytotoxicity tests as 
well as antimicrobial activities of new hydrazide-hydrazone derivatives 
synthesized from 5-bromo-2-iodobenzoic acid. The synthesis of novel 
molecules is shown in Scheme 1. It was shown that compound 3c has a 
significant level of selectivity against cancer cell lines. Compounds with a 
nitro group on the phenyl ring, such as 3e and 3g, exhibited a considerable 
inhibitory effect and were incredibly selective on the tumor cells. Addi-
tionally, it was discovered that compound 3k has potent antiproliferative 
properties and good selectivity against the cancer cell lines 769-P and 
HepG2. The results of research on cytotoxic activity highlight the signi-
ficance of certain substituents on the phenyl ring in the obtained hydrazi-
de-hydrazones (Popiołek et al., 2020).

Based on ethyl paraben, a new series of hydrazide-hydrazone deriva-
tives was synthesized in 2020 by Han et al (Scheme 17). To determine the 
anticancer activity of the synthesized molecules, they evaluated theirs in 
vitro cytotoxic activity on the liver cancer cell line (HepG2). Researchers 
reported that N’-{[4-phenylthiophen-2-yl] methylidene}-4-hydroxy ben-
zo hydrazide and N’-{[4-fluoro-3(phenoxy)phenyl] methylidene}-4-hyd-
roxybenzo hydrazide compounds have anticancer activity (IC50=37.4 ve 
42.4 µM, respectively) against HepG2 cell line. Doxorubicin was used as 
a positive susceptibility reference standard for cell lines (Han et al., 2020).
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Scheme 17. Synthesis of hydrazide-hydrazones from ethyl paraben
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A number of coumarin hydrazide-hydrazone compounds were deve-
loped and synthesized by Duangdee and colleagues (Scheme 18). Addi-
tionally, they assessed the obtained compounds’ in vitro anti-prolifera-
tive activities against human colon cancer (Caco-2) cells, breast cancer 
(SKBR-3) cells, and liver cancer (HepG2 cells). Three of these substances, 
5g, 6d, and 6f, were discovered to have powerful effects on the Hep-G2 
and SKBR-3 cell lines. The best cytotoxic activity against the Hep-G2 cell 
line was discovered to be compound 6d, with an IC50 (2.84 0.48 µg/mL) 
comparable to regular doxorubicin (Duangdee et al. 2020).
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Scheme 18. Synthesis of coumarin hydrazide-hydrazones

Compound I was obtained by El-Helw and El-Badawy in 2020 (Sc-
heme 19) then, other N-heterocycle compounds that have biologically ac-
tive were synthesized starting from this substance I. Two different human 
tumor cell lines (HepG2 and MCF7) were used to test the obtained com-
pounds’ in vitro anticancer activities. It was determined that compound I 
showed the strongest effect against both tumors (El-Helw and El-Badawy, 
2020). 
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Scheme 19. Structure of compound I

Zebbiche et al. another group of researchers, successfully obtained 
nine novel hydrazone compounds in 2021 that had pyridine and isatin mo-
ieties (Scheme 20). The synthesized novel molecules were examined for 
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their anticancer potential on A-2780 and MCF-7 cancer cell lines. While 
three of these compounds (4b, 4d, and 4i) demonstrated superior anti-
cancer activity to the standard drug against the MCF-7 cancer cell line at 
a concentration of 0.1 M, seven compounds (4b, 4c, 4d, 4e, 4g, 4h, and 
4i) demonstrated better anticancer activity to docetaxel (standard drug) 
against the A-2780 cell lines at the same concentration (Zebbiche et al., 
2021). 
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Scheme 20. Structure of novel hydrazide-hydrazone molecules

A variety of new (S)-Naproxen derivatives with the hydrazide-hydra-
zone moiety were synthesized in another work by Han et al. (Scheme 21) 
and their anticancer properties were evaluated against MDA-MB-231 and 
MCF-7 cell lines (human breast cancer). Among the compounds tested, It 
was determined that compound 3a exhibited the strongest cytotoxic acti-
vity with good selectivity against both cancer cell lines (Han et al., 2021).
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Scheme 21. Synthesized Naproxen derivatives

In 2021, Horchani and her team synthesized a hybrid pyrazolo [3,4-d] 
pyrimidin-4 (5H) -one compounds as a potential cytotoxic agent and eva-
luated their in vitro antiproliferative effects against MCF-7 cells (breast 
cancer). Among the compounds tested, the a, e, g and h series (Scheme 
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22) were found to exhibit very high cytotoxic activity against MCF-7 cells 
(Horchani et al., 2021).
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Scheme 22. Compounds with high cytotoxic activity (a, e, g and h)

In another study by Şenkardeş and his working group, a series of 
new pyridine-based dihydrazone derivatives were synthesized with the 
condensation reaction between pyridine-2,6-dicarbohydrazide and suitab-
le aldehydes (Scheme 23). The synthesized compounds were tested for 
their cytotoxic effects on the human endometrial cancer cell line (ISH) 
and the HT-29 colon cancer cell line and the Ishikawa human endometrial 
cancer cell line (ISH), and also molecular modeling studies were perfor-
med.  Among the examined substances, compounds f and k had notable 
cytotoxic action (Şenkardeş et al., 2021).
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Scheme 23. Structure of new pyridine-based dihydrazone derivatives

In another study, nine novel betulin derivatives containing hydra-
zide-hydrazone moieties were synthesized by Wu et al. All synthesized 
compounds were examined for their cytotoxicity against HepG2, A549, 
MCF-7 and HCT-116 cancer cell lines and GES-1 cell line (normal hu-
man gastric epithelial cell). When the activity results were evaluated, it 
was determined that the compound shown in scheme 24 had the strongest 
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activity (IC50=9.27 and 8.87 µM, respectively) against HepG2 and MCF-7 
cell lines (Wu et al., 2021). 

HO

N
N
H

R

O

NR=

Scheme 24. Betulin derivative containing hydrazide-hydrazone

In 2022, Brogyányi et al. produced three novel chelators based on 
substituted zulene carbohydrazide in high yield. The anticancer efficacy 
of the created chelators was examined using three pancreatic cancer cell 
lines (MIA PaCa-2, PANC-1, and AsPC-1) and a healthy cell line (human 
fibroblast BJh-TERT). The investigated substances were found to have 
strong cytotoxic action against MIA PaCa-2, PANC-1, and AsPC-1cell 
lines. Compounds A and B in particular show greater selectivity for all 
pancreatic cancer cell types (Scheme 25) (Brogyányi et al., 2022).

H
N

N

O
HO

O

H
N

N

HO
O

N

A B

Scheme 25. Structure of compounds A and B

Koç et al. synthesized 12 novels (R, S)-Etodolac derivatives contai-
ning the hydrazide-hydrazone moiety and examined their anticancer ac-
tivity against PC-3, DU-145, and LNCaP cell lines ( prostate cancer)  in 
vitro. As a result of the examination, it was found that only compound A 
(Scheme 26) showed a better cytotoxic effect on three prostate cancer cell 
lines with IC50 values of 10.36 μM, 5.24 μM and 15.53 μM, respectively 
(Koç et al., 2022).
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Scheme 26. Structure of compund A

In another study by Gautam et al., dipyrromethane hydrazide-hyd-
razone derivatives were obtained through a condensation reaction in the 
presence of a catalyst and then evaluated against leukemia (HL-60) and 
colon (HCT-116) cancer cells. Compounds A, B, C, D, and E showed 
moderate to extremely high cytotoxic effects against HL-60 and HCT-116 
(Scheme 27) (Gautam et al., 2022).
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Scheme 27.  Structure of dipyrromethane having hydrazide-hydrazone derivati-
ves

13 novel triterpene/hydrazide-hydrazone molecules were obtained 
from oleanolic acid,  biologically active natural product, by Şenol and his 
team. In vitro cytotoxic activities of these compounds on lung cancer cell 
lines (A549) and human healthy bronchial epithelial cell (BEAS-2B) lines 
were investigated. Doxorubicin was used as a standard in biological ac-
tivity studies. On A549 cells. Compound A was shown to have cytotoxic 
activity comparable to that of Doxorubicin, nevertheless on BEAS-2B 
cells, it had activity that was roughly 32 times less potent (Scheme 28) 
(Şenol et al., 2022).
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Scheme 28. Structure of compound A

Han et al. synthesized novel tetracaine hydrazide-hydrazones (Sche-
me 29) and evaluated the anticancer activity of these compounds aga-
inst HepG2 and A549 cancer cell lines. Among the compounds tested, 
4-(Butylamino)-N’-[(2,4-dichlorophenyl) methylidene] benzohydrazide 
showed the strongest anticancer activity with good selectivity against 
both cancer cells (Han et al., 2022).
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Scheme 29. Synthetic route of Tetracaine derivatives. (i)NH2NH2.H2O/C2H5OH, 
(ii) C2H5OH/glacial CH3COOH/Ar-CHO.
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