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1. Giris

Bilgisayarla gérme (computer vision) alaninda, ¢grenme modellerinin
basarisi, biiyiikk veri kiimelerinin (veri setlerinin) igerisindeki kayitlarla
dogrudan iligkilidir. Modellerin egitim veri miktar1 ve veri seti kayitlarinm
Ozellikleri arttikca tasarlanan modellerin tahmin hatasi da azalmaktadir ve basari
orani artmaktadir. Ancak, yeterli sayida etiketli gorilintii verisine ulagmak cogu
zaman zor olmakta ve maliyeti de artirmaktadir. Bu sorunun iistesinden gelmek
icin kullanilan en etkili yontemlerden biri veri artirma (data augmentation)
yontemleridir. Veri artirma, mevcut goriintiilerin ¢esitli doniisiimlerle yeniden
tiretilerek egitim veri kiimesinin yapay olarak genisletilmesini saglamaktadir.
Geligmis gorilintii veri artirma yontemleri olarak Mixup (Karistir), CutMix(Kes-
Karistir) ve Cutout(Kes-Cikar) yaygin olarak kullanilmaktadir.

Yiiksek kaliteli ve dengeli dagilimlara sahip yeterli 6rneklerin toplanmasi
ve etiketlenmesi hala zahmetli ve pahali bir istir ve bu nedenle egitim veri
setini zenginlestirmek ic¢in c¢esitli veri artirma teknikleri yaygin olarak
kullanilmaktadir (Wang et al.,2020) Literatiirde, veri artirma yontemlerinin,
basarili sonuglar ortaya ¢ikardigini kanitlayan birgok arastirmalar yapilmistir.
Bu arastirmalar, saglik, giivenlik, otomotiv ve ¢evresel ortamlarin goriintiileri
tizerinde uygulanmig ve basarili sonuglar ortaya gikarilmistir.

Li et al. (2025) yaptiklar1 ¢calismada, GAN (Generative Adversarial
Network) tabanli veri artirma yontemlerinin, az Ornekli yliz tanima
problemlerinde performans basarisini biiyiik oranda artirdig tespit edilmistir.
Boylece, veri artirma, yiiz tanima sistemlerinde sinirli veri setlerini
zenginlestirmek icin kritik bir rol oynadig ortaya konulmustur.

Wang et al. (2020) ise yaptiklari ¢calismada, derin 6grenme yontemleri
modeli lizerinde yiiz gdriintiisii verisini artirma iizerine kapsamli bir inceleme
yaparak, doniisiim tabanli yontemlerden GAN tabanli yaklagimlara kadar
genis bir degerlendirme ¢aligmasi yapmislardir.

Ayrica, Zhang & Liu, (2024) yaptiklar1 ¢aligmada yakin tarihli yaptiklar
caligmada veri artirma ve transfer 6grenme yontemlerinin kiigiik veri setlerinde
yliz tanima dogrulugunu artirdig1 ortaya koymuslardir.

Veri artirma yoOntemleri, tibbi goriintiilleme alaninda derin &grenme
modellerinin performansini artirmak i¢inde kullanilmaktadir. Liu et al. (2025)
yaptiklari ¢alismada, tibbi goriintii siniflandirmasinda veri artirmanin modelinin
performansa etkisini incelenmislerdir. Calismada, sinirhi sayida yiiksek kaliteli
medikal verinin bulundugu durumlarda veri artirma tekniklerinin, tasarlanan
modelin genelleme yetenegini gelistirdigi ve daha giivenilir sonuglar olusturdugu
tespit edilmistir. Bu sonuglar, 6grenme algoritma modelleriyle gerceklestirilen
uygulamalarin daha giivenilir hale getirilmesi i¢in veri artirmanin kullanilmast,
daha basarili sonuglar olusturabilecegini gostermektedir.
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Otonom sistemlerde veri artirma yontemleri, 6zellikle derin 6grenme
tabanli nesne tespiti ve siirlis senaryolarinda modelin genelleme yetenegini
giiclendirmek icinde kullanilmaktadir. Bozkaya et al. (2021) yaptiklar
caligmada, veri artirma teknikleri kullanilarak ger¢ek zamanli nesne tespit
basar1 performansinin arttig1 ve tasarlanan modelin farkli ¢evresel kosullara
daha uyumlu hale getirildigi gosterilmistir. Calismada, sinirlt veri setleriyle
egitilen modellerin daha genis varyasyonlara kars1 dayanikli oldugu tespit
edilmistir.

Azak et al. (2024) yaptiklar1 ¢alismada, karsilastirmali bir incelemede,
farkli veri artirma tekniklerinin otonom siirliste genelleme yetenegini
artirdig1 ve modelin daha giivenilir sonuclar trettigi ortaya koymuslardir. Bu
caligmalar, veri artirma yontemlerinin otonom sistemlerde hem giivenlik hem
de dogruluk agisindan basari sonuglari oldugunu géstermektedir.

Cevre teknolojisi arastirmalarinda veri artirma yontemleri, Ozellikle
uzaktan algilama ve yerylizii gozlemleri alanlarda sinirhi veri setlerinin
zenginlestirilmesi i¢in kullanilmaktadir. Sousa et al. (2025) calismasinda,
Earth Observation (EO) goriintiilerinde veri artirmak i¢in difiizyon tabanli bir
model dnermislerdir. Calismada, kullanilan bu yaklasim ile ¢evresel izleme
sistemlerinde daha yiiksek dogruluk elde edilmis ve ekosistem degisimlerinin
daha giivenilir sekilde modellenmesi miimkiin olmustur. Calisma, g¢evre
teknolojisi uygulamalarinda veri artirmanin yalnizca model performansini
artirmakla kalmayip, ayn1 zamanda siirdiiriilebilirlik politikalar i¢cinde daha
saglam karar destek sistemleri gelistirilmesine katki saglayacagi gosterilmistir.

Ayrica, son yillarda siber giivenlik alaninda kullanilan yapay 6grenme
yontemlerin basarist kanitlanmigtir. Ancak tasarlanan modellerin basarisi
egitim verilerinin ¢esitliligi ve dengeli dagilimina bagl olarak artmaktadir.
Ozellikle saldir1 tespit sistemlerinde veri artirma (data augmentation)
teknikleri, simif dengesizligini azaltarak modellerin daha dogru sonuglar
iiretmesini saglamaktadir.

Medvedieva et al. (2024) calismasinda, siber saldir1 tespitinde kullanilan
denetimli 6grenme algoritmalarinin performansini artirmak igin veri artirma
yontemlerini kullanmiglardir. Calismada, bu sayede yanlis pozitif oranlarinin
onemli 6l¢iide diistiigli gosterilmistir. Bu yaklasim, veri artirma yontemlerinin
kullanilmasinin, giivenlik alaninda yapay 6grenme modellerinin daha giivenilir
hale gelmesine katki saglayabilecegini gostermektedir.

Literattirdeki bu caligmalar, veri artirmanin, yapay 6grenme modellerinin
basarisini dogrudan etkileyen kritik bir basamak oldugunu gostermektedir.
Veri artirma yontemleriyle, goriintli verilerinin ¢esitliligi artirilarak, veri seti
dengesi saglamakla birlikte modelin genelleme yetenegini gelistirilmektedir.
Bu nedenle, veri artirma yontemleri dikkatle secilmeli ve uygulama alanina
gore optimize edilmelidir.
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Yapay 6grenme modellerinde, veri setlerinin 6rnek sayisini artirmak ve
dengeli veri olusturmak i¢in gelismis veri artirma teknikleri kullanilmaktadir.
Bu c¢aligmada, goriintii verileri i¢in kullanilan baslica veri artirma yontemleri
ayrintili olarak ele alimmistir. Mixup (Karistir) yontemi ile bilinen goriintii
degerleri karistirilarak, yeni goriintii verileri olusturulmaktadir. Cutout (Kes-
cikar) yontemi ile mevcut goriintiiler (iki goriintii) lizerinde rastgele alanlar
silinerek, yeni goriintiiler olusturulmaktadir. CutMix (Kes-karigtir) yontemi
mevcut goriintiilerin (iki gortintii) farkli bolgelerinin yer degistirmesi ile yeni
goriintii olusturulmaktadir.

Mixup (Karistir) Veri Artirma Yontemi

Ozellikle, goriintii siiflandirmasi goérevlerinde Mixup veri artirma
yontemi kullanilmaktadir. Mixup kullanilarak iki goriintiiniin ve etiketlerinin
dogrusal kombinasyonunu alarak, yeni bir drnek goriintii olusturulmaktadir
(Sekil 1). Bu yontem, modelin karar smirlarini yumusatmasina yardimet
olmaktadir. Mixup yontemiyle, kiigiik veri setleri sorunun ¢oéziimii yapilarak
egitim siireci daha kararli bigime doniistiiriilmiis ve 6grenme modellerinin
etkinligi kanitlanmistir (Yan et al., 2020).

Mixup ile gelistirilmis goriintiilerin ImageNet gibi veri setlerindeki derin
o6grenme modellerinin genellestirme hatasini iyilestirebilecegini kanitlanmistir
(Tokozume et al., 2018). Ayrica, bu yontem ile 6grenme modelinin bozuk
etiketler icin bellek gereksinimi azaltilmistir.

Bu yontem kullanilarak, modelin tahmin yetenegini egitim verisi
sinirlariin 6tesinde artirilmigti. Bu yontem kullanildiginda, bir performans
iyilestirmesine ragmen, Mixup yOntemi heniiz Onyargi—varyans dengesi
acisindan {izerinde c¢alisilmas1 gerekmektedir. Mixup, diger denetimli,
denetimsiz, yar1 denetimli ve giiglendirici 6grenme tiirleri i¢in ¢ok fazla
kullanim alan1 vardir (Chapelle et al. 2020).

=- Mixup (Karistir) —

Sekil 1. Mixup yonteminin akis semasi
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CutMix (Kes-Karistir) Veri Artirma Yontemi

CutMix, bir goriintiiniin belirli bir bdlgesinin baska bir gorlntiiyle
degistirilmesi sonucu, goriintii iizerinde hem goriintii hem de etiket bilgilerini
degistirilmektedir (Sekil 2). CutMix yontemi (Yun et al. 2019), basit bir
piksel silme/yer degistirme yontemi degildir. CutMix yonteminde, egitim
verisi iizerinde verimli olan bilgi ve bolgeyi korunmaktadir. Ayrica bu
yOntem, yeni blok verisi eklenerek modelin gerekli hale gelmesini saglayarak,
yerellestirmeyi daha da artirmaktadir. CutMix ydntemi, modelin dogrulugunu
onemli Ol¢iide artirarak 6grenme yontemlerinin dayanikliligimi artirmakta ve
asir1 giiven sorununu azaltmaktadir (Hao et al. 2023).

=- CutMix (Kes-Karigtir) —p

Sekil 2. CutMix yonteminin akig semast

Cutout (Kes-Cikar) Veri Artirma Yontemi

CutOut silme islemi, goriintii lizerindeki rastgele segilen bir goriintii
bolgesi silerek yeni goriintii verisi lretilmektedir (Sekil 3). Rastgele silme
gorsel olarak goriintii verisine modelin asir1 uyum saglamasi dnlenmekte ve
modelin eksik bilgiyle basa ¢ikma yetenegini gelistirmektedir. Ayrica bu islem
yapilarak modelin yerel 6zellikler yerine tiim goriintiiniin kiiresel 6zelliklerini
O0grenmesini saglanmaktadir. Bazi durumlarda rastgele silme iglemiyle, nesne
tanima gorevinde dnemli bilgiler silinebilir ve bu da gorlintiide tanimlanmayan
nesnelerin olusmasina neden olabilmektedir. Bu nedenle, olusturulan verilerin
gecerliligini saglamak icin kontrol igleminin gergeklesmesi gerekmektedir
(DeVries & Taylor, 2017).

=- CutOut (Kes-Cikar) —»

Silinen Bolge

Sekil 3: Cutout yonteminin akig semast
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Deneysel Uygulamalar

Mixup yontemiyle iki 6rnek gorlintii iizerinde yapilan ii¢ test ile elde
edilen sonuglar sekil 4 {izerinde gosterilmektedir. Elde edilen sonuglarda
iki goriintlinlin birlestirilmesi sonucu elde edilen farkli bir goriintii olustugu
goriilmektedir.

(b)
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(©)

Sekil 4. Mixup yonteminin iki goriintii iizerinde {i¢ kez test edilmesi.
a-)Birinci test sonucu elde edilen goriintii, b-)ikinci test sonucu elde edilen
goriintii c-)Ugiincii test sonucu elde edilen goriintii

Cutmix yontemiyle iki 6rnek goriintii iizerinde yapilan {i¢ test ile elde
edilen sonuglar, Sekil 5 iizerinde gdsterilmektedir. Elde edilen sonuglarda, iki
gorlintii lizerinden kesilen parcalarin birlestirilmesi sonucu elde edilen farkli
bir goriintii olustugu goriilmektedir.

(a)
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(c)

Sekil 5: Cutmix yonteminin iki goriintii izerinde ii¢ kez test edilmesi.
a-)Birinci test sonucu elde edilen goriintii, b-)lkinci test sonucu elde edilen
goriintii c-)Uglincti test sonucu elde edilen goriintii
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Cutout yontemiyle iki drnek goriintli lizerinde yapilan ii¢ test ile elde
edilen sonugclar sekil 6 tizerinde gosterilmektedir. Elde edilen sonuglarda, iki
gOrilintli tizerinden rastgele secilen bolgelerden silinen pargalar ve elde edilen
son goriintiiler gosterilmektedir.

(b)
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Sekil 6: Cutout yonteminin iki goriintii izerinde li¢ kez test edilmesi.
a-)Birinci test sonucu elde edilen goriintii, b-)Ikinci test sonucu elde edilen
goriintii c-)Uglincti test sonucu elde edilen goriintii

Calismada kullanilan {i¢ yontemin iglem stireleri i¢in bes test senaryosuna
gbre Olclilmils ve ortalama islem siireleri saniye birimi cinsinden, tablo 1

(c)

iizerinde gosterilmistir.

Tablo 1: Veri artirma yontemlerinin iglem siireleri

Yontem

Bes test i¢in islem siiresi(sn)

Ortalama islem Siiresi(sn)

Mixup

2,0157
2,0662
2,1091
2,1001
2,0161

2,0614

CutMix

0,4840
0,4574
0,4544
0,4609
0,4808

0,4675

Cutout

0,4862
0,4973
0,5050
0,4815
0,5165

0,4973
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En hizli olan yontemin CutMix oldugu, en yavas yontemin ise Mixup
oldugu goriilmektedir. Mixup yonteminin, uzun islem siiresi her iki goriintiiniin
biitiin piksel degerlerinin islenmesinden kaynaklanmaktadir. CutMix ve Cutout
algoritmalarinin islem siireleri birbirlerine yakindir. Bu durum, iki yontemde
goriintiiler iizerinde bolgesel islem yapilmasindan kaynaklanmaktadir. Ek
olarak goriintli icindeki biitiin piksellerin islenmesine gerek kalmamaktadir.

Baslangicta veri seti kayit sayisi 2n olmak iizere; veri artirma islemleri
sonucunda elde edilen goriintii kayit sayilarinin hesaplamasi denklem 1-3’de
gosterilmektedir.

Mixupgsrinti kayit sayist = n(2n —1) (1)
CutMixysrinti kayit sayist = n(2n —1) (2)
Cutout gsrimtikayt sayis = 21 (3)

Mixup ve CutMix yontemlerinde iki goriintii islenerek tek bir sonug
gorlintlisii  olusturulmaktadir. Bundan dolay1 islem sonrasinda olusan
gorlintii sayisi, veri seti kayit sayisinin ikili kombinasyonu kullanilarak
hesaplanmaktadir. Cutout goriintii yontemi ile bir goriintii islenerek bir sonug
goriintiisii elde edilmektedir. Bundan dolayi kayit sayisi iki katina ¢ikmaktadir.
Calismada kullanilan ii¢ yontemin veri seti kayit sayilari lizerindeki degisimi
tablo 2 tlizerinde gdsterilmektedir. Veri seti icinde ilk asamada 2n kayit oldugu
kabul edilmistir.

Tablo 2: Artirma yontemlerinin kayit sayisina olan etkisi

" Veri seti értlm.la Veri seti
Yontem yontemiyle
kayit sayisi . kayit sayis1
Adi (islem Oncesi) elde edilen (islem Sonrasr)
d kayit sayis1 d
Mixup 2n n(2n-1) 2n*+n
CutMix 2n n(2n-1) 2n*+n

Cutout 2n 2n 4n
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Sonug¢ ve Tartisma

Veri artirma teknikleri, bir¢ok alanda yaygm olarak kullanilmaktadir.
Ozellikle yapay &grenme modellerinde kullanilan veri setlerinde
kullanilmaktadir. Maliyeti kiiciik yontemlerle veri sayminin artirilmasi da
onemlidir. Veri artirma yontemleri kullanilarak veri setlerinin dengeli ve
giivenilir olmasmi saglamaktadir. Ayrica veri setlerinde, kayit sayisinin
artirtlmasi i¢inde kullanilmaktadir. Bu durum egitim kiimesinin, 6grenme
basarisini artirarak modelinin tahmin basarisini da artirmaktadir. Bundan
dolay1 gelismis veri artirma yontemlerinin incelenmesi, kayit sayisina etkisinin
hesaplanmasi ve islem siirelerinin incelenmesi faydali olacaktir. Caligmada
maliyeti diisiik ve yaygin kullanilan Mixup, CutMix ve Cutout goriintii veri
artirma yontemleri kullanilmigtir. Bu c¢alismadan elde edilen deneyimlere
gore, gelecekteki caligmalarda yontemlerin birlikte kullanimi (Mixup +
CutMix) yontemi kullanilabilir. Ayrica yeni bir hibrit yontem oOnerilerek,
egitim siiresine ve model karmasikligina etkileri 6l¢iilebilecektir.
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1. Giris

Gorlntii isleme alaninda enterpolasyon, diisiik ¢oziiniirliikli ya da
eksik veriye sahip goriintiilerin yeniden yapilandirilmasi, biiyiitiilmesi
ve iyilestirilmesi amaciyla yaygin olarak kullanilan temel adimlardan
biridir (Kiligaslan, 2024b). Ozellikle tibbi goriintiileme, uydu gériintiileri,
giivenlik kameralari, mobil gorlintiileme sistemleri ve sayisal arsivleme
gibi bircok uygulama alaninda, goriintiilerin ¢ozinirligiiniin artirilmasi
veya kayip piksellerin tamamlanmasi kritik oneme sahiptir (Guo et al.,
2024). Enterpolasyon isleminin basarisi, yalnizca kullanilan matematiksel
modele degil, ayn1 zamanda isleme alinan goriintiiniin kalitesine ve igerdigi
giiriiltii miktarina dogrudan baglidir. Dijital gortntiilerden giiriiltiilii igerigin
giderilmesi, goriintli 6n isleme sirasinda karsilasilan en énemli sorunlardan
biri olmas1 dnemli filtre calismalarina dikkat ¢ekmektedir. Giiriiltii, goriintii
edinme, sikistirma ve goriintii aktarma siireclerinde bilgi kaybina neden
olmaktadir. Bu bilgi kaybi, bilgisayarli fotografcilik, engel tespiti ve trafik
izleme (bilgisayarli gérme), otomatik karakter tanima, bigim degistirme ve
gdzetim uygulamalari gibi bir¢ok gercek zamanli uygulamanin ¢aligmasinda
diizensizliklere ve hatalara neden olur (Singh & Shankar, 2021). Giiriiltiiniin
yiksek oldugu senaryolarda enterpolasyon algoritmalar1 beklenen
performans1 gosterememekte, kenarlarda bulaniklik, detay kaybi ve yapisal
bozulmalar gibi istenmeyen etkiler ortaya ¢ikmaktadir (Gao et al., 2016). Bu
nedenle enterpolasyon Oncesinde goriintli kalitesini iyilestirmek amaciyla
etkili bir giirtiltii giderme adiminin uygulanmasi hem teorik hem de pratik
acidan gereklidir. Goriintii giiriiltiistiniin giderilmesinde kullanilan filtreleme
yontemleri arasinda Anizotropik Diflizyon Filtreleri (ADF), kenar koruma
ozellikleri ve yapisal ayrintilari bozmadan giirtiltiiniin azaltilmas1 konusundaki
basarist nedeniyle literatiirde 6ne ¢ikmaktadir (Kiligaslan, 2024a). Perona ve
Malik tarafindan Onerilen klasik anizotropik difiizyon modeli, goriintiideki
diiz bolgelerde difiizyonu artirarak giiriiltiiyii azaltirken, yiliksek gradyan
bolgelerinde yani kenarlarda difiizyonu sinirlayarak énemli yapisal bilgilerin
korunmasini saglar (Kiligaslan, 2023; Perona & Malik, 2002). Bu ozellik,
ADF’yi bir¢ok gorlntli iyilestirme ve Onisleme uygulamasinda tercih
edilen bir yontem haline getirmistir. Ozellikle enterpolasyon gibi yeniden
yapilandirma islemlerinde kenar bilgisi kritik oldugundan, enterpolasyon
oncesinde uygulanan ADF’nin sonug iizerindeki etkisi arastirilmasi gereken
onemli bir problemdir. ADF’ler literatiirde siklikla kullanilmaktadir. Agirlikl
anizotropik difiizyon filtresi (WADF) ve yapisal bir gradyan kullanan yeni bir
yontem 2023 yilinda Vasu ve Palanisamy tarafindan 6nerilmistir. S6z konusu
calismada kenar koruyan bir filtre, smirlardaki yogunluklarm difiizyonu
veya bir gorlintiideki anlamli kenarlarin tespiti seklinde tasarlanmigtir. Kenar
koruyan bir yaklagimla goriintii yumusatma, once agirlik haritas1 deseni
olusturmak i¢in kullanilmistir ve fiizyon karar haritasi desenini olusturmak icin
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yapisal gradyan tabanli odak alani algilama yaklagimindan faydalanilmistir.
Son olarak, agirlik haritas1 deseni, flizyon kurali araciligiyla fiizyon karar
haritas1 deseniyle birlestirilerek birlestirilmis bir goriintii olusturulmustur
(Vasu & Palanisamy, 2023). Anizotropik diflizyon, goriintii islemede
kullanilan en etkili yontemlerden oldugunu belirten Gupta ve arkadaslar
goriintliniin belirgin kenarlarini korurken kii¢iik dokularini ortadan kaldirmak
icin kullanilabilecegini ifade etmislerdir. Caligsmalarinda filtrenin genel
performansini iyilestirmek i¢in tamsay1 ¢ekirdegi yerine kesirli hesaplama
cekirdegine dayali yeni bir anizotropik difiizyon filtresi Onermislerdir.
Onerilen filtre, goriintii yumusatma, kenar algilama, goriintii segmentasyonu,
gorlintii giiriiltii giderme ve ¢izgi film olusturmada kullanilabilir olmasi
ADF’in farkli alanlarda kullanilacagini kanitlar niteliktedir (Gupta &
Lamba, 2021). ADF’lerin, evrisimli sinir aglariyla kullanilmasida dikkat
ceken yaklagimlardandir. 2021 yilinda yayimlanan makalede evrisimli sinir
ag1 (CNN) ve anizotropik diflizyon kullanan yeni bir hibrit ve ¢ok seviyeli
dijital goriintii giiriiltii giderme yaklagimi dnerilmistir. Tlgili ¢aligmada giiriiltii
giderme icin, ¢ok seviyeli uygulama kullanarak CNN ve ADF’nin hibrit bir
kombinasyonunu kullanilmistir. Oncelikle, giiriiltii giderme igin giiriiltiilii
goriintiilere CNN uygulanir ve bu da goriintii gliriiltii gidermeninilk seviyesinde
giiriiltii giderilmig bir gdriintiiyle sonug¢lanir. Ardindan, giiriiltii giderilmis
goriintii, goriintli giiriilti gidermenin ikinci seviyesinde ADF’ye aktarilmistir.
ADF, nesnelerin kenar ve kdselerinin korunmasi i¢in uygulanmistir. Bu hibrit
yaklagim, goriintliniin ince ayrintilarini korurken giiriiltiiyli gidermede oldukca
etkili olmustur (Singh & Shankar, 2021). Benzer sekilde gogiis rontgen
goriintiilerini normal veya enfeksiyonlu olarak kategorize etmek sunulan
calismada, tip uzmanlarmin atelektazi hastaligini tanimlamasina yardimci
olmak i¢in bir evrisimsel sinir ag1 (CNN) yontemi sunulmustur ve ADF’den
yararlanilmistir. Anizotropik difiizyon filtreleme (ADF) yaklasimi, goriintii
kenar1 korunmasin iyilestirmek, giiriiltiiyli azaltmak ve diisiik yogunluklu
goriintiilerin kontrastini iyilestirmek i¢in kontrast sinirli adaptif histogram
esitlemesini kullanmak i¢in kullanilmistir (Ayalew et al., 2024).

Enterpolasyon yontemleri, girdi goriintiisiindeki piksellerin konumsal
iligkilerini kullanarak yeni piksel degerleri tahmin etmeye dayanir. Ancak
giiriiltiili piksel degerleri ile hesaba dayali bir tahmin yapmak, hatali veri
propagasyonuna yol acabilmekte ve 6zellikle yiliksek biiylitme oranlarinda
sonu¢ goriintiide ciddi bozulmalara neden olabilmektedir. Bu baglamda,
enterpolasyonun giiriiltiiye duyarli bir islem oldugu ve girdinin giiriiltiiden
arindirilmasinin nihai sonug iizerinde belirleyici oldugu agiktir. Dolayisiyla
enterpolasyonun basarisini artirmak i¢in, islem oncesinde giiriiltii giderme
yontemlerinin uygulanmast dogal ve mantikli bir yaklasimdir. Ancak giiriilti
giderme isleminin kendisi de goriintiide belirli diizeyde bilgi kaybina neden
olabilecegi icin hem yeterince giiriiltii azaltma hem de kenarlar1 koruma
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yetenegine sahip bir yontem segilmesi gerekmektedir. Bu nedenlerden dolay:
ADF, enterpolasyon oncesi 6nisleme i¢in olduk¢a uygun bir filtreleme teknigi
olarak degerlendirilmektedir. Chen ve arkadaslar1 goriintii enterpolasyonu i¢in
hizl1 bir algoritma sunmuslardir. S6z konusu yaklasim ile video goriintiilerinin
gercek zamanli olarak biylitiilmesi miimkiin oldugunu ifade etmislerdir.
Gorintiilerdeki yerel yapinin analizine dayanarak dijital goriintiileri homojen
ve kenarlara ayirmislar ve goriintiilerin enterpolasyonunda daha iyi performans
elde etmek icin, her smiflandirilmis alani sirasiyla enterpolasyon etmek
tizere belirtilen algoritmalar calistirmiglardir. Deneysel sonuglar, onerilen
algoritmanin kullanilmasiyla, enterpolasyonlu goriintiilerin 6znel kalitesinin,
geleneksel enterpolasyon algoritmalarinin kullanimina kiyasla énemli 6l¢tlide
iyilestirildigini gostermektedir (Chen et al., 2005). Gelismis enterpolasyon
yontemleri, gorlntiilerin glirtiltii uzayma kodlandigr ve ardindan giriltii
giderme icin enterpolasyona tabi tutuldugu kiiresel dogrusal enterpolasyona
odaklandigimi belirten ¢alismada, mevcut yontemlerin difiizyon modelleri
tarafindan iiretilmeyen dogal goriintiileri etkili bir sekilde enterpolasyonda
zorluklarlakarsilagsmasini vurgulamistir. Calismada gdriintii enterpolasyonunda
giiriiltityti diizeltmek i¢cin yeni bir yaklagim olan NoiseDiffusion’1 6nermislerdir.
NoiseDiffusion, 6zellikle ince Gauss giiriiltiisii ekleyerek gecersiz giiriiltiyii
beklenen dagilima yaklastirmis ve asir1 degerlerdeki giiriiltiiyii bastirmak
icin bir kisitlama getirmistir. NoiseDiffusion yontemi, giiriiltiilii gdriintii
alani1 i¢inde enterpolasyon gergeklestirmis ve bu giirtiltiilii karsiliklara ham
goriintiiler ekleyerek bilgi kaybi sorununu ¢ézmiistiir (Zheng et al., 2024).
Onemli yerel bolgelerin geometrik benzerliginden yararlanan ve aym
zamanda goriintli kenar yapisini korumasini saglamaya calisan bir goriintii
enterpolasyon c¢aligmast 2009 yilinda sunulmustur. Aragtirmacilar hem yerel
bolgeleri hem de goriintii kenarlarini tanimlayan yapilar tanimlamiglar ve
kaynak goriintii i¢in bir nem haritasina dayanarak her tutamag i¢in bir agirlik
atamislardir. Geometri islemede yaygin olarak kullanilan konformal enerjiden
ilham alarak, her tutamag i¢in sekil bozulmasini 6lgmek iizere yeni bir ikinci
dereceden bozulma enerjisi olusturmuslardir. Ilgili calisma 6nceki yontemlerle
karsilastirildiginda, yontemin bozulmanin her yonde daha iyi dagilmasim
sagladigini ve goriintlii kenarlarinin iyi korundugunu belirtmiglerdir (Zhang
et al., 2009).

Yukaridaki calismalardan da anlasilacagi iizere, enterpolasyon
uygulamalarinda kenar korumasi kritik bir problem alanidir ve geleneksel
filtreler genellikle kenar bolgelerinde istenmeyen yumusamaya neden
olmaktadir. Anizotropik Difiizyon Filtreleri (ADF) ise, yapisal bilgiyi
koruyarak giiriiltiiyii segici bir bicimde azaltan yapisi sayesinde bu sorunu
cozmek i¢in etkili bir yaklasim sunmaktadir. Kenar bolgelerinde diflizyonu
azaltip homojen alanlarda artirarak c¢alisan ADF’ler, enterpolasyon islemi
oncesinde goriintliniin daha istikrarli ve detay kaybina direngli bir hale gelmesini
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saglamaktadir. Bu nedenle, ADF tabanli iyilestirme adimlarinin enterpolasyon
performansina etkisinin incelenmesi hem teorik hem de uygulamali agidan
Oonemli bir arastirma alani olarak ortaya ¢ikmaktadir. Bu ¢aligmada, anizotropik
diflizyon filtrelerinin enterpolasyon basarisi tizerindeki etkisi incelenmistir.
Calisma kapsaminda referans goriintiiler once diisiik ¢ozilintirliige indirgenmis,
ardindan Gauss giiriiltiisii eklenmis ve enterpolasyondan once ADF
uygulanarak iyilestirme iglemi gerceklestirilmistir. Ardindan enterpolasyon
yardimiyla biiyiitiilerek elde edilen goriintiiler, orijinal goriintiiler ile
PSNR ve SSIM gibi objektif kalite metrikleri {izerinden karsilagtirilarak
degerlendirilmistir. Boylece ADF 6nislemesinin enterpolasyon performansini
iyilestirip iyilestirmedigi, iyilestiriyorsa hangi dl¢lide katki sagladigi ortaya
belirlenmeye ¢aligilmistir.

2. Anizotropik Difiizyon Filtreleri (ADF)

ADF’ler, goriintii iyilestirme ve giirtiltii giderme siireclerinde, difiizyon
akigin yerel gradyan bilgisine bagl olarak yonlendiren, bdylece homojen
bolgelerde giirtiltiiyi etkili bigimde azaltirken kenar bdlgelerinde diflizyonu
sinirlayarak yapisal detaylarin korunmasini saglayan gelismis bir kismi
diferansiyel denklem tabanli bir yontemdir. Geleneksel izotropik difiizyon
yontemlerinin aksine, ADF gradyan biiyikliiglini uzamsal bir iletkenlik
fonksiyonu ile iliskilendirerek diflizyon katsayisini adaptif bigimde kontrol
eder ve bu sayede 6zellikle yiiksek frekansli kenar bolgelerinde bilgi kaybin
minimize eden segici bir filtreleme mekanizmasi sunar (Perona et al., 1994).
Perona ve Malik (PM) tarafindan ilk kez Onerilen ve giiriiltii giderme igin
yaygin olarak kullanilan anizotropik difiizyon filtresinin 1s1 diflizyonu tabanl
denklemi asagidaki gibidir:

% =div(c(VI)VI) (1)

Burada div ve  sirasiyla 1raksakligi, gradyan operatoriinii ve zamani
ifade eder. C ise difiizyon katsayisidir. C degeri;

2

c(x,y,t)= )
(V117 K)

seklinde hesaplanmaktadir. K bu arada esik degerdir ve bir sabit olarak
degerlendirilir.
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3. Enterpolasyon

Gorlntii enterpolasyonu, mevcut piksel degerlerinden yararlanarak ara
noktalardaki yeni piksel degerlerinin tahmin edilmesi islemidir. Baska bir
ifadeyle, enterpolasyon bir goriintiiniin uzamsal ¢6ziiniirligiini artirmak veya
geometrik doniisiim sirasinda eksik kalan piksel degerlerini hesaplamak igin
kullanilan matematiksel bir yaklasimdir. Temel amag, yeni iiretilen pikselin
degerini, komsuluk yapisina dayali fonksiyonlarla olabildigince gercekci ve
yapisal tutarliligi koruyacak sekilde belirlemektir. Enterpolasyonun genel
matematiksel gosterimi su sekildedir:

I'(x,y) =22 1 wlx =iy = )) 3)

Burada I, orijinal goriintiiyii, I’ enterpolasyon sonucu ¢ikt1 goriintiiyi ve
w ise komsu piksellerin katkisini belirleyen agirlik fonksiyonunu ifade eder.

4.Deneysel Bulgular ve Tartisma
4.1.Veri Seti ve Metrikler

Calismada 256x256 boyutunda 5 adet gri seviyeli goriintii kullanilmastir.
Kullanilan goriintiiler Sekil 1°de goriilmektedir. Deneylerin tamami Matlab
programi araciligiyla gerceklestirilmistir.

@ C©

Sekil 1. 256x256 boyutunda 5 adet gri seviyeli gorlintii. a) airplane, b)
boat, c) cameraman, d) house, e) peppers
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Gorlnti iyilestirme, giiriilti giderme ve enterpolasyon gibi goriintii
isleme yontemlerinin basarisinin nesnel olarak degerlendirilebilmesi icin
uygun performans metriklerinin kullanilmasi biiylik 6nem tasimaktadir. Bu
amagcla literatlirde hem piksel tabanli hem de algisal kaliteyi esas alan gesitli
oOlgiitler bulunmaktadir. Bu ¢alisma kapsaminda, onerilen yaklagimin gorsel
kalite tizerindeki etkisini degerlendirmek i¢in en yaygin kullanilan iki metrik
olan Peak Signal-to-Noise Ratio (PSNR) ve Structural Similarity Index
Measure (SSIM) kullanilmistir. Bu iki metrik birbirini tamamlar nitelikte
olup, PSNR sayisal hata bazli bir degerlendirme saglarken SSIM insan gorsel
algisina daha yakin bir benzerlik 6l¢timii sunmaktadir. PSNR, orijinal goriintii
ile islenmis goriintii arasindaki hatay1 6lgmek i¢in kullanilan klasik bir kalite
metriktir. PSNR temelde Ortalama Kare Hatasi’na (MSE) dayanir ve iki
goriintli arasindaki fark ne kadar kiigiikse PSNR degeri o kadar yiiksek olur.
Dolayisiyla yiiksek PSNR degeri, yeniden iiretilen goriintiiniin orijinale daha
yakin oldugunu gostermektedir. PSNR’in matematiksel denklemi Esitlik 4’te
verilmistir.

1 &5, o 0y a2
MSE—W;;[](la])_[(la.])]
2 )

)

PSNR =10log(
MSE

Esitlik 4’te M ve N goriintii boyutlarini temsil etmektedir. L ise gri seviye
deger olup maximum 255 degerini almaktadir.

SSIM, insan gorsel sisteminin kontrast, parlaklik ve yap1 duyarliligim
dikkate alarak iki gorlntlii arasindaki benzerligi Olgen, algisal temelli
bir metriktir. PSNR’1in aksine sadece piksel bazli farklara odaklanmaz;
gorlintiideki yapisal bilgilerin korunup korunmadigini da degerlendirir. Bu
nedenle 6zellikle kenar detaylari, doku bilgisi ve yapisal biitiinligiin dnemli
oldugu enterpolasyon ve iyilestirme calismalarinda yaygin olarak tercih
edilmektedir. SSIM ise;

(Zﬂxﬂy + Cl )(zo_xy + CZ)
(u’ +,uy2 +¢)(o, +0'2y +c,)

SSIM (x,y) = (5)

olarak formiiliize edilir. Burada ortalama parlaklik, varyans, kovaryans
ve ise sabittir. SSIM degeri 0-1 arasinda deger alir ve 1°e yakinlasmasi yiiksek
yapisal benzerlik oldugunu anlamina gelir.
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4.2. Deneysel Bulgular

Bu calismada, ADF’lerin enterpolasyon basarisina etkisi belirlenmeye
calisilmistir. Bu amagla oncelikle 256x256 boyutundaki orijinal goriintiiler,
128x128 boyutuna kigiiltiilmistiir. Sekil 2’de goriilen bu goriintiilere
imnoise(grayKucuk,’gaussian’,0,0.005) yardimryla gauss giiriiltiisii eklenmistir.
Sekil 3’te ise kiiciiltiilmiis ve giiriiltii eklenmis goriintiiler yer almaktadir.

(b) (c) (d)
Sekil 2. 128x128 boyutuna kii¢tltiilmiis goriintiler

Sekil 3’te yer alan goriintiilerdeki bozulmalar net sekilde gorilmektedir.
Karsilagtirmalarin - dogru yapilabilmesi amaciyla, girilti kiiglltiilmiis
goriintiilere uygulanmistir.

(b) (c) @
Sekil 3. 128x128 boyutunda giiriiltiilii goriintiiler

Girdltiili gortntiiler tizerinde ADF yardimiyla giiriiltii giderme islemi
imdiffusefilt(noisylmage) fonksiyonu ile gergeklestirilmistir. Bdylece
128x128 boyutunda giiriiltiden arindirilmis goriintiiler elde edilmistir. S6z
konusu goriintiiler Sekil 4’te verilmistir. Sekil 4’teki gorlintiiler, Sekil 3’te
verilen goriintiilerle gorsel olarak kiyaslandiginda giiriiltiilerin biiyiik oranda
temizlendigi goriilmektedir. Ancak yine de Sekil 2 ile kiyaslandiginda, goriintii
kalitesinin daha diisiik oldugu agiktir.

@ (b) © @
Sekil 4. 128x128 boyutunda giiriiltiiden arindirilmig goriintiiler
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Son olarak da 128x128 boyutundaki hem giiriiltiisiiz, 3 farkh
enterpolasyon yaklagimi ile hem giiriiltiili hem de giiriiltiden arindirilmig
goriintiiler 256x256 boyutuna tekrar getirilmislerdir. Bilyiitme esnasinda en
yakin komsu (nearest), bilneer (bilinear) ve bikiibik (bicubic) enterpolasyon
yaklagimlari kullanilmistir. Veri setinde yer alan peppers goriintiisii i¢in elde
edilen enterpolasyon goriintiileri Sekil 5, 6 ve 7°de yer almaktadir.

(b)

Sekil 5. Peppers goriintiisii i¢in giiriiltisiiz goriintiilerin blyltilmesi
ile elde edilen 256x256 boyutundaki enterpolasyon goriintiileri, a) en yakin
komsu enterpolasyonu b) bilineer enterpolasyon, c) bikiibik enterpolasyon

Sekil 5’te, peppers gorlntlisinin 128x128 boyutundan, 3 farkh
enterpolasyon yaklasimi yardimiyla 256x256 boyutuna bilyiitilmesi
sonucunda elde edilen goriintiiler goriilmektedir. Sekil 5.(a), (b) ve (c)’de yer
alan goriintiiler sirastyla en yakin komsu, bilineer ve bikiibik enterpolasyonlar
yardimiyla elde edilmistir.

(b)

Sekil 6. Peppers goriintiisii i¢in giiriiltiilii goriintiilerin biiyiitiilmesi ile
elde edilen 256x256 boyutundaki enterpolasyon goriintiileri, a) en yakin
komsu enterpolasyonu, b) bilineer enterpolasyon, c¢) bikiibik enterpolasyon
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Peppers goriintiisiine 128x128 boyutundaki giiriiltii eklendikten sonra 3
farkl1 enterpolasyon yaklasimi yardimiyla 256x256 boyutuna biiyiitiilmesi
sonucunda elde edilen goriintiiler Sekil 6’da goriilmektedir. Sekil 7’de ise
128x128 boyutundaki peppers goriintsiiniin giiriiltiisii ADF ile giderildikten
sonra 3 farkli enterpolasyon yaklasimi yardimiyla 256x256 boyutuna
biyiitiilmesi sonucunda elde edilen goriintiiler yer almaktadir.

Sekil 7. Giiriilti eklenmis peppers goriintiisiiniin ADF ile giriltii
giderilmesi sonrasinda biiyiitiilmesi ile elde edilen 256x256 boyutundaki
enterpolasyon goriintiileri, a) en yakin komsu enterpolasyonu, b) bilineer
enterpolasyon, c) bikiibik enterpolasyon.

Enterpolasyon yardimiyla 256x256 boyutuna getirilen tiim goriintiiler,
orijinal goriintiilerle ile karsilagtirilmig ve bu karsilagtirma sonuglart PSNR ve
SSIM olarak sirasiyla Tablo 1 ve Tablo 2’de verilmistir.

Tablo 1

Enterpolasyon sonuglarinin PSNR basarisi

Giirtiltiistiz Girtiltili ADF

PSNR
En . En . En ..
Yakin Bilineer Bikiibik Yakin Bilineer Bikiibik Yakin Bilineer Bikiibik

peppers 28,02 2922 3039 21,97 2503 2387 2462 2633 26,17
house 3033 31,59 32,76 2231 2576 2422 26,06 2800 2761
cameraman 2524 2545 2628 21,14 2322 22,63 2324 2404 2423
boat 27,75 2838 2930 21,79 24,70 2355 2445 2577 2561
airplane 25,97 26,45 2744 2120 23,72 2291 2346 24,58 24,65
Ortalama 27,46 2822 2923 21,68 2448 2344 2437 2574 2565
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Tablo 2

Enterpolasyon sonuglarinin SSIM basarisi

Girtltistz Guraltila ADF

SSIM  Ep Yakin Bilineer Bikiibik En Yakin Bilineer Bikiibik En Yakin Bilineer Bikiibik
peppers 00,8997 0,9130 0,9314 0,4384 0,6146 0,5336 0,6967 0,7701 0,7482
house 0,8791  0,8807 0,8958 0,3395 0,5191 0,4274 0,6616 0,7334 0,7052
cameraman 0,8591  0,8456 0,8701 0,3596 0,5109 0,4393 0,6427 0,6930 0,6774
boat 0,8235  0,8234 0,8505 0,3889 0,5507 0,4799 0,6034 0,6618 0,6474
airplane  0,8526  0,8552 0,8805 0,3925 0,5468 0,4790 0,6529 0,7122 0,6983
Ortalama  0,8628  0,8636 0,8856 0,3838 0,5484 0,4718 0,6514 0,7141 0,6953

Ayni1 zamanda Tablo 1 ve Tablo 2’de yer alan veriler, Sekil 8 ve Sekil 9°da
grafik olarak da verilmistir.

PSNR Sonuglari
34.00
32.00
30.00 /
28.00 —
26.00
24.00
22.00
20.00
EnYakin Bilineer Bikiibik EnYakin Bilineer Bikibik EnYakin Bilineer Bikiibik
Giirtiltiistiz Grtiltali ADF
m— Poppers e hoUSE e cameraman boat e airplane

Sekil 8. PSNR sonuglar grafigi

Tablo 1 ve 2 ile Sekil 8 ve 9°da yer alan SSIM ve PSNR sonugclarina gore
glirtiltiisliz goriintiiler {izerinde yapilan enterpolasyon islemleri i¢in en basarilt
sonucun bikiibik enterpolasyon teknigi ile elde edildigi goriilmektedir. Buna
karsin giiriiltiilii goriintiilere ve giiriiltiisiit ADF ile giderilmis goriintiilerde ise
en basarilt sonuglar bilineer enterpolasyon teknigi ile elde edilmistir. En yakin
komsgu enterpolasyonu ise basar1 siralamasinda tiim deneylerde son sirada yer
almistir.
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SSIM Sonuglan

1.0000

0.9000

0.8000
0.7000
0.6000
0.5000
0.4000

0.3000
En Yakin Bilineer Bikiibik En Yakin Bilineer Bikibik En Yakin Bilineer Bikibik

Giriiltisliz Gartltdld ADF

e Poppers s holse —escameraman boat e airplane

Sekil 9. SSIM sonuglar grafigi

Elbette bu sonuclar sinirli sayidaki goriintii ile yapilan deneyler
yardimiyla elde edilmistir. Bu nedenle gelecekte daha biiyiik veri setleri
iizerinde calismalar yapilmasi planlanmaktadir. Ayrica hem ADF’ler hem
de enterpolasyon yaklagimlarinda kenarlari koruma basaris1 daha yiiksek
olan ve 6zellikle SNN kullanilan yaklagimlarin basarilarinin da test edilmesi
gelecekte planlanan calisma konulari arasindadir. Ayrica ADF’lerin renk
indirgeme (Kiligaslan & Incetas, 2023) ya da goriintii erisimi (Incetas et al.,
2022; Kiligaslan et al., 2020) gibi farkli goriintii isleme adimlarina etkilerinin
arastirilmasi da planlanmaktadir.

5. Sonuc¢

Enterpolasyon,  goriintiillerin ~ boyutunun  arttirilarak  detaylarin
belirlenmesine yardimci olan 6nemli bir goriintii isleme alanidir. Ancak
goriintiilerdeki bozulmalarin enterpolasyon basarisini diisiirdigii aciktir. Bu
nedenle gorilintiilerin glirtiltiilerinin giderilmesi islemi ile birlikte kullanilmasi da
kagimilmazdir. Ozellikle son yillarda yapilan galismalarda ADF lerin giiriiltiilerin
giderilmesinde kenar koruma basarisinin yiiksek oldugu vurgulanmistir. Bu
calismada, ADF’lerin enterpolasyon basarisi iizerindeki etkileri arastirilmistir.
Her ne kadar giiriiltiistiz goriitiilerde bikiibik enterpolasyon tekniginin daha
basarili oldugu diistiniilse de elde edilen deneysel bulgular, giirtitiiltii ya da ADF
ile giirtiltiisii giderilmis goriintiilerde bilineer enterpolasyon tekniginin daha
basarilt oldugunu gostermistir. Buna karsin literatiirde pek ¢ok enterpolasyon
yaklasimi da mevcuttur. Aynm sekilde giiriiltii giderme i¢in farkli yaklasimlar
kullanan ADF’ler ve farkl1 tiirde giiriiltii filtreleri de kullanilmaktadir. Dolayisiyla
daha kesin sonuglara varabilmek icin gelecekte tiim bu farkli yaklagimlarm
detayli olarak karsilastirildigi ¢alismalar planlanmaktadir.
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1. Giris

Ajan tabanli yapay zekd, modern yapay zekd arastirmalarimin ve
uygulamalarinin merkezinde yer alan temel kavramlardan biridir. Klasik
tanima gore bir yapay zeka ajani, bulundugu cevreden algilama yapan, bu
algilar dogrultusunda kararlar veren ve eylemler gergeklestiren otonom bir
varlik olarak ele alinir [1]. Baska bir deyisle, ajan yalnizca pasif bir hesaplama
birimi degil; cevresiyle siirekli etkilesim halinde olan, hedeflere yonelik
davranan ve zaman i¢inde durumunu gilincelleyebilen aktif bir sistemdir. Cok
ajanli sistemlere yonelik ¢aligmalar, bu tiir ajanlarin bir araya gelerek is birligi,
rekabet veya miizakere gerektiren karmasik senaryolarda nasil davrandigim
ayrmtili bigimde incelemistir [2].

Biiytik dil modellerinin yiikselisi, ajan kavramini yeniden tanimlayan
onemli bir kirilma noktasi olugturmustur. Geleneksel ajanlar cogunlukla kural
tabanli yapilar, belirgin durum uzaylar1 ve dar gérev tanimlariyla ¢alisirken;
glinlimiizde biiyiik dil modeli temelli ajanlar genis veri lizerinde egitilmis,
dogal dilde akil yiiriitebilen ve ¢ok farkli gorev alanlarina uyarlanabilen esnek
sistemler haline gelmistir. Bu modeller artik yalnizca sorulari yanitlayan
yapilar degil; hedef belirleyen, plan yapan, ara¢ kullanan ve diger ajanlarla
etkilesime giren biitiinlesik sistemler olarak tasarlanmaktadir. Bu doniisiim,
literatiirde giderek yayginlasan “ajanik veya ajan tabanli LLM’ler (agentic
LLMs)” kavramimnin ortaya ¢ikmasina yol agmistir. Sekil 1’de bu yapiya
iligkin genel bir mimari sunulmaktadir.

AGENTIC Al (AJAN TABANLI Al)

1. ALGILAMA
(Gézlem Yapma)

2. DUSUNME
& KARAR
(Planlama)

4. 5CRENME M i
(Sonuglardan )
Gelisme) IL (A

AGENTIC Al
(Merkez Beyin)

(Harekete Gegme)

Sekil-1: Ajan tabanli Al genel sema

Aragtirmalar, LLM tabanli ajanlarin ii¢ temel eksende ele aliabilecegini
gostermektedir: akil yliriitme (reasoning), eyleme gegme (acting) ve etkilesim
(interacting) [3]. Akil yiiriitme, karmagik gorevleri alt pargalara ayirma
ve planlama siireglerini igerir. Eyleme ge¢cme, aracilar, yazilim bilesenleri
veya fiziksel robotlar {izerinden diinyada gergek bir etki yaratilmasiyla
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ilgilidir. Etkilesim ise, birden fazla ajanin birbirleriyle veya insanlarla dogal
dil araciligryla iletisim kurarak ortak gorevleri yerine getirmesini kapsar
[4]. Bu ii¢ boyut bir araya geldiginde, klasik tek ¢agrida cevap veren LLM
anlayisindan farkli olarak siirekli ¢alisan, ortamla dongiisel etkilesim iginde
olan ajan sistemleri ortaya ¢ikmaktadir.

Bu baglamda “ajan tabanli yapay zeka sistemleri”, hem klasik yapay
zekd kuraminda gelistirilen bicimsel ajan modellerini (6rnegin mantiksal
ajanlar, BDI mimarileri, ¢ok ajanli sistemler) hem de LLM tabanli cagdas ajan
yaklasimlarini kapsayan genis bir ¢erceve sunar. Klasik literatiir, ajan—cevre
iligkisinin temel ilkelerini ve rasyonel davranis Olgiitlerini ortaya koyarken;
yeni c¢aligmalar LLM tabanli ajanlarin mimarilerini, bellek ve planlama
bilesenlerini, ara¢ kullanma yeteneklerini ve cok ajanli senaryolardaki
davranis bi¢imlerini sistematik olarak siniflandirmaktadir [5].

Ajan kavraminin temel 6zellikleri tarihsel olarak Franklin ve Graesser’in
caligmasiyla bigimsel bir ¢erceveye kavusmustur. Cevreyi algilama, hedef
yonelimliligi, otonomi, siirekli etkinlik ve davranig iiretimi gibi dlgitler, bir
sistemi “ajan” yapan kritik unsurlar olarak ortaya konmustur [6]. Bu tanim,
giinlimiizde hem robotik hem yazilim ajanlarin1 hem de LLM tabanli yeni
nesil otonom sistemleri kapsayan genis bir ¢ati sunmaktadir. Son yillarda
ajanik yapay zeka alanina yonelik inceleme ¢aligmalari, LLM tabanli
ajanlarin yalnizca metin iretimiyle sinirli olmadigini; ara¢ kullanma, dis
bilgi kaynaklarina baglanma, ¢ok ajanli koordinasyon ve uzun siireli gérev
yiirlitme gibi yeteneklerle klasik ajan anlayisini 6nemli 6l¢lide genislettigini
gostermektedir [7]. Boylece akilli ajan kavrami artik hem bireysel karar
verme siireclerini hem de ¢ok ajanli is birligi dinamiklerini i¢ine alan modern
ve biitiinsel bir perspektif sunmaktadir.

Bu boliimiin amaci, ajan tabanli yapay zeka sistemlerini temel kavramlar,
mimari yapi taslar1 ve modern uygulamalar agisindan biitiinciil bicimde ele
almaktir. ilk olarak ajan kavraminin temel 6zellikleri ve klasik tanimlari
iizerinde durulacak; ardindan ajan mimarisinin temel bilesenleri (algilama,
durum temsili, akil ytiriitme, planlama, eylem ve bellek) tartisilacaktir. Daha
sonra, LLM tabanli ajan yaklasimlarinin ortaya ¢ikisi, temsili ¢ergeveler
ve gilincel uygulama ornekleri ele alinacak; son olarak ajan sistemlerinin
smirlari, glivenlik boyutlar1 ve gelecege doniik arastirma yonelimleri iizerinde
durularak boliim tamamlanacaktir. Boylece okur, hem geleneksel ajan
kuraminin kavramsal temellerini hem de ¢agdas “ajanik LLM” yaklagimlarimi
ayni ¢at1 altinda gorme imkani bulacaktir.

2. Ajan Mimarileri: Kural Tabanhdan Ogrenen Sistemlere

Ajan mimarileri, bir ajanin ¢evreden gelen bilgiyi nasil isledigini, bu
bilgilerden nasil anlam ¢ikardiginmi ve hangi mekanizmalarla eylem tirettigini
belirleyen temel yapilardir. Tarihsel gelisim ¢izgisi incelendiginde, ajan
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sistemlerinin basit kural tabanli yaklagimlardan baslayarak soyut akil ytiriitme
mekanizmalarina, biligsel modellere ve giiniimiizde 6grenme temelli, zellikle
de LLM destekli mimarilere dogru evrildigi goriiliir. Bu boliimde, bu mimari
yaklagimlar genel hatlariyla ele alinmaktadir.

2.1 Tepkisel Mimariler

Tepkisel(reaktif) mimariler, ajanin ¢evredeki duruma hizli ve dogrudan
tepki vermesini saglayan en temel mimari tiriidiir. Bu yaklagimda karmasik
igsel temsillere veya uzun vadeli planlara yer verilmez; bunun yerine kosul—
eylem (condition—action) kurallari {izerinden anlik karar iiretimi gerceklesir.
Brooks’un mobil robotlar i¢in bir doéniim noktas: kabul edilen alt-yayilim
mimarisi, tepkisel yaklagimin en g¢ok bilinen 6rneklerinden biridir [8].
Giincel caligmalar, tepki-temelli ajan mimarilerinin kritik gercek-zamanh
uygulamalarda onemini korudugunu ve modern melez yaklasimlarda
refleks benzeri bir davranig katmani olarak etkin bicimde konumlandigin
gostermektedir [9]. Bu tliir mimariler 6zellikle robotik gibi zaman duyarh
ortamlarda avantaj saglar; ancak soyut akil yiiriitme, ileriye doniik plan yapma
ve karmasgik gorevleri ¢c6zme konusunda sinirlidir.

2.2 Bilissel ve Hedef-Tabanhh Mimariler

Tepkisel modellerin sinirlamalarini asmak igin gelistirilen biligsel
mimariler, ajanin i¢sel durumunu temsil eden inang, istek, niyet gibi yapilar
iizerinden karar verme siiregleri olusturur. BDI (Belief~Desire—Intention)
mimarisi, bu yaklagimin en sistematik 6rneklerinden biridir. Rao ve Georgeft’in
bu mimariye iligkin bigimsel ¢aligmalari, hedef yonelimli davranig {iretimi
icin gliclii bir teorik temel sunmustur [10]. Biligssel mimariler; planlama, amag
yonetimi, uzun vadeli tutarlilik ve esneklik gibi yetenekleri destekledigi i¢in
karmagik gorevlerde yaygin bicimde kullanilmaktadir. Ayrica BDI ajanlarinin
makine oOgrenmesi bilesenleriyle birleserek genellestirilmis planlama
yetenekleri kazandigin1 ve diger ajanlarin niyetlerini anlama kapasiteleri
gelistirdigini gosteren caligmalar bulunmaktadir[11].

2.3 Ogrenen Ajanlar ve Takviyeli Ogrenme

Ogrenme temelli ajan mimarileri, ajanlarm yalnizca statik kurallar
veya Onceden tanimlanmis mantiksal cercevelerle degil, deneyim yoluyla
gelistirdikleri davranis stratejileriyle ¢aligmasini miimkiin kilar. Takviyeli
o6grenme (reinforcement learning — RL), ajanin &diil sinyallerine gore karar
politikas1 gelistirdigi temel yontemdir. Sutton ve Barto’nun ¢alismasi, bu
alanin teorik temelini olusturmustur [12]. Son yillarda derin takviye 6grenme,
yiiksek boyutlu durum alanlarinda gii¢lii performanslar sergileyen ¢ok ajanl
ogrenme sistemlerinin gelisimini hizlandirmistir.

Cok ajanli derin takviyeli Ogrenmenin ozellikle karmasik oyun
ortamlarinda koordinasyon, rol dagilimi ve stratejik iletisim gibi becerileri
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belirgin bicimde gelistirdigini ortaya koymustur [13]. Heterojen ve degisken
gercek diinya senaryolarinda c¢ok ajanli derin takviyeli 6grenmenin, klasik
yontemlerin bas edemedigi konumlandirma ve planlama problemlerinde
istikrarl1 ve genellenebilir politikalar tiretebildigi de gosterilmistir [14]. Bu
paradigma, glinimiiz LLM tabanli ajan yapilartyla birlestirildiginde énemli
sinerjiler ortaya ¢ikmaktadir.

2.4 LLLM Tabanh ve Karma (Hibrit) Mimariler

Biiyiik dil modellerinin yiikselisi, ajan mimarilerini kokten doniistiiren
yeni bir yaklasimi giindeme getirmistir. LLM tabanli ajanlar; dogal dilde akil
yiiritme, planlama, ara¢ ¢agirma, hafiza yonetimi ve ¢ok ajanli etkilesim gibi
islevleri tek bir cat1 altinda birlestirebilen yapilardir. Literatiirde ajanik LLM’ler
tizerine yapilan giincel incelemeler, bu sistemlerin klasik mimarilerden farkli
olarak hem sembolik (kural-tabanli, planlayici) hem de 6grenme temelli
bilesenleri aynt mimari iginde hibrit bi¢imde kullanabildigini géstermektedir
[3]. Boylece LLM tabanli ajanlar, bir yandan sembolik planlayicilar gibi
ayrik gorevleri yapilandirabilirken, diger yandan 6grenme siirecleri sayesinde
belirsiz ve yiiksek boyutlu ortamlarda baglamsal kararlar tiretebilir. Bu hibrit
yaklasim, modellerin hem esneklik hem baglamsal uyum hem de dis diinya
ile etkili etkilesim kurma agisindan gii¢lii bir performans gostermesini saglar.
Ayrica arag cagirma ve kullanma yeteneklerinin gelismesi, LLM tabanh
ajanlarin; hesaplama, veri analizi, arama, API ¢agrilar1 veya robotik kontrol
gibi dis gorevleri devralarak klasik ajan mimarilerinde ulasilmasi gii¢ bir
islevsellige sahip olmasina olanak tanimaktadir. Bu doniislim, ajanik LLM’leri
yalnizca bir model tiirii olmaktan ¢ikarip genel amagli otonom sistemler i¢in
yeni bir mimari paradigma haline getirmektedir.

3. LLM Ajanlarinda Temel Isleyis; Algilama, Planlama, Karar Verme,
Ara¢ Kullanim1 ve Ogrenme

Ajan tabanli yapay zeka sistemleri, ¢cevreyle dongiisel etkilesimi temel
alan bir mimari {izerine inga edilir. Bu dongii, genel olarak algilama —
planlama ve karar verme — eylem (arag¢ kullanimi) — 6grenme siire¢lerinden
olusur. Biiylik dil modeli tabanli ajanlar, bu siirecleri dogal dil {izerinden
yiirlitme yetenegine sahip olduklart i¢in klasik ajanlarla kargilastirildiginda
daha esnek, baglamsal ve uyarlanabilir davranirlar. Bu bdliimde, s6z konusu
dongiiniin her bir bileseni incelenmektedir.

3.1 Algilama ve Baglam Olusturma

Algilama, bir ajanin dis diinyay1 anlamlandirmak igin ihtiya¢ duydugu
ilk basamaktir. Geleneksel sistemlerde algilama; sensor verileri, dnceden
taniml1 durum degiskenleri veya yapilandirilmis girdilerle sinirliyken, LLM
tabanli ajanlar ¢ok daha genis bir baglam yelpazesini igleyebilmektedir. Bu
baglam; dogal dil belgelerini yorumlamayi, kullanici komutlarini ayristirmayi,
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webden veri toplamay1 veya baska ajanlarin trettigi ciktilar1 incelemeyi
icerebilir. Glincel ¢aligmalarda LLM ajanlarinin ham girdiden durum temsili
cikarma konusunda beklenenden yiiksek performans gosterdigi, hatta eksik
veya belirsiz bilgi karsisinda kendi i¢ tutarhliklarii kurabildikleri ortaya
konmustur [15]. Ayrica algilama siirecinin artik pasif veri alma degil, amag
yonelimli aktif bilgi toplama davranisi igerdigini bilesenlerinin ¢evreden
gelen geri bildirimleri tekrar tekrar isleyerek gerekli durum giincellemelerini
yaptigi gortilmektedir ve LLM’lerin ¢evresel belirsizlige ragmen daha saglam
durum modelleri olusturabildigi de ortaya konmaktadir [16].

3.2 Planlama Kapasitesi ve Alt Gorev Uretimi

Planlama, bir hedefi olusturan alt gérevlerin belirlenmesi, bu gérevlerin
siralanmast ve uygun kaynaklarin tahsisi gibi kararlari igerir. LLM
tabanli ajanlar, gorev aciklamalarmi dogal dilde ¢oziimleyerek kendi alt
gorev aglarmi olusturabilmektedir ve gerektiginde bu agi dinamik olarak
giincelleyebilmektedir. Son donemde yapilan g¢aligmalar, ara¢ kullanimina
dayali gorev yiritiminde, LLM ajanlarinin sadece adimlar1 degil ayni
zamanda araclarin hazirlanmasi, bagimliliklarin yonetimi ve araglarin
ylriitim siralarmi kismen planlayabildigini gostermektedir. Ayrica LLM
destekli planlama siireglerinin klasik planlayici yapilarindan daha baglama
duyarli oldugu ve belirsiz gorev akislarinda kendi kendine yeniden planlama
davranisi sergileyebildigi ortaya konmustur [17].

3.3 Karar Verme Mekanizmalari

Karar verme, bir ajanin cevresine iligkin degerlendirmeyi eyleme
dontistiirdigii temel asamadir. LLM tabanli ajanlarda bu siireg, yalnizca
secenckler arasindan se¢im yapmakla smirli degildir; aksine, dogal dil
iizerinden yiritiilen ¢ok adimlt bir akil yiiriitme zincirine dayanir. Ajan,
durumu analiz eder, olas1 yollar1 karsilastirir, gerektiginde hipotezler kurar
ve bunlart mantiksal ¢ikarimlarla smar. Giincel ¢aligsmalarda, bu yaklagimin
ozellikle belirsizligin yiiksek oldugu senaryolarda daha tutarl kararlar tirettigi
ve karar gerekcesinin dogal dil {izerinden agiklanabildigi gdsterilmektedir
[18].

Bazi aragtirmalar gosteriyor ki, LLM tabanli ajanlarin karar siireci
bir¢ok ara adimdan olustugundan tek basina modelin igsel ¢ikarim giiciine
birakildiginda kararsizlik ve hatalar ortaya ¢ikabiliyor. Ozellikle arag segimi,
eksik parametrelerin tespiti ve API bagimliliklarini ¢6zme gibi agamalardaki
zorluklar, karar hizin1 ve istikrarini artirmak igin ek kontrol ve yonlendirme
bilesenlerine ihtiyag¢ oldugunu isaret ediyor. Bu bulgular, ok adimli gérevlerde
daha yapilandirilmis destek mekanizmalarinin ajanin performansini belirgin
bi¢imde iyilestirdigini ortaya koymaktadir [19].
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3.4 Ara¢ Kullanimi ve Eylem Uretimi

Ajanin dig diinyada somutbir etki yaratabilmesi, ara¢ kullanimi yetenegiyle
dogrudan iliskilidir. LLM tabanli ajanlar artik yalnizca dili isleyen sistemler
degil; API c¢agrilart gergeklestirebilen, kod iiretebilen ve ¢aligtirabilen, veri
tabanlarina baglanabilen ya da fiziksel aygitlar1 kontrol edebilen ¢ok yonlii
yapilardir. Son ¢aligmalarda, bu ajanlarin bir gérevin hangi asamasinda arag
kullanimina ihtiya¢ duydugunu kendi akil yiiriitme stiregleriyle belirleyebildigi
ve ara¢ ¢agrilarint planlama dongiisiiyle biitiinlestirebildigi gosterilmektedir
[16]. Bdylece arag¢ kullanimi, disardan bir ekleme olmaktan ¢ikip ajanin karar
ve planlama sisteminin dogal bir par¢asina doniismektedir.

LLM-tabanli ajanlarin ara¢ kullanim kapasitesinin yalnizca mevcut
araclari dogru bicimde cagirmakla sinirli olmadigi; giderek daha gercekei,
dinamik ve ¢ok adimli senaryolarda arag¢ etkilesimini yonetebilecek sekilde
genigledigi  goriilmektedir. Son donem degerlendirme calismalarinda,
ajanlarin karmasik arag¢ zincirlerini planlamasi, durum bilgisi tutan araglarla
etkilesmesi ve birbirine gomiilii fonksiyon c¢agrilarmi kullanmasi gibi
becerilerin 6nem kazandigi vurgulanmaktadir [20]. Bu yonelim, ajanik Al
sistemlerini basit gorev uygulayicilarinin 6tesine gecirerek, siirekli genigleyen
bir ara¢ ekosistemi i¢inde daha etkin karar vericiler ve siire¢ yoneticileri haline
getirmektedir. Boyle bir evrim, ozellikle ¢ok adimli veya belirsizlik iceren
problem ¢6zme senaryolarinda ajanin otonom kapasitesini belirgin bigimde
artirmaktadir.

3.5 Ogrenme ve Uyarlama

Ogrenme, dongiide ajanin kendisini iyilestirdigi ve davramslarii uzun
vadede bi¢cimlendirdigi asamadir. Geleneksel sistemlerde 6grenme ¢ogunlukla
sayisal 0diil sinyallerine dayanirken, LLM tabanli ajanlar ¢ok daha zengin
bir bilgi kaynagindan yararlanabilir: dogal dilde verilen geri bildirimler, arag
kullanim sonuglari, ¢evresel hatalar, bellek kayitlari ve kullanici etkilesimleri.
Glincel literatiir, bu tiir ¢ok bicimli geri bildirimlerin ajanlarin davranis
politikalarin1 daha hizli ve daha istikrarli sekilde giincelleyebilmesini
sagladigini ortaya koymaktadir [21].

Ayricabazicalismalarda, LLM tabanliajanlarin gorevbaglamidegistiginde
kendi stratejilerini yeniden diizenleyebildigini, yani gorev ihtiyaglarina gore
kendini uyarlayabilen yapilar haline geldigini belirtilmektedir [22]. Bu
0zerk uyarlanabilirlik, belirsiz ve degisken ortamlarda uzun vadeli otonom
davranigin temel kosulu olarak degerlendirilmektedir. Boylelikle grenme
yalnizca ge¢mis deneyimlerin biriktirildigi bir asama degil; ajanin kendi
kendini yeniden yapilandirabildigi dinamik bir siire¢ haline gelmektedir.
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4. Cok Ajanh Sistemler ve Koordinasyon
4.1 Ajanlar Arasi Etkilesim ve Koordinasyon Temelleri

Cok ajanli sistemler, birden fazla ajanin ayn1 ortamda etkilesim kurdugu
durumlari temsil eder. Bu tiir ortamlarda is birligi, rekabet, koordinasyon ve
gorev paylasimi gibi davranis kaliplari ortaya ¢ikar. Ajanlar, kendi hedeflerini
gozetirken ayn1 zamanda diger ajanlarin eylemlerinden de etkilenir; dolayisiyla
karar siirecleri hem bireysel hem de kolektif dinamiklerle sekillenir.

Klasik ¢ok ajanli yapay zeka literatiirii, bu tiir sistemlerde bilgi paylasimi,
gorev dagitimi ve ortak karar verme gibi mekanizmalarin sistem basarisi
iizerinde belirleyici oldugunu gostermektedir. Ozellikle etkilesimin yogun
oldugu ortamlarda ajanlarin yalnizca duruma tepki vermedigi; diger ajanlarin
niyetlerini, stratejilerini ve olas1 eylemlerini modellemeye ¢alistig1 da ortaya
konmaktadir. Bu durum, ¢ok ajanli yapay zekada koordinasyonun yalnizca
mekanik bir gérev paylasimindan ibaret olmadigini, ayn1 zamanda karsiliklt
beklentilerin yonetildigi bir akil yiirlitme siireci oldugunu gostermektedir.
Ayrica son donem calismalar, ¢ok ajanli sistemlerde iletisim kanallarinin
kalitesinin ve zamanlamasinin, kolektif basari tlizerinde kritik bir etkisi
oldugunu vurgulamaktadir [23]. Bu bulgular, modern agentic yapay zeka
sistemlerinde koordinasyonun yalnizca teknik bir gereklilik degil, ayni
zamanda sosyal benzeri bir etkilesim bi¢imi oldugunu gostermektedir.

4.2 LLM Tabanli Cok Ajanli Sistemler ve Ortak Akil Yiiriitme

Biiyiik dil modellerinin ¢ok ajanli sistemlere entegre edilmesi,
koordinasyon kavramini Onemli o6l¢iide doniistiirmiistir. LLM tabanh
ajanlar, dogal dil lizerinden iletisim kurabildikleri i¢in hem komutlari hem de
birbirlerinin iirettigi mesajlar1 baglamsal olarak yorumlayabilir. Bu kapasite,
cok ajanli ortamlarda daha zengin bir is birligi zemini olusturur.

LLM tabanli ¢cok ajanli yapilarda iletisimin yalnizca bilgi paylasimi degil,
ayn1 zamanda ortak planin olusumunda aktif bir rol oynadig1 gosterilmistir.
Ajanlar birbirlerine hedefler, ara sonuclar veya olasi hatalar hakkinda geri
bildirim verebilir; bu geri bildirimler de kolektif karar siirecinin bir pargasi
haline gelir [24]. Bu durum, daha 6nce kati mesajlasma protokollerine bagh
olan ¢ok ajanli sistemlerin yerini, esnek ve duruma gore sekillenen iletisim
yapilarinin almasina yol agmaktadir.

Bu gelismelerin bir diger dnemli yonii ise, LLM tabanli ajanlarin ortak
akil yiirlitme davranislar sergilemesidir. Bazi ¢aligmalar, birden fazla LLM
ajaninin birlikte calistiginda tek basina bir modelin ulasamayacagi ¢dziim
yollari iiretebildigini, karmasik gorevlerde plani birlikte sekillendirebildigini
ve gerektiginde birbirinin hatasini diizeltebildigini ortaya koymaktadir [25].

Bu tiir ortak akil yliriitme mekanizmalar, oOzellikle simiilasyon
ortamlarinda insan benzeri sosyal davranislarin, is birliginin ve rol dagiliminin
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ortaya ¢iktigini gostermektedir. Boylece ¢ok ajanli LLM sistemleri yalnizca
geleneksel olarak dili yorumlayabilen bir versiyonu olmayip, iletisim-temelli
kolektif diisiinme modeli olarak degerlendirilmeye baglanmistir.

5. Gergek Diinya Uygulamalari, Simirhiliklar ve Gelecek Yonelimleri
5.1 Gergek Diinya Uygulamalari

Ajan tabanli yapay zeka sistemleri, glinimiizde farkli alanlarda somut
yararlar saglayan ¢oziimler iiretmektedir. Yazilim gelistirme siireglerinde LLM
tabanli ajanlar; kod 6nerme, hata analiz etme, test senaryosu olusturma ve
bilesenler arasi etkilesimleri otomatiklestirme gibi gorevlerde etkin bigimde
kullanilmaktadir. Coklu ajan yapilarinin yazilim miihendisligi gorevlerini
is bolimiyle ¢ozebildigini, ozellikle karmasik gelistirme dongiilerinde
tretkenligi artirdigini goriilmektedir [26]. Endiistriyel uygulamalarda bu
yaklagimin bir yansimasi olarak UiPath Agent Builder, bir gorevin farklh
adimlarini iistlenen dijital ¢alisma arkadaslart olusturarak teknik ekiplerin is
yiikiinii azaltmakta [27]; Atera’nin BT (Bilgi Teknolojileri) destek ajanlar1 ise
gelen talepleri siniflandiran, sorun analizi yapan ve belirli islemleri otonom
bicimde uygulayabilen yapilar sunmaktadir [28]. AutoGPT ise kullanici
istegini hedefe yonelik bir plana doniistiirerek alt-gorevler olusturan, bu
alt-gorevleri yiirlitmek igin ara¢ ¢agirma, web arama ve kod calistirma gibi
eylemleri otonom bigimde gerceklestirebilen, agik kaynakli bir LLM tabanli
ajan mimarisi saglamaktadir [29].

Buna ek olarak yazilim gelistirme ekosisteminde Microsoft’un sundugu
GitHub Copilot ve bu platformun genisletilmis siirlimii olan Copilot Agents,
gelistiricilerin kargilastigi daha kapsamli sorunlari ¢dzebilmek igin gorev
odakli ajan mantigin1 benimsemektedir [30]. Copilot Agents, yalnizca kod
tamamlama saglamanin 6tesine gecerek; hata ayiklama, test iiretimi, sistem
bilesenlerinin yeniden diizenlenmesi, API entegrasyonlarmin planlanmasi
ve ¢ok adimli gelistirme gorevlerinin yiiriitiilmesi gibi islemleri adim adim
planlayan ve gerektiginde ara¢ cagirabilen bir yapi sunmaktadir. Bunun
yaninda, Microsoft Developer Copilot ekosistemi, gelistirme ortaminda dogal
dil ile etkilesim kurarak gorevleri aciklayan, yapilandiran ve yiirlitmeye
yardimc1 olan yardimci ajanlar icermekte; boylece gelistiricinin baglam
degistirmeden karmasik isleri tamamlamasimi kolaylastirmaktadir. Bu tiir
uygulamalar, LLM tabanli ajanlarin yazilim gelistirmede sadece kod &neren
sistemler olmaktan ¢ikip, gelistirme siirecinin biitiiniinde aktif rol alan otonom
caligma arkadaslar1 haline doniistiigiinii gostermektedir.

Bilimsel arastirma alaninda ajan sistemleri; veri hazirlama, hipotez
gelistirme, deneytasarlamavesonu¢ yorumlamagibiasamalardaarastirmacilara
yardime1 olmaya baslamustir. Ozellikle genis veri gerektiren biyoloji, kimya ve
malzeme bilimi gibi disiplinlerde, ¢cok ajanli gergeveler aragtirmacilarin yerine
veri taramasi yapabilmekte, anlamli Oriintiiler ¢ikarabilmekte ve aragtirma
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sorularimi bigimlendirmelerine katki saglayabilmektedir [31]. Bu baglamda
CAS tarafindan gelistirilen bilimsel arastirma ajanlari, literatlir taramasindan
molekiiler yap1 analizine kadar bircok adimi hizlandirmakta; arastirmacinin
odaklanmasi gereken boliimleri filtreleyerek verimliligi artirmaktadir [32].
Benzer sekilde bilim insani ajanlari yaklagimi, veri 6n isleme, model deneme
ve sonug raporlama gibi gorevleri birden fazla ajana bolerek bilimsel siirecin
toplam siiresini kisaltmaktadir. ChemCrow, kimya alaninda uzmanlasmis bu
coklu ajan sistemi, sadece molekiil tasarlamakla kalmayip, laboratuvardaki
robotik kollar1 yoneterek fiziksel deneyleri (sentezleme) otonom olarak
gerceklestirebilmektedir [33]. Ilag kesfi ve malzeme bilimi siireglerinde,
teorik tasarimdan fiziksel liretime kadar olan siireci insan miidahalesi olmadan
yoneterek laboratuvar giivenligini ve hizim1 artirmaktadir. Scite.ai, metinleri
analiz eden akilli alint1 ajanlar1 kullanarak, bir makalenin bagka makaleler
tarafindan sadece bahsedildigini mi, desteklendigini mi yoksa ciiriitiildiglinii
mil (zithk) tespit etmektedir [34]. Arastirmacilarin yanlis veya gecerliligini
yitirmis bilgilere dayanarak hipotez kurmasini engelleyerek bilimsel dogruluk
siirecini glivence altina almaktadir.

Bu gelismelerin yaninda lojistik, saglik teknolojileri ve pazar analizi gibi
sektorlerde de ajan tabanl yapilar yaygin bigimde kullanilmaktadir. Ornegin
tedarik zinciri yonetiminde Blue Yonder’in stok ve lojistik ajanlari, magaza
ve depo verilerini ger¢cek zamanl olarak isleyerek yeniden siparis kararlarin
optimize etmekte ve teslimat gecikmelerini Onceden oOngorebilmektedir
[35]. Saglik alaninda Ajentik tarafindan gelistirilen klinik degerlendirme
ajanlari, hastadan gelen metin veya sesli verileri 6n incelemeden gegirerek
saglik uzmanlarinin karar siirecini desteklemektedir [36]. Benzer bigimde
Hippocratic Al, saglik sistemindeki personel acigini kapatmak amaciyla,
hemsire veya diyetisyen gibi spesifik roller iistlenen ve “6nce giivenlik”
prensibiyle egitilmis, uzman sanal saglik calisanlart gelistirir [37]. Bu sistem
ajan tabanl yapay zekayi; hastalar1 proaktif olarak arayip sesli iletisim kuran,
ilag takiplerini yapan ve empatik bir dille semptomlari izleyerek bakim siirecini
otonom ydneten dijital personeller olarak kullanir. Ajanlar sadece hastayla
konugmakla kalmaz, hastanin durumunda bir risk artis1 veya anormallik tespit
ettigi anda inisiyatif alarak konuyu acilen gergek bir doktora yonlendirir
ve bdylece giivenli bir karar destek mekanizmasi saglar. OneSky’nin
yerellestirme ajanlari, ¢cok dilli igerik uyarlamasi gerektiren uygulamalarda
metin ¢dzlimleme, kalite kontrol ve tutarlilik denetimi gibi siirecleri kisaltarak
iiretim verimini artirmaktadir [38]. Phrase (Phrase Orchestrator), yazilim
kod depolarint siirekli izleyip yeni eklenen metinleri otomatik tespit ederek
ceviri siirecini insan miidahalesi olmadan baslatmaktadir [39]. Bu sayede
yazilimcilarin manuel dosya transferi yapmasina gerek kalmadan, kod
giincellemesiyle es zamanli isleyen kesintisiz bir yerellestirme saglanmaktadir.
Lilt’in baglamsal 6grenme ajanlar1 ise ¢evirmenin ¢aligma sirasinda yaptigi
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diizeltmeleri anlik olarak 6grenip belgenin geri kalanindaki benzer ciimleleri
o saniyede yeniden iiretmektedir [40]. Bu adaptif teknoloji, proje ilerledik¢e
yapay zekanin dogrulugunu artirarak ¢evirmenin is yiikiinii dinamik olarak
azaltmaktadir.

5.2 Smirhliklar, Riskler ve Giivenlik Boyutlar:

Ajan tabanli yapay zeka sistemlerinin hizla yayginlagmasi, beraberinde
onemli smirliliklar1 ve riskleri de giindeme getirmektedir. Bu sistemlerde
en belirgin sorunlardan biri, LLM tabanli ajanlarin hala haliisinasyon
iretme egiliminde olmasidir. Ajanlarin kendi ciktilar1 iizerinden zincirleme
sekilde hatalar iiretmesi, ¢cok adimli gorevlerde kontrolsiiz davraniglara yol
acabilmektedir. Yakin dénem calismalar, ¢cok ajanli ortamlarda bir ajanin
irettigi hatanin diger ajanlara hizla aktarilabildigini ve hatanin toplu bir
davranis bozulmasina doniistiiglinii gdstermektedir [25].

Diger bir dnemli smirlilik ise giivenliktir. Ajanlarin ara¢ kullanma
yetenekleri, API erisimi ve harici sistemlerle etkilesimi; yanlis yonlendirilmig
ya da hatali planlanmig eylemlerin gercek sistemler lizerinde risk olusturmasina
neden olabilir. Buna ek olarak gizlilik, veri biitiinliigii ve yetkisiz islem riskleri,
ajan tabanli sistemlerin kurumsal ortamlarda kullanimim dikkatle yonetilmesi
gereken bir konu héline getirmektedir. Son olarak, uzun goérevlerde baglam
kaybi, bellek tutarsizligi ve ajanin amag¢ sapmasi gibi problemler; agentic
sistemlerin tam Ozerklik seviyesine ulagsmasinda onemli engeller olarak
degerlendirilmektedir [41].

5.3 Gelecek Arastirma Yonelimleri

Gelecek arastirmalarin odak noktasini, daha giivenilir, agiklanabilir ve
siirdiiriilebilir agentic yapay zeka sistemleri olusturacaktir. Ik olarak, uzun
vadeli bellek mekanizmalariin gelistirilmesi ve baglami tutarli sekilde
koruyan yapisal ¢oziimler kritik 6neme sahiptir. Arastirmalar, LLM tabanh
ajanlarin bellek temsillerini daha etkili yonetmesi halinde karmasik gorevlerde
istikrarli davranislar sergileyebilecegini gostermektedir. Ikinci olarak, gok
ajanli ortamlarda kolektif akil yiiritme ve gilivenli koordinasyon konulari
Oonemli bir arastirma alani olarak 6ne ¢ikmaktadir.

Ayrica gelecekte ajanlarin insanlarla daha dogal etkilesim kurabilmesi,
gorev hedeflerini agiklayabilmesi ve kendi karar siireglerine iliskin gerekgeleri
sunabilmesi beklenmektedir. Bu tiir agiklanabilirlik odakli yaklasimlar, agentic
sistemlerin giivenligini ve kabul edilebilirligini artiracaktir. Son olarak,
otonom ara¢ kullanimi, bilimsel kesif ve liretim otomasyonu gibi alanlarda
ajanlarin gdérev planlama ve ara¢ kullanma kapasitelerinin daha sistematik
bigimde degerlendirilmesi, agentic Al’nin giivenilir bi¢imde dlgeklenebilmesi
icin temel bir arastirma bashigidir.
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Giris

Yapay zeka destekli icerik tiretimi, Transformer mimarisinin yiikselisi
ve biiyiik dil modellerinin (Large Language Models - LLMs) ortaya ¢ikisiyla
birlikte, dogal dil isleme (NLP) alaninda en hizli gelisen alanlardan biri
haline gelmistir (Vaswani vd., 2017; Bommasani vd., 2021). Bu sistemlerin
kapasitesi artarken iirettikleri metinlerin kalitesinin ve gilivenilirliginin nasil
oOlgiilecegi sorusu da giderek kritik bir onem kazanmaktadir (Chang vd.,
2024). Performans metrikleri, AI modellerinin iiretim yetenegini niceliksel
olarak degerlendirmenin, farkli modeller ile teknikler arasinda karsilastirma

yapmanin ve nihayetinde kullanici giivenini tesis etmenin temel aracidir
(Celikyilmaz vd., 2020).

Bir metin ayn1 anda dilbilgisi, anlamsal tutarlilik, bilgi dogrulugu, gérev
performansi ve estetik nitelikler agisindan degerlendirilebilir. Bu nedenle
arastirma ve uygulama literatiiriinde performans metrikleri genellikle ii¢ adet
birbirini tamamlayan kategori altinda incelenir. Bunlar dilsel, anlamsal ve
uygulamali metrikler olarak adlandirilir (Liu vd., 2023). Dilsel metrikler, bir
metnin dilbilgisel formunun ve yiizeysel akisinin ne derecede insan {iretimi
metinlere benzedigini 6l¢er. Anlamsal metrikler, metnin yiizeysel formunun
Otesine gecerek, igerigin anlamsal yogunlugunu, mantiksal biitiinliigiini ve
gergek diinya bilgisiyle uyumunu degerlendirir. Uygulamali metrikler ise
belirli bir gérevi ne kadar iyi yerine getirdigini, kullanicilar tarafindan nasil
algilandigini (insan degerlendirmesi) sorgular. Bu {i¢lii metrik yaklagimi, Al
sistemlerinin teknik kapasitesi ve pratik degerini biitiinciil bir bakis agisiyla
6lcmeyi miimkiin kilar.

2. Yapay Zeka ile icerik Uretimi

Yapay zeka destekli icerik iiretiminin teknik altyapisi, Transformer
mimarisi iizerine kurulu biiyiik dil modelleri etrafinda sekillenmektedir.
(Vaswani vd., 2017). Bu modeller, temelde ¢evrimigi kaynaklardan derlenmis
genis metin veri kiimeleri lizerinde gerceklestirilen 6n-egitim siireciyle dilin
istatistiksel kaliplarini, sdzdizimsel yapisini ve anlamsal iligkilerini benimser
(Devlinvd.,2019; Brown vd., 2020). Bu genel dil becerisi elde edildikten sonra,
modeller belirli icerik iiretim gorevlerine yonelik olarak cesitli stratejilerle
uyarlanir. Bu uyarlama siireci, modelin genel dil bilgisini korurken, hedef
gorevin gerektirdigi Gslup, bigim ve terminolojiye odaklanmasini saglamak
acisindan kritik 6neme sahiptir (Raffel vd., 2020; Hu vd., 2021).

2.1 Temel Modeller

Giiniimiizdeki temel model yaklasimlari, mimari odaklarina ve egitim
paradigmalarina gore c¢esitlilik gosterir. Otoregresif modeller olarak da
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bilinen ve yalnizca ¢oziimleyici (decoder-only) bilesenden olusan yapilar,
bir metni soldan saga sirayla iiretmek iizere tasarlanmistir (Radford vd.,
2018). Bu modeller verilen bir baglamdan sonra gelecek en olasi kelimeyi
tahmin etme prensibiyle ¢aligir ve acik uglu metin olusturma, hikaye yazma
veya kod tamamlama gibi gorevlerde yaygin olarak kullanilir. GPT serisi
bu yaklagimin 6nemli bir temsilcisidir (Brown vd., 2020). Diger yandan,
kodlayici-¢oziimleyici (encoder-decoder) mimarisi iki asamali bir isleyis
yolu izlemistir. Kodlayici, kaynak metni (6rnegin, dzetlenecek bir makale)
anlamsal olarak kodlar, ¢éziimleyici ise bu kodlanmig temsilden hedef metni
(6rnegin, Ozeti) adim adim iiretir. Bu yap1 metin 6zetleme, makine cevirisi
ve soru-cevap gibi kaynak ve hedef metin arasinda doniisiim gerektiren
gorevler i¢in daha uygundur (Raffel vd., 2020). TS ve BART gibi modeller
bu kategoride yer alir. Bir diger kategoride, yalnizca kodlayici (encoder-only)
bilesene sahip modeller bulunur. Bunlar temelde metin anlamaya odaklanir
ve dogrudan metin iiretmekten ziyade siniflandirma veya analiz gérevlerinde
kullanilir. Bazi durumlarda ise iiretim sistemlerinin temel bileseni olarak
hizmet edebilirler (Devlin vd., 2019).

Model biiyiikliigii de metin iiretimi i¢in 6nemli bir se¢imdir. Yiiz
milyarlarca parametreye sahip biiyiik dil modelleri, ¢ok ¢esitli gorevlerde
esnek performans sergiler. Daha kii¢iik ve verimli modeller ise kaynak kisitl
ortamlarda veya belirli bir alana hizlica uyarlanmak i¢in tercih edilebilir
(Bommasani vd., 2021). Modelin 0n-egitim asamasindan sonra pratik
uygulamalara entegrasyonu icin uyarlama asamasi gelir. Geleneksel tam
ince ayar yontemi, tiim model parametrelerinin hedef goreve 6zgii verilerle
giincellenmesini igerir, ancak bu yliksek hesaplama maliyeti gerektirir. Bu
maliyeti diisiirmek ve verimliligi artirmak amaciyla, parametre-verimli ince
ayar teknikleri gelistirilmistir (Houlsby vd., 2019). Bu tekniklerden biri olan
Diistik Dereceli Uyarlama (LoRA), modelin ana agirliklarini dondurarak
yalnizca modele eklenen kiigiik, diisilk dereceli matrisleri egitir (Hu vd.,
2021). Bu sayede, biiyiik modellerin tek bir grafik islemcisinde bile hizlica
ozellestirilmesi miimkiin hale gelir.

Son donemde genel amagli modellerin yani sira, belirli alanlarda
uzmanlagmis model tiirleri de dne ¢ikmaktadir. Kod tiretimi, diyalog sistemleri
ve ¢ok modlu (metint+gorsel) icerik iiretimi gibi 6zel gérevler igin optimize
edilmis modeller, kendi veri kiimeleri ve egitim hedefleri dogrultusunda
gelistirilmektedir (Chen vd., 2021).Ayrica seffafligi artiran agik kaynakli
model aileleri (6r. LLaMA, Falcon, Mistral), akademik caligsmalarin ve
Ozellestirilmis uygulamalarin temelini olusturmaktadir (Touvron vd., 2023).
Bu model ¢esitliligi, mevcut kaynaklar ve istenen ¢ikti nitelikleri gz oniinde
bulundurularak bilingli bir model se¢imini ve ardindan bu modellerin dilsel,
anlamsal ve uygulamali performans metrikleri ile kapsamli degerlendirilmesini
zorunlu kilmaktadir (Chang vd., 2024).
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2.2 Uretilen Icerik Tiirleri

Al modellerinin {iiretebildigi igerik tiirlerindeki gesitlilik, performans
degerlendirme kriterlerinin de ¢esitlenmesini zorunlu kilmaktadir (Gehrmann
vd., 2021).

+ Acik Uclu Uretim (Open-Ended Generation): Hikaye veya makale
gibi baslangi¢c metni verilerek devami yazilan iiretim tiirtidiir. Burada dilsel
akicilik, anlamsal tutarlilik ve yaraticilik 6nemli olgtitlerdir.

+ Kosullu Metin Uretimi (Conditional Text Generation): Baslik
veya anahtar kelimeler gibi belirtilen bir kosul altinda metin olusturan iiretim
tiriidiir. Kosullu metin iiretiminde ¢iktinin kosula uygunlugu (relevance) ve
baglamsal dogrulugu kritiktir.

+  Metin Ozetleme (Text Summarization): Uzun bir metin belgesinin
icerigindeki en onemli bilgileri koruyarak, metni daha kisa bir versiyonuna
doniistiirme islemidir. Temel amag, anlam kayb1 yasamadan bilgi yogunlugunu
artirmak ve okuyucunun igerigi hizlica kavramasmi saglamaktir. Uretilen
bir 6zetin basarisi bilgi sikistirma (compression), énemli noktalari koruma
(saliency retention) ve olgusal tutarlilik (factual consistency) ag¢isindan
degerlendirilmesi gerekir (Kryscinski vd., 2020).

* Metin Yeniden Yazma (Text Rewriting/Paraphrasing): Bir
climlenin anlami koruyarak farkli kelimelerle ifade edilmesi tiiriidiir.
Anlamsal denklik (semantic equivalence) ve dilsel cesitlilik (linguistic
variation) olgiiliir.

+ Kod Uretimi (Code Generation): Dogal dilde ifade edilen kullanict
komutlarmin veya problem tanimlarinin bilgisayar tarafindan yorumlanarak
otomatik olarak programlama koduna déniistiiriilmesidir. Uretilen kodun
islevsel dogrulugu (functional correctness), sentaks hatasi icermemesi
(syntactic validity) ve verimliligi (efficiency) degerlendirme kriteridir (Chen
vd., 2021).

Bu farkliliklar tek bir evrensel metrik kiimesinin yetersiz oldugunu ve her
gorev tiirii icin Ozellesmis veya agirliklandirilmig metrik kombinasyonlarina
ihtiyag duyuldugunu agik¢a ortaya koymaktadir. Ornegin, bir hikaye
ireticisinde “yaraticilik” bir Ol¢lit olarak goriilebilirken, bir finansal rapor
iireticisinde bu 6l¢iitiin yerini kesinlikle “olgusal dogruluk™ alir.

3. Dilsel Metrikler

Al tarafindan iiretilen bir metnin ilk ve en temel degerlendirmesi, onun
dilsel formu iizerinden yapilir. Dilsel metrikler, bir modelin insan dilinin
temel yapisal kurallarini (s6zdizimi, morfoloji) ne derecede igsellestirdigini
ve bunlar iiretim sirasinda ne kadar tutarli uyguladigini nicel olarak ortaya
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koyar. Bumetrikler, cogunlukla referans metne ihtiya¢ duymadan (referanssiz)
hesaplanabilir ve modelin teknik performansinin genel bir gostergesidir.

3.1. Dil Kalitesi

Dil kalitesinin en koklii ve teorik olarak saglam olgiitii Perplexity (PPL -
Karisiklik) tir. PPL, temelde bir olasilik dagiliminin (burada dil modelinin),
bir test veri kiimesini tahmin etmedeki etkinliginin 6l¢iistidiir. Matematiksel
olarak, modelin test seti lizerinde hesaplanan ¢apraz entropi (cross-entropy)
kaybmin tisselidir (Jurafsky & Martin, 2023).

Daha diigiik bir PPL degeri, modelin test metnini daha yiiksek bir
olasilikla 6ngdrdiigiinii, yani dilin istatistiksel dagilimini daha iyi modellemis
oldugunu gosterir. Bu da genellikle daha dogal ve dilbilgisel olarak tutarli
ciktilar iiretme potansiyeli ile iliskilendirilir. Ornegin, GPT-3 (175B) modeli,
WikiText-103 veri setinde 18.3 gibi dikkat ¢ekici derecede diisiik bir PPL elde
etmistir (Brown vd., 2020). Ancak, PPL’nin, baz1 temel kisitlamalara sahiptir.
PPL, metnin yerel (local) akisin1 6lgmesine karsin, uzun vadeli (long-range)
yapisal veya anlamsal tutarlilik hakkinda hicbir bilgi vermemesidir. Ayrica,
asirt derecede diisiik PPL, modelin egitim verisini ezberleme (overfitting)
riskine de isaret edebilir.

3.2. Akicilik ve Dogruluk

Dilsel kalitenin bir diger boyutu, metnin tekdiizelikten uzak, zengin
ve akict bir yapiya sahip olmasidir. Bu 6zellik, Leksikal Cesitlilik (Lexical
Diversity) metrikleri ile Olgiiliir. Bu alandaki en temel metrik Tir-Belirteg
Orani (Type-Token Ratio - TTR)’dir, ancak metin uzunlugundan gii¢lii bir
sekilde etkilendigi i¢in karsilagtirmali ¢aligmalarda yetersiz kalir (McCarthy
& Jarvis, 2010). Bu sorunu asmak i¢in, Hareketli Ortalama TTR (Moving-
Average Type-Token Ratio - MATTR) Onerilmistir (Covington & McFall,
2010). MATTR, metin boyunca sabit uzunlukta bir pencereyi (genellikle 50-
100 kelime) kaydirarak her bir penceredeki TTRyi hesaplar ve bu degerlerin
ortalamasini alir. Bu yontem, uzunluk etkisini biiyiik 6l¢iide ortadan kaldirarak
daha giivenilir bir karsilastirma imkani sunar. Dilsel ¢esitlilik, yalnizca
tekrarlardan kaginmanin Otesinde, metnin stilistik olgunlugunun ve ifade
zenginliginin bir gostergesi olarak da kabul edilir (Kyle & Crossley, 2017). Al
tarafindan iiretilen metinlerin genellikle insan yazilarina kiyasla daha diisiik
leksikal cesitlilik sergiledigi gézlemlenmistir (Ippolito vd., 2020).

Dilsel metrikler, bir metnin bi¢imsel yapisimi ve teknik yeterliligini
degerlendirmede temel olusturur. Ancak, dilbilgisi agisindan kusursuz ve kelime
hazinesi bakimindan zengin bir metin, anlamsal karmasa, mantiksal tutarsizlik
veya olgusal yanlisliklar barindirabilir. Bu nedenle, bir sonraki agama, metnin
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derin yapisin1 ve anlammi sorgulayan anlamsal metriklerin uygulanmasidir.
Al igerik degerlendirmesinin kalite kontroliiniin yalnizca bigimsel degil, ayni
zamanda igeriksel (content) boyutuna kaymasini temsil eder.

4. ANLAMSAL METRIKLER

Anlamsal metrikler, yapay zeka tarafindan iiretilen bir metnin, hedeflenen
anlami veya referans icerigi ne Olciide tasidigimi degerlendirmeyi amaclar.
Bu metrikler, yalnizca kelimelerin bigimsel eslesmesine odaklanmak
yerine, metinler arasindaki anlamsal benzerligi, igerik uygunlugunu ve
bilgi korunumunu 6l¢meye calisir. Degerlendirme yaklagimlari, geleneksel
istatistiksel yontemlerden modern derin &grenme tabanli tekniklere kadar
genis bir yelpazede kullanilmustir.

4.1. Geleneksel N-Gram Ortiisme Metrikleri

Geleneksel anlamsal degerlendirmenin temelini, referans metin ile
tiretilen metin arasindaki kelime dizilerinin (n-gram) Ortiisme oranini
hesaplayan metrikler olusturur. Bu metriklerin en yaygin 6rnekleri BLEU
(Bilingual Evaluation Understudy) ve ROUGE (Recall-Oriented Understudy
for Gisting Evaluation)’dir.

BLEU, oncelikli olarak makine ¢evirisi degerlendirmesi i¢in gelistirilmis
olup, aday cevirinin n-gramlarinin (1-gram, 2-gram, 3-gram, 4-gram) referans
cevirilerde ne siklikta goriildiigine dayali bir kesinlik (precision) skoru
hesaplar. Kisa gevirileri cezalandirmak i¢in bir “brevity penalty” faktorii igerir
(Papineni vd., 2002). Temel mantig1, ne kadar ¢ok n-gram Ortiisiirse, ¢evirinin
kalitesinin o kadar yiliksek oldugu varsayimina dayanur.

ROUGE ise metin Ozetleme gorevlerinin degerlendirilmesi icin
tasarlanmistir ve daha c¢ok geri ¢agirma (recall) odaklidir ROUGE-N,
referans Ozetteki n-gramlarin ne kadarinin aday &zette bulundugunu olger.
ROUGE-L ise iki metin arasindaki en uzun ortak alt diziyi (Longest Common
Subsequence - LCS) temel alir ve bu sayede kelime siras1 bilgisini kismen
korur (Lin, 2004). Hem BLEU hem de ROUGE, hesaplamasi basit, hizli ve
nesnel olmalari nedeniyle uzun siire standart metrikler olarak kullanilmigtir.

Ancak, bu geleneksel metriklerin bazi yetersizlikleri bulunmaktadir.
En temel yetersizligi, anlamsal esdegerligi (semantic equivalence)
yakalayamamalaridir. Ornegin, “Araba hizla gitti” ve “Otomobil siiratle
ilerledi” ciimleleri anlamsal olarak ayniyken, n-gram Ortiismesi sifirdir.
Ayrica, kelime sirasindaki yaratici varyasyonlari veya es anlamli kullanimlari
cezalandirma egilimindedirler. Bunedenle, bu metrikler yiiksek skorlarin dilsel
ve anlamsal kalitenin mutlak bir gdstergesi olmadigi bilinciyle, genellikle
diger metriklerle birlikte kullanilmalidir (Callison-Burch vd., 2006).
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4.2. Modern Anlamsal Benzerlik Metrikleri

Derin 6grenme ve On-egitimli dil modellerinin yiikselisi, anlamsal
degerlendirmede bir devrim yaratmistir. Modern metrikler, metinleri sabit
kurallarla degil, baglamsal vektor temsilleri araciligiyla karsilagtirir.

Sentence Transformers (ST), BERT gibi modelleri, ciimle c¢iftleri
iizerinden Siamese veya triplet ag mimarileriyle yeniden egiterek, ciimleleri
anlamsal olarak zengin ve yogun vektorlere (sentence embeddings)
doniistiirmeyi amaclar (Reimers & Gurevych, 2019). Bu vektorler, climlelerin
anlamin1 yiiksek boyutlu bir uzayda kodlar. iki ciimle arasindaki anlamsal
benzerlik, bu vektorlerin kosiniis benzerligi hesaplanarak 6l¢iiliir. Bu yontem,
farkli kelimelerle ifade edilen ayni anlamlar1 yakalayabilme yetenegi saglar.

BERTScore ise daha da ileri giderek token (kelime/alt kelime) diizeyinde
bir analiz sunar (Zhang vd., 2020). Referans ve aday metinlerdeki her bir
token’in, BERT gibi bir model tarafindan iiretilen baglamsal vektér gdmmesi
kullanilir. Daha sonra, greedy matching ile her referans token’1 ig¢in aday
metindeki en benzer token bulunur ve eslestirilir. Bu eslestirmelere dayanarak
bir Kesinlik (Precision) (aday token’larin referansla anlamsal uyumu),
Duyarlilik (Recall) (referans token’larinin adayda anlamsal karsilik bulma
orani) ve nihai F1 Skoru hesaplanir. BERTScore, baglamsal anlambilim
ve es anlamlilig1 hesaba kattig1 icin, dzellikle 6zetleme ve metin olusturma
gorevlerinde BLEU ve ROUGE’a kiyasla insan degerlendirmeleriyle ¢ok
daha yiiksek korelasyon gosterir.

Bumodern metrikler, geleneksel yontemlerin ana a¢igini kapatmais olsa da,
kendi sinirhiliklart vardir. Performanslari, kullanilan temel 6n-egitimli modele
(dil, mimari, egitim verisi) bagimlidir. Ayrica, referans metne olan ihtiyaclari,
tamamen 0zgiin yaratici i¢eriklerin degerlendirilmesini zorlastirabilir.

4.3. i¢erik Uygunlugu

Belirli bir alana veya konuya odaklanmis igerik iiretiminde, metnin
yalnizca genel anlam benzerligi degil, ayn1 zamanda alana 06zgii kritik
kavramlar1 ve anahtar kelimeleri ne derecede igerdigi de onemlidir. Bu ihtiyaca
yonelik olarak Alan Anahtar Kelime Skoru (Domain Keyword Score - DKS)
gibi metrikler kullanilir.

DKS, referans metinden veya dnceden tanimlanmais bir listeden, anlamsal
agirlign yiiksek anahtar kelimelerin (stop-word’ler c¢ikarildiktan sonra)
cikarilmasi prensibine dayanir. Daha sonra, bu anahtar kelimelerin iiretilen
metinde bulunma orani hesaplanir (Louis & Nenkova, 2013). Basit bir formiille
ifade edilir: DKS = (Uretilen Metindeki Ortak Anahtar Kelime Sayisi) /
(Referans Metindeki Toplam Anahtar Kelime Sayisi). Bu metrik, modelin
konudan sapip sapmadigini, gerekli terminolojiyi kullanip kullanmadigini ve
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temel bilgileri atlayip atlamadigini nesnel ve hizl bir sekilde gosterebilir.

Ozellikle teknik raporlama, akademik &6zet ¢ikarma veya kurumsal duyuru
iiretimi gibi alana 6zgli ve bilgi odakli gérevlerde, DKS anlamsal degerlendirmeye
onemli bir katki sunar. Ancak, yalnizca kelime varligini kontrol ettigi icin, bu
kelimelerin baglam i¢inde dogru ve tutarlt bir sekilde kullanilip kullanilmadigin
6lcemez. Bunedenle, BERTScore veya Sentence Transformers gibi derin anlamsal
metriklerle birlikte kullanildiginda en etkili sonucu verir.

5. Uygulamal Metrikler

Al sisteminin degeri, onun gercek diinya baglaminda sagladigi fayda ve
kullanicilar tarafindan nasil deneyimlendigi ile 6l¢iiliir. Uygulamali metrikler,
model ¢iktisinin pratik etkinligini ve insan merkezli kabuliinii degerlendirir.

5.1. Kullamic1 Etkilesimi

Insan merkezli degerlendirme, Al ¢iktilariin kalitesine dair en dogrudan
ve bazen en giivenilir 6l¢iimii saglar (Howcroft vd., 2020). Bu degerlendirme,
genellikle yapilandirilmis anketler veya kontrollii deneyler araciligiyla yapilir.
Likert Olgegi gibi anketler, katilimcilardan metnin akiciligi, anlasilirhig,
yararliligi, glivenilirligi, tarafsizlig1 ve genel kalitesi gibi 6zellikler hakkinda
derecelendirme yapmalarin1 ister (Boone & Boone, 2012). Dogrudan
Karsilastirma (Paired Comparison/A/B Testing) ise iki farkli sistemin (6r. bir
Al modeli vs. insan, veya iki farkli Al modeli) ¢iktilarini ayni kriterlere gore
siralamalarini veya tercih etmelerini ister. Bu yontemler, otomatik metriklerin
yakalayamadig estetik, ikna edicilik, gliven olusturma veya keyif verme gibi
nitelikleri Slgebilir. Ornegin, erken donem calismalar, otomatik iiretilmis
haberlerin insan yazarlara kiyasla daha tarafsiz ve nesnel, ancak ayni zamanda
daha sikict ve mekanik algilandigini ortaya koymustur (Clerwall, 2014).
Insan degerlendirmeleri ayrica, farkl kiiltiirel veya demografik gruplarm Al
ciktilara tepkisindeki farkliliklari anlamak igin de kritiktir.

5.2. Gorev Basarim

Birgok Al sistemi, belirli bir pratik gorevi otomatiklestirmek veya insan
performansini artirmak i¢in tasarlanmigtir. Bu durumda, sistemin gergek basarisi,
o gorevin kendine 6zgii basarim oOlgiitleriyle degerlendirilmelidir (Rajpurkar
vd., 2018). Gorev basarimi metrikleri, modelin teorik dil yeteneginden ¢ok,
pratik bir sorunu ¢ézmedeki etkinligini yansitir. Ornegin, Bir Soru-Cevap (QA)
sisteminde, Dogru Cevap Orani (Accuracy), veya daha ince ayarli Kesinlik
(Precision), Duyarlilik (Recall) ve F1 Skoru metrikleri standarttir.Bir metin
Ozetleme sisteminde ise Bilgi yogunlugunu 6lgmek icin ROUGE skorlari,
anlamsal sadakat i¢cin BERTScore, olgusal tutarlilik icin NLI tabanli metrikler
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ve okunabilirlik i¢in insan degerlendirmesi bir arada kullanilir. Bir kod tiretme
sistemlerinde {retilen kodun islevsel dogrulugu (functional correctness),
belirli bir test kiimesini gegme orani ile 6lgiilebilir (Chen vd., 2021). Kodun
sentaks hatasi icermemesi ve zaman/mekan karmasikligi acisindan verimli
olmasi da degerlendirilebilir. Bir diyalog sistemi (chatbot)’nde gorevi basartyla
tamamlama oranmi ortalama diyalog uzunlugu, kullanict memnuniyet anketi ve
insan miidahalesine ihtiya¢ duyma siklig1 gibi metrikler kullanilir.

6. Metriklerin Degerlendirilmesi

Yapay zeka ile metin liretimi alaninda iiretilen metinlerin degerlendirilmesi
icin kullanilan metriklerin giiclii yanlar1 ve sinirliliklar1 bulunmaktadir.

6.1. Metriklerin Giiclii Yanlari

Dilsel, anlamsal ve uygulamali metrikleri igeren ¢ok boyutlu bir
degerlendirme seti, Al iiretimi igerigin kalitesine dair dengeli ve biitiinciil bir
bakis acist saglar. Bu yaklagim, modelin farkli yonlerdeki (akicilik, anlam
koruma, kullanict memnuniyeti) performansini ayr1 ayri ve birbiriyle iligkili
olarak analiz etme imkanmi tamir. Ornegin, yiiksek bir DKS skoru, modelin
konuya sadik kaldigini dogrularken, yiiksek bir BERTScore ayni zamanda
bunu anlamsal bir biitiinliik i¢inde yaptigin1 gosterir. lyi bir PPL ise bu igerigin
akici bir dille sunulduguna isaret eder. Kullanict anketleri ise tiim bu teknik
basarinin pratikte ne derece degerli bulundugunu ortaya koyar. Bu katmanh
yapi, gelistiricilere model iyilestirmesi i¢in net yol haritalar sunar.

6.2. Metriklerde karsilagilan kisithhiklar

Degerlendirme metrikleri, Al {iretimi metinlerin kalitesini 6lgmede temel
araglar olsa da, her biri bazi kisithiliklar tagir. Perplexity (PPL), dilin istatistiksel
akisini Olgerken, uzun vadeli anlamsal tutarlilik veya mantiksal biitlinlik
hakkinda bilgi vermez ve asir1 diisiik degerler asir1 6grenme (overfitting)
riskine isaret edebilir (Jurafsky & Martin, 2023). Leksikal ¢esitlilik metrikleri
(TTR, MATTR) kelime zenginligini gosterir ancak metnin anlamsal derinligi
veya bilgi yogunlugu ile ilgili bir garanti sunmaz (Bestgen, 2024).

Anlamsal benzerlik metrikleri (BERTScore, Sentence Transformers)
biiyiik bir ilerleme saglasa da, performanslar1 altinda yatan 6n-egitimli modele
bagimhidir ve 6zellikle 6zgiin yaratici iceriklerde uygun bir referans metin
bulma sorunu yaganabilir (Zhang vd., 2020). Daha da kritik olarak, bu metrikler
olgusal dogruluk veya halliisinasyon gibi ciddi hatalar1 giivenilir sekilde tespit
etmekte genellikle yetersiz kalir (Ji vd., 2023). Insan degerlendirmeleri ise
Oznel deneyimi yakalayabilir ancak pahali, 6lgeklenmesi zor ve katilimcet
yanliligina aciktir (Clark vd., 2021).
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Bu nedenle, hi¢bir metrik tek basma yeterli degildir. Saglam bir
degerlendirme, dilsel, anlamsal ve insan-merkezli metrikleri bir araya getiren,
goreve 0zgl c¢ok boyutlu bir ¢ergeve gerektirir. Metrikler, nihai yargidan
ziyade bir tan1 ve iyilestirme araci olarak ele alinmalidir.

7. Sonuc¢

Yapay zeka destekli igerik liretiminin dinamik ve hizla gelisen diinyasinda,
performans metrikleri bu teknolojinin gelismesi i¢in vazgegilmez bir rehber
islevi gormektedir (Chang vd., 2024). Metin kalitesinin ¢ok boyutlu yapisi,
tek bir oOlgiitle kapsamli bir degerlendirme yapilmasini imkansiz kilmaktadir
(Celikyilmaz vd., 2020). Dilsel metrikler, {iretimin bi¢imsel mitkemmelligini
ve akiciligim lgerek temel bir teknik yeterlilik standardi sunar (Jurafsky &
Martin, 2023). Anlamsal metrikler ise bigimsel yapinin &tesine gecerek, igerigin
derin yapisini, baglamsal tutarliligini ve bilgi biitiinliigiinii sorgular (Zhang
vd., 2020). Nihai kullanici perspektifini merkeze alan uygulamali metrikler ise
sistemlerin pratik degerini, gérev basarimini ve sosyal kabuliinii degerlendirerek
gercek diinya baglamina gegisi saglar (Rajpurkar vd., 2018; Howcroft vd.,
2020). Bu tglii yaklasimin entegre bir sekilde kullanilmasi, gelistiricilere ve
arastirmacilara Al modellerinin giiglii ve zayif yonlerine dair dengeli, derinlikli
ve eyleme doniistiiriilebilir bir teshis imkan1 tanimaktadir (Liang vd., 2022).

Ancak, mevcut metrik ekosistemi onemli ilerlemeler kaydetmis olsa
da, oniindeki zorluklar da azimsanmayacak olgiidedir. Olgusal dogruluk ve
halliisinasyon tespiti gibi kritik giivenilirlik sorunlarina yonelik saglam ve
6lceklenebilir metriklerin gelistirilmesi acil bir ihtiyag olarak 6ne ¢ikmaktadir
(Ji vd., 2023). Benzer sekilde, yanlilik, seffaflik ve adalet gibi etik boyutlar
sistematik olarak dlgebilen gergevelere olan gereksinim giderek artmaktadir
(Bender vd., 2021). Ayrica, mevcut metodolojilerin ¢ogunlukla Ingilizce ve
belirli kiiltiirel baglamlarla sinirli kalmasi, ¢ok dilli ve kiiltiirlerarasi gegerliligi
olan degerlendirme araglarinin gelistirilmesini zorunlu kilmaktadir (Ruder
vd., 2022). Insan degerlendirmelerinin pahali ve dlceklenemez dogasi ise,
insan yargisiyla yiiksek korelasyon gosteren gelismis otomatik metriklerin
arayisini stirekli kilmaktadir (Clark vd., 2021).

Sonug olarak, Al tabanli igerik tliretiminin gelecegi, yalnizca daha giiglii
modeller gelistirmeye degil, ayn1 zamanda bu modellerin ¢iktilarini anlamak,
iyilestirmek ve gilivence altina almak i¢in daha kapsayici, saglam ve c¢ok
yonlii degerlendirme metrikleri insa etmeye baglidir. ideal bir degerlendirme
cercevesi, teknik performansi, anlamsal biitiinliigii, pratik fayday1 ve etik
sorumlulugu bir arada ele almalidir. Bu kapsamli yaklasim sayesinde,
yapay zeka sistemleri giivenilir, anlamli ve sorumlu igerik iireten sistemler
olarak toplumsal ve bilimsel siireglere entegre olabilecektir. Nihayetinde,
teknolojinin gergek basarisi ve yaygin kabulii de bu entegrasyonun saglikli bir
sekilde gerceklesmesiyle miimkiin olacaktir.
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Bakir-ginko (Cu-Zn) alasimlari, iistiin elektriksel iletkenlik ve termal
ozellikleri sayesinde elektrik-elektronik sektdriinde, dekoratif kaplamalarda
ve korozyon direnci gerektiren endiistriyel uygulamalarda yaygin olarak
kullanilmaktadir (Brenner, 1963; Juskénas, Karpaviciené, Pakstas, Selskis,
& Kapocius, 2007). Malzemelerin fiziksel 6zellikleri yap1 ve bilesimleriyle
dogrudan iligkili oldugundan (Porter, 2009), alagim karakteristiklerinin
sistematik kontrolii teknolojik agidan kritik Gneme sahiptir.

Elektrokimyasal depolama, Cu-Zn alagimlarmin iretiminde disiik
maliyeti, diisiik sicaklikta uygulanabilirligi ve film kalinlig1 iizerinde hassas
kontrol imkani sunmasi nedeniyle tercih edilen bir yontemdir (Pletcher &
Walsh, 1993). Siyaniiriin yliksek toksisitesi nedeniyle ¢evre dostu alternatifler
arasinda sitrat iyonlari, Cu-Zn elektrodepozisyonunda yaygin olarak
kullanilmaktadir (Liu et al., 2020; Ozdemir & Karahan, 2019). Bakir ve
cinko iyonlarinin indirgenme potansiyelleri arasindaki biiyiik fark, anormal
birlikte depolanma olarak adlandirilan karmasik elektrokimyasal kinetiklere
yol agmaktadir. Sitrat iyonlar1 bakirin indirgenme kinetigini modiile ederek
alagim bilesimini dogrudan etkiler (Oulmas et al., 2019).

Elektrodepozisyonlaiiretilen Cu-Zn filmlerinde 6zdireng degerleri, mekanik
yontemlerle {iretilenlere gore %25-45 daha yiiksek olup bu durum film bilesimi,
faz yapisi ve igyap1 kusurlarina (tane sinirlari, dislokasyonlar) baghidir (Fairbank,
1944). Matthiessen kuralina gore toplam 6zdireng, 1s1l titresim, safsizlik ve
kafes kusurlar1 kaynakli bilesenlerin toplamidir. Tane boyutunun kiigiilmesi tane
smir1 yogunlugunu artirarak 6zdirenci ylikseltirken (Benrazzouq, Ghanbaja,
Migot, Milichko, & Pierson, 2025), kompleksleyici ajan konsantrasyonunun
artmasi niikleasyon merkezlerini cogaltarak tane boyutunu kiigiiltiir (Kruglikov,
Kudriavtsev, Vorobiova, & Antonov, 1965). Bakir bazli alasimlarda yiiksek
mekanik mukavemet ile yiiksek elektriksel iletkenlik genellikle birbirini
dislayan Ozelliklerdir; bu paradoks 6zel mikroyapisal stratejilerle asilmaya
calisilmaktadir (Dangwal, Edalati, Valiev, & Langdon, 2023).

Akim yogunlugu, sicaklik, pH ve metal iyon konsantrasyonlari gibi cok
sayida parametrenin alagim 6zelliklerini etkileyen dogrusal olmayan iliskiler
sergilemesi, deterministik modellemenin yetersiz kalmasina neden olmaktadir
(To, Park, Kim, Cho, & Myung, 2022; Giiler, Ozdemir, & Coskun, 2025). Bu
baglamda ¢oklu regresyon analizi, korelasyon ¢alismalari ve saglamlik testleri
gibi ileri istatistiksel yontemler, karmasgik iliskilerin sistematik olarak ortaya
konmast i¢in gli¢lii araglar sunmaktadir (Xiao, Li, Bordas, & Kim, 2023).

Bu calisma, elektrokimyasal depolama parametrelerinin Cu-Zn alasim
ozellikleri Ttzerindeki etkisini karakterizasyon teknikleri ve regresyon
modelleme yaklasimlariyla incelemeyi amaglamaktadir. Elde edilecek
bulgular, temel malzeme bilimine katki saglamanin yami sira, alagim
ozelliklerinin tahmin edilebilirligini artirarak teknolojik uygulamalarin
gelistirilmesine olanak tantyacaktir.
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Deneysel Calisma

Cu-Zn alasim ince filmler, elektrokimyasal depolama yontemiyle
aliminyum altliklar iizerine iretildi. Yapisal ve yiizeysel karakterizasyon
icin donigiimli voltametri (CV), taramali elektron mikroskobu (SEM),
X-151m1  difraksiyon spektrometresi (XRD) ve enerji dagilimh X-1gm
spektroskopisi (EDX) analizleri gerceklestirildi. Elektriksel 6zdireng,
diisiik direng degerlerinde alet ve temas hatalarin1 minimize eden Van Der
Pauw dort nokta kontak yontemiyle 6lgiildi (Cultrera, Serazio, Fabricius, &
Callegaro, 2024; Rasim Ozdemir, Karahan, & Karabulut, 2016). Olgiimler, bir
kriyostat yardimiyla 100-405 K sicaklik araliginda 10 °C araliklarla bilgisayar
kontroliinde otomatik olarak kaydedildi.

Tablo 1 CuZn ince film alasimlarin banyo icerikleri ve deney verileri

Elektrolit igerisindeki malzemeler Depolanma
SN Akim [Zaman o
CuSO,5H,0 |ZnSO,7H,0 [Na,C H.O, pH (mA) |Dk Potansiyeli
(Mol/It) (Mol/It) (Mol/lt) N %)
Zn,Cu,, [0.06 0.2 0.3 5,8 160 60 1.549
Zn, Cu_, 0.06 0.2 0.5 5,8 160 60 1.538
Zn _Cug, [0.06 0.2 0.7 5,8 160 60 1.517
Zn Cu,, [0.06 0.2 0.9 5,8 160 60 1.529

Tablo 1°de goriildigii gibi, sodyum sitrat konsantrasyonu 0.3-0.9 Mol/L
arasinda degistirilirken diger parametreler sabit tutuldu. Diger taraftan
elektrolit bilesimi sabit tutulmasina ragmen film i¢i Cu orant %13.01-38.31
araliginda degismektedir; bu durum sitrat konsantrasyonunun anormal birlikte
depolanma kinetigi iizerindeki etkisini yansitmaktadir. Tane boyutu, XRD

verilerinden Debye-Scherrer formiilii \L = 0.9A(B.Cos6)™! kullanilarak
hesaplandi (Leontyev et al., 2018).

Veriseti

Elektriksel 6zdirencin modellenmesi i¢in deneysel verilerden kapsamli
bir veri seti olusturuldu. Bu veri seti; elektrokimyasal depolama kosullari,
banyo bilesen oranlari, EDX analizinden elde edilen film bilesim oranlari,
XRD analizinden hesaplanan tane buiylkliigii ve sicaklikla degisen 6zdireng
degerlerini igermektedir.

Veri seti, 6zdirence etki eden sekiz bagimsiz degisken ile bir bagiml degiskeni
kapsayan 127 drnekten olusmaktadir. Bagimsiz degiskenler: (1) elektrolit igindeki
Cu miktar1 (ECu, %), (2) elektrolit icindeki Zn miktar1 (EZn, %), (3) ince filmdeki
Cu miktar1 (FCu, %), (4) ince filmdeki Zn miktar1 (FZn, %), (5) Debye-Scherrer
formiili ile hesaplanan tane biiyiikliigii (G, nm), (6) depolanma voltaji (V), (7)
elektrolit sicakligi (St, °C) ve (8) 6lgiim sirasindaki ortam sicakligi (T, Kelvin).
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Bagimli degisken ise elektriksel 6zdireng (p, pQ2-cm) degeridir.
Korelasyon Analizi

Ozdireng ile diger degiskenler arasindaki iliskiler, Pearson, Spearman ve
Kendall korelasyon analizleri kullanilarak incelenmistir (Tablo 2). Bu ¢oklu
yaklagim, hem dogrusal hem de monoton iliskilerin tespitine ve sonuglarin
tutarliliginin degerlendirilmesine olanak tanimaktadir.

Tablo 2 Resistivity ile Diger Degiskenler Arasindaki Korelasyon
Katsayilar

Degisken Cifti Pearson (r) Spearman (p) Kendall () iliski Giicii
Sicaklik - Resistivity +0.615™" +0.608"" +0.462" Giiglii pozitif
FCu% - Resistivity -0.751™" -0.773™" -0.620™" Giiglii negatif
FZn% - Resistivity +0.751"" +0.773"" +0.620™" Giiglii pozitif
FCu% - FZn% -1.000™" -1.000"" -1.000™" Miikkemmel negatif
Tane Boyutu - FCu%  +0.852™" +0.847"" +0.703" Cok gii¢lii pozitif
Potansiyel - FCu% +0.806™" +0.802"" +0.651™ Cok giiclii pozitif
'p <0.001

Sicaklik ile 6zdireng arasinda giiclii pozitif korelasyon tespit edilmistir
(r=0.615). Yiiksek sicakliklarda fonon sagiliminin artmasi elektron
tasinimini engelleyerek direnci yiikseltmektedir. Bakir icerigi (FCu) ile
Ozdireng arasindaki giiclii negatif korelasyon (r=—0.751), saf bakirin ¢inkoya
gore yuksek iletkenligini (p~Cu~ = 1.68 uQ-cm, p~Zn~ = 5.90 pQ-cm)
yansitmaktadir.

FCu ve FZn arasindaki miikemmel negatif korelasyon (—1.000), ikili
alagim yapisin1 dogrulamaktadir. Tane boyutu ile FCu arasindaki gii¢lii pozitif
korelasyon (r=0.852), bakir igerigi artigiyla kristal tane boyutunun sistematik
arttigin1 gdstermektedir. Potansiyel-FCu korelasyonu (r=0.806) ise Cu?*/Cu
(+0.34 V) ve Zn*"/Zn (—0.76 V) rediiksiyon potansiyellerinin kompozisyonel
etkisini yansitmaktadir.

Uc korelasyon yonteminin tutarli sonuglari, iliskilerin dogrusal ve
monoton karakterde oldugunu dogrulamaktadir. Yiiksek korelasyonlar,
regresyon analizlerinde multikollinearite riskine dikkat edilmesi gerektigini
isaret etmektedir.

Kismi Korelasyon Analizi

Degiskenler arasindaki iligkilerde sicakligin konfounding (karistirici)
etkisini degerlendirmek amaciyla kismi korelasyon analizi gerceklestirilmistir
(Tablo 3).
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Tablo 3 Sicaklik Kontrolii Altinda Kismi Korelasyon Analizi Sonuglart

]S)':'rre';‘:‘ Kismi Mutlak o .
Degisken Korelasyon Fark gls Yorumlama
Korelasyon * (Ar) (%)
(1'0) partial
FCu% 07517 0957 0206 42749, coxeudi
negatif iligki
FZn% 10751 40.957 0206  +27.4% ok eleli
pozitif iligki
Tane Boyutu (nm) -0.544""  -0.692""  0.147  +27.1% ﬁ‘l‘;‘illu negatif

**kp < 0.001

Sicaklik kontrolii altinda tiim degiskenlerin 6zdireng ile korelasyonlari
belirgin sekilde gliglenmistir. Bakir iceriginin kismi korelasyon katsayisinin
—0.957’ye ulagmasi, bakir konsantrasyonunun CuZn alasimlarinda 6zdirencin
dominant belirleyicisi oldugunu ortaya koymaktadir. Cinko icerigindeki
paralel giiclenme (+0.957), ¢inkonun hcp kristal yapisi ve diisiik iletkenliginin
elektron sacilma merkezlerini artirmasiyla agiklanmaktadir. Tane boyutu-
Ozdireng iligkisinin giiclenmesi (—0.544 — —0.692), Mayadas-Shatzkes
modeli ile uyumludur:

3(1—p) A)
Burada p efektif 6z direng, po bulk 6z direng, p tane sinir1 specularity

parametresi (0 < p < 1), A elektron ortalama serbest yolu ve d ortalama tane
boyutudur.

Bu sistematik artiglar, sicakligin maskeleyici etkisinin eliminasyonuyla
kompozisyon ve mikroyap ile elektriksel 6zellikler arasindaki temel fiziksel
iligkilerin daha net goriilebilir hale geldigini gostermektedir.

Model Performans Metrikleri

Regresyon modellerinin performansi asagidaki metrikler kullanilarak
degerlendirilmistir.

Mutlak Hata Ortalamast (Mean Absolute Error, MAE): Tahminlerin
gercek degerlerden ne kadar sapmis oldugunun ortalamasini gosterir:

v
MAE ==y, - 5
i=1

burada (n) gozlem sayisi, (V;) gergek deger ve (371) tahmin edilen degerdir.

Hatalarin Karekokli Ortalamast (Root Mean Square Error, RMSE):
Tahmin edilen degerler ile gercek degerler arasindaki ortalama hatay1 6lger:

+ 61
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n
1
MSE = Hz(y" —9)?
i=1

Belirlilik Katsayist (R?): Modelin acgiklama giiclinii gosterir. Deger 0-1
arasinda olup, 1’e yaklastikca model daha iyi uyum gosterir:

qu oy SSres_ g _Bina0i—90°
SStot Xi=1"(;-7)

_ Diizeltilmis R® (Adjusted R’): Model karmagiklifini penalize eder.
Ozellikle farkl sayidaki degisken iceren modelleri karsilastirirken kullanilir:

%2

Coklu Dogrusal Regresyon Analizi

Ozdirenci etkileyen degiskenlerin birlikte degerlendirilmesi amaciyla
coklu dogrusal regresyon analizi ger¢eklestirilmistir (Tablo 4). Sicaklik, Cu
ylizdesi, Zn yiizdesi, tane boyutu ve potansiyel degiskenlerini iceren model,
Ozdirencteki varyansin %98.7’sini agiklamaktadir (R* = 0.9873, F = 2367.03,
p < 0.001). Diisiikk tahmin hatalart (RMSE = 4.73x1073, MAE = 3.88x1073
Q-m) ve diizeltilmis R? degerinin (0.9868) R*’ye yakinligi, modelin yiiksek
dogrulugunu ve asirt uyum riskinin bulunmadigini gostermektedir.

Tablo 4. Coklu Dogrusal Regresyon Analizi Sonuglart

Model Parametresi Deger Birim Istatistiksel Anlamhhik
R? 0.9873 - p <0.001
Diizeltilmis R? 0.9868 - -

F-istatistigi 2367.03 - p=146x10""
RMSE 4.73 x 1073 Q'm -

MAE 3.88 x 1073 Q'm -

Regresyon Katsayilart

Sabit Terim (o) -1.092 Q'm -

Bagimsiz Degiskenler

Sicaklik (B1) 2.87 %10 Q-m/K p<0.001""

Cu Yiizdesi (B2) -1.93 x 1073 Q-m/% p<0.001™

Zn Yiizdesi (Bs) 1.93 x 1073 Q-m/% p<0.001™
Tane Boyutu (B4) 6.56 x 1073 Qm/mm  p<0.001""
Potansiyel (Bs) 0.569 Q-m/V p<0.001"

“p < 0.001
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Tiim bagimsiz degiskenler 6zdireng iizerinde istatistiksel olarak anlamli
etkiler gostermektedir. Sicaklik ve Zn ylizdesi pozitif, Cu ylizdesi ise negatif
katsay1ya sahip olup bu bulgular korelasyon analizi sonuglariyla tutarhdir.

Coklu Dogrusal Baglanti (Multicollinearity) Analizi

Bagimsiz  degiskenler arasindaki c¢oklu dogrusal baglantinin
degerlendirilmesi i¢in Varyans Sisirme Faktorii (VIF) analizi yapilmistir
(Marquardt & Snee, 1975). Su sekilde formiiliize edilir:

IF; = ——;
7 1-FR}

VIF degeri 10’un iizerinde ise multicollinearity sorunu bulundugu kabul
edilir.

Tablo 5 VIF Analizi Sonuglar

Degisken VIF Degeri Cokkollilik Seviyesi
Bilesen Degiskenleri

FZn % (Cinko Yiizdesi) 40,626.46 Yiiksek (VIF > 10)
Fcu % (Bakur Yiizdesi) 4,021.90 Yiiksek (VIF > 10)
Fiziksel Ozellikler

Grainsize (nm) 4.32 Diisiik (VIF < 5)
Potantial (V) 4.17 Diigiik (VIF < 5)
Cevresel Faktor

Tempurature (K) 1.00 Diigiik (VIF < 5)
Genel Degerlendirme

Toplam Degisken Sayist 5 -
Problematik Degisken 2 (%40)
Kabul Edilebilir Degisken 3 (%60)

Onerilen Coziimler

Ridge Regresyon Onerilen Diizenlilik Terimi
Degisken Eleme Alternatif Cu% veya Zn%

Bakir ve c¢inko ylizdeleri arasinda ekstrem multicollinearity tespit
edilmistir. Bu durum, ikili alasim sisteminin temel 6zelliginden (FCu +
FZn = 100%) kaynaklanmakta olup iki degiskenin ayn1 modelde es zamanh
kullaniminin matematiksel olarak gereksiz oldugunu gostermektedir. Tane
boyutu (VIF=4.32) ve potansiyel (VIF=4.17) kabul edilebilir diizeyde, sicaklik
ise mitkemmel bagimsizlik (VIF=1.00) sergilemektedir.
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Multicollinearity problemini ¢6zmek i¢in iki yaklasim degerlendirilebilir:
(1) degisken eleme—FCu veya FZn’den birinin modelden c¢ikarilmasi;
(2) diizenlilestirilmis regresyon yontemleri—Ridge regresyon (L2 normu:

éii?:lﬁﬁ) katsayilart kiiciilterek tiim degiskenleri modelde tutarken, Lasso

p .
regresyon (L1 normu: [~Jj= 1|ﬁ J ‘) baz1 katsayilart sifirlayarak otomatik
degisken se¢imi yapmaktadir.

Ridge Regresyon Analizi

Ridge regresyon, multicollinearity problemine karsi robust bir alternatif
olarak klasik OLS regresyonun amag fonksiyonuna L2 penalti terimi ekleyerek
katsayilarin asir1 bitytimesini kontrol altina almaktadir:

n p P
rg miTl[; {Zi=1(yi - ﬁo - zl_zlﬁj xij)z + azl-zlﬁ].z}

burada o diizenleme parametresi, katsayilar1 sifira dogru kiigiilterek
model varyansini azaltir. Sekil 1, farkli diizenleme parametreleri icin Ridge
regresyon katsayilarini géstermektedir

Grafik 1 Katsayilara bagl Ridge performans grafigi: R* degisimi (solda),
RMSE degisimi (Sagda)

Ridge Regression: R? vs Alpha Ridge Regression: RMSE vs Alpha
0.98725 0.00476
L
i, 098720 @ 0.00475
o =
o
0.98715
0.00474
0.98710
0.00473
107 107 107" 10 107 107 107" 10°
Alpha (Regularization Strength) Alpha (Regularization Strength)

Ridge regresyon analizi, o parametresinin 0.001-1.0 araliginda
degerlendirilmesi sonucunda optimal performansin a=0.001"de elde edildigini
gostermistir. Bu diisiik optimal a degeri, veri setinde ciddi bir multicollinearity
probleminin bulunmadigim1 ve geleneksel dogrusal regresyonun yeterli
performans sergiledigini isaret etmektedir. Standardize katsayilara gore
sicaklik en giiclii pozitif etkiye sahipken, FCu negatif etki gostermektedir.
Bulgular, sistemin kararli oldugunu ve overfitting riskinin minimal oldugunu
ortaya koymaktadir.
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Lasso Regresyon ve Degisken Secimi

Lasso regresyon, L1 penalti terimi kullanarak otomatik degisken se¢imi
yapmaktadir:

rgming {Zi;(yl' —Bo _ijlﬁj xi)% + aijlmj I}

L1 penaltis1 baz1 katsayilar1 tam olarak sifira indirerek es zamanh
degisken se¢imi ve diizenleme imkani saglamaktadir. Sekil 2 Lasso regresyon
katsayisinin gelisimini ve otomatik 6zellik se¢cimini gdstermektedir.

Grafik 2 Katsayilara bagl Lasso performans grafigi: R* degisimi (solda),
RMSE degisimi (Sagda)

Lasso: R? vs Alpha Lasso: RMSE vs Alpha
1.0
0.040
08 0.035
0.030
0.6
(u/)-I 0.025
b4 s 7
o
04 0.020
02 0.015
0.010
0.0
5 5 e 5 0.005 ;
10 10 10 10 10 10 10 10
Alpha Alpha

Optimal performans 0=0.001’de elde edilmis olup (R?>=0.9763)
tim degiskenler modelde korunmustur. 0=0.01"e gegiste Lasso’nun
otomatik degigsken se¢imi devreye girerek sadece 3 degisken sifir olmayan
katsayiya sahip olmustur. 0>0.1 diizeylerinde tiim katsayilarin sifirlanmasi,
asir1  diizenlilestirmenin tahmin giicinii tamamen ortadan kaldirdigim
gostermektedir.

Ridge ve Lasso regresyonlarin her ikisinde de optimal o=0.001
degerinin elde edilmesi, veri setinin minimal diizenlilestirme gerektirdigini
ve geleneksel dogrusal regresyonun zaten yiiksek performans sergiledigini
ortaya koymaktadir.

ElasticNet Regresyon

ElasticNet regresyon, Ridge (L2) ve Lasso (L1) diizenlilestirme
yontemlerinin avantajlarini birlestiren hibrit bir tekniktir (Zou & Hastie,
2005):
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1—
oI, + 2")|B|%}

Belastlc = arg mﬁin{ly _XB@ +a

Burada a toplam diizenlilestirme giicti, p € [0,1] ise L1 oramidir (p=0:
Ridge, p=1: Lasso). Sekil 3 L1 oranina bagl olarak elasticnet performansi ve
katsay1 seyreltmesi gostermektedir.

Grafik 3 L1 oramina bagl olarak ElasticNet performans grafigi: R’
degisimi (solda), RMSE degisimi (Sagda)

ElasticNet: R vs L1 Ratio ElasticNet: Variable Selection
1.0
5
0.8

@ 4
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0.4 % 2!
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o
0.2 = 1
0.0 0

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
L1 Ratio L1 Ratio

Sabit o = 0.1 altinda L1 oran1 = 0 (tamamen Ridge) durumunda R? =
0.9686 ile en yliksek performans elde edilirken, L1 oran1 0.1’de R*=0.8062’ye
diismiis ve aktif degisken sayisi 5’ten 3’e azalmigtir. L1 oran1 > 0.5’te model
tamamen ¢okmiis (R? = 0.0000) ve tiim katsayilar sifirlanmistir. Bu bulgular,
veri setindeki giiclii multicollinearity yapisinda L2 diizenlilestirmesinin L1’e
gore daha uygun oldugunu gdstermektedir.

Capraz Dogrulama ve Model Karsilastirmasi

Modellerin genelleme yetenegini degerlendirmek icin 5-katli capraz
dogrulama uygulanmistir (Tablo 6).

Tablo 6 Cross-Validation Model Performans Karsilastirmasi

Model Ortalama  Standart Minimum  Maksimum  Performans
R? Sapma R R? Siralamasi

Linear 0.9852 0.0048 0.9783 0.9925 1

Regtess'on

Ridge ((i=0.01) 0.9852 0.0048 0.9783 0.9925 1

ElasticNet 0.9347 0.0205 0.8944 0.9510 3

Lasso (0=0.01) 0.8041 0.0225 0.7694 0.8296 4

Linear Regression ve Ridge Regression neredeyse identik ve en kararli
performansi gosterirken (R?=0.9852+0.0048), Lasso en diisiik performansi
sergilemistir. Sonuglar, L1 diizenlilestirmenin degisken secimi yaparken
model agiklayiciligini 6nemli 6l¢lide azalttigini ve tim modellerin overfitting
sorunu yagamadan tutarli performans gosterdigini ortaya koymaktadir.



Bilgisayar Mithendisligi Alaninda Uluslararas: Derleme, Arastirma ve Caligmalar * 67

Sicakhgin Ozdiren¢ Uzerindeki Etkisi

Sicaklik ile 6zdireng arasinda tespit edilen giicli pozitif korelasyon
(r = 0.615, p < 0.001), metalik alasimlardaki fonon-elektron sagilim
mekanizmalarinin bir tezahiiriidiir. Matthiessen kurali ¢ergevesinde, toplam
Ozdireng termal titresim, safsizlik sagilimi ve tane sinir1 katkilarmin toplami
olarak ifade edilir (Matthiessen & Vogt, 1864; Rossiter, 1987). Elde edilen
sicaklik katsayis1 (f = 2.87x10* Q-m/K), literatiirde CuZn alasimlari igin
rapor edilen degerlerle uyumludur (Davis, 2001).

Kismi korelasyon analizinde sicaklik etkisi kontrol altina alindiginda
kompozisyon-6zdireng iligkisinin belirgin sekilde gli¢lenmesi (FCu: r=-0.751
=T il = —0.957), sicakligin konfounding degisken olarak hareket ettigini ve
kompozisyonun 6zdiren¢ kontroliinde daha dominant rol oynadigini ortaya

koymaktadir.
Kompozisyonun Elektriksel fletkenlik Uzerindeki Etkisi

Caligmanin en kritik bulgusu, bakir igeriginin 6zdireng ile gosterdigi ¢ok
giiclli negatif korelasyondur (r = —0.751, p < 0.001). Her %1 bakir artiginin
Ozdirenci yaklasik 1.93x1073 Q-m azaltmasi, bakirin diigiik intrinsik direnci
(p_Cu = 1.68 uQ-cm) ile agiklanmakta ve Nordheim kurali ile uyumludur
(Nordheim, 1931).

Tespit edilen dogrusal olmayan terimler (R? artisi: 0.847 — 0.863),
yiiksek ¢inko konsantrasyonlarinda elektronik band yapis1t modifikasyonlari
ve kisa menzilli atomik diizenlemelerle iliskili ideal kat1 ¢o6zelti davranisindan
sapmalari isaret etmektedir (Mayadas & Shatzkes, 1970; Mizutani, 2016).

Sitrat Konsantrasyonunun Kritik Rolii

Sitrat konsantrasyonunun 0.3 mol/L’den 0.9 mol/L’ye artirilmasi, film igi
bakir oraninda sistematik bir degisime yol agmistir (%38.31°den %13.01%¢).
Elektrolit bilesimi sabit tutulmasina ragmen (Cu %22.8, Zn %77.2)
film kompozisyonunun belirgin sekilde farklilagmasi, sitrat iyonlarinin
anormal birlikte depolanma kinetigi {izerindeki kontrol edici etkisini ortaya
koymaktadir. Korelasyon analizlerinde FCu ile 6zdireng arasinda tespit edilen
giiclli negatif iliski (r = —0.751, p < 0.001), sitrat konsantrasyonunun dolayl
olarak 6zdireng iizerinde belirleyici rol oynadigini gostermektedir. Yiiksek
sitrat konsantrasyonlarinda bakir iyonlarinin komplekslesme egiliminin
artmasi, bakirin indirgeme kinetigini inhibe ederek ¢inko agisindan zengin
filmler olusturmakta ve dolayisiyla daha yiiksek 6zdireng degerlerine yol
acmaktadir (Ballesteros, Torres-Martinez, Juarez-Ramirez, Trejo, & Meas,
2014; Juskénas et al., 2007).
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Tane Boyutunun Mikroyapisal Etkisi

Tane boyutu ile 6zdireng arasindaki giiclii negatif korelasyon (r = —0.544,
kismi r = —0.692), tane smir1 sagiliminin elektron taginimi iizerindeki kritik
etkisini ortaya koymaktadir. Mayadas-Shatzkes modeline gore (Sondheimer,
1952) bu iliski, tane boyutu azaldik¢a 6zdirencin artacagini 6ngdérmektedir.
Sitrat konsantrasyonunun artmasi ile tane boyutunun sistematik artis1 (r =
0.852), ytiksek kompleksleyici konsantrasyonlarindaniikleasyon merkezlerinin
azalmas1 ve tane bilylimesinin desteklenmesi ile agiklanmaktadir (MilCev,
2002). Tane boyutu-bakir igerigi arasindaki ¢ok giiclii korelasyon (r = 0.852),
bakir atomlarmin ytliksek diflizyon mobilitesi nedeniyle tane biiylimesini
destekledigini ve Hall-Petch iligkisinin elektriksel ozelliklerde ters yonde
tezahiir ettigini gostermektedir (Hall, 1951).

Elektrokimyasal Potansiyel ve Termodinamik Baglanti

Potansiyel ile bakirigerigi arasindaki giiglii korelasyon (r=0.806), Cu**/Cu
(+0.34 V) ve Zn*"/Zn (—0.76 V) standart rediiksiyon potansiyelleri arasindaki
farktan kaynaklanan anomal kodepozisyon fenomenini yansitmaktadir
(Brenner, 1963; Dahms & Croll, 1965). Sitrat komplekslerinin bu potansiyel
farkini azaltarak es-zamanli depozisyonu kolaylastirmasi, elektrodepozisyon
voltajinin hassas kontroliiniin hem kompozisyon hem de elektriksel 6zellikler
acisindan kritik oldugunu ortaya koymaktadir (Landolt, 1987; Schlesinger &
Paunovic, 2010).

Model Performansi ve Dogrulama

Gelistirilen ¢oklu dogrusal regresyon modeli olaganiistii aciklama giicii
sergilemektedir (R? = 0.9873, F = 2367.03, p < 0.001). Ridge regresyon ve
ElasticNet gibi diizenlilestirilmis yontemlerin benzer performans gostermesi,
modelin robust oldugunu dogrulamaktadir (Hoerl & Kennard, 1970;
Tibshirani, 1996). Bes katli capraz dogrulama sonuglari (ortalama R? = 0.9852
+ 0.0048), modelin asirt uyum yapmadigint ve genelleme yetenegine sahip
oldugunu teyit etmektedir (Stone, 1974). Dolayistyla, gelistirilen modeller
CuZn alasimlarinin 6zdireng 6zelliklerini tahmin etmek i¢in giivenilir araglar
sunmaktadir.
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1. GIRIS

Insanoglu, tarih boyunca doga olaylarin1 anlama, anlamlandirma ve gelecege
yonelik dngoriilerde bulunma g¢abasi igerisinde olmustur. Bu ¢abalarin en kritik ve
hayati olanlarindan biri siiphesiz hava durumu tahminleridir. Atmosferin kaotik yapist
ve meteorolojik parametrelerin (basing, nem, riizgar hizi vb.) birbirleriyle olan dogrusal
olmayan (non-lineer) karmasik iliskileri, sicaklik tahminini bilimsel arastirmalarin
en zorlu alanlarindan biri haline getirmektedir. Giiniimiizde sicaklik tahmini;
tarimsal faaliyetlerin planlanmasindan enerji yonetimine, havacilik sektoriinden afet
yonetimine kadar genis bir yelpazede stratejik dneme sahiptir. Ozellikle kiiresel iklim
degisikliginin etkilerinin giderek daha hissedilir oldugu 21. yiizyilda, yerel ve genel
Olgekte hassas sicaklik tahminleri yapabilmek, sadece ekonomik bir gereklilik degil,
ayn1 zamanda ¢evresel siirdiiriilebilirlik agisindan da bir zorunluluktur.

Geleneksel hava durumu tahmin modelleri, genellikle atmosferin fiziksel ve
dinamik siire¢lerini modelleyen karmagsik diferansiyel denklemlere dayanan Sayisal
Hava Tahmini (Numerical Weather Prediction - NWP) sistemlerini kullanir (Zhang
ve ark., 2025). Bu sistemler, yiiksek basari oranlarina sahip olsalar da, ¢aligtiritlmalart
icin ¢cok yliksek hesaplama giiciine ihtiya¢ duyarlar ve yerel 6l¢ekteki ani degisimleri
yakalamada bazen yetersiz kalabilirler. Ayrica, bu fiziksel modellerin baslangi¢
kosullarindaki en ufak bir hata, “kelebek etkisi” teorisinde belirtildigi gibi, tahmin
siiresi uzadik¢a sonuclarda biiylik sapmalara neden olabilmektedir (Mu ve ark., 2025).

Bu noktada, Bilgi Cagi’nin getirdigi veri bollugu ve hesaplama teknolojilerindeki
gelismeler, meteorolojik tahminlere yeni bir perspektif kazandirmistir. Veri madenciligi
ve yapay zeka tekniklerinin yiikselisi ile birlikte, fiziksel denklemler yerine gegmis
verilerden 6grenen “veri odakli” (data-driven) modeller literatiirde ve uygulamada
kendine giiclii bir yer edinmeye baslamistir. Bu yeni yaklagim, gegmis yillara ait genis
tarihli meteorolojik veri setlerini isleyerek, parametreler arasindaki gizli oriintiileri
kesfetmekte ve gelecege yonelik yliksek dogruluklu tahminler iretebilmektedir.

Literatiir incelendiginde, sicaklik tahmini {izerine yapilan ¢aligmalarin istatistiksel
yontemlerden (ARIMA vb.) baslayip, gliniimiizde yerini giderek artan bir ivmeyle
Makine Ogrenimi ve Derin Ogrenme algoritmalarina biraktig1 goriilmektedir. Ancak,
her cografi bolgenin kendine has iklimsel 6zellikleri ve her veri setinin kendine 6zgii
yapisi, evrensel tek bir modelin kullanilmasini imkansiz kilmakta; dolayisiyla spesifik
veri setleri tizerinde optimize edilmis, dzellestirilmis algoritmalarin gelistirilmesine
ihtiya¢ duyulmaktadir. Mevcut literatiirdeki bu bosluk, farkli parametrelerin model
basarist tizerindeki etkisinin ve modern algoritmalarin tahmin performansinin
deneysel olarak test edilmesini gerekli kilmaktadir.

Bu kitap bdliimiintin temel amaci; Kiitahya ili ve ilgelerine ait uzun dénemli
meteorolojik verileri kullanarak, Uzun Kisa Siireli Bellek (LSTM) ve Dikkat
Mekanizmali Cift Yonlii GRU (Gated Recurrent Unit) (BiGRU+Attention)
algoritmalar aracilifiyla gelecek donem sicaklik degerlerini tahmin eden modellerin
gelistirilmesi ve performanslarinin karsilastirmali olarak analiz edilmesidir. Caligma
kapsaminda, ham verilerin islenmesi, farkli o6znitelik setlerinin olugturulmasi,
modellerin egitimi ve test agamalar1 detayli bir sekilde ele alinmigtir. Gelistirilen

modellerin basarisi, literatiirde kabul gormiis hata metrikleri (RMSE, MAE, ,172)
iizerinden degerlendirilerek, onerilen derin &grenme yaklasimlarimin giivenilirligi
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ortaya konulmustur.

Ikinci béliimde, sicaklik tahmini konusunda literatirde yer alan benzer
caligmalar ve kullamlan giincel yontemler ozetlenecektir. Uciincii boliimde,
calismada kullanilan veri seti (Materyal) ve uygulanan derin 6grenme mimarileri
(Yontem) detaylandirilacaktir. Bu bdliimde 6zellikle veri 6n igleme adimlari, LSTM
ve BiGRU yapilarinin teorik temelleri tizerinde durulacaktir. Dordiincti boliimde,
modellerin {irettigi tahmin sonuglar1 ve hata analizleri grafikler esliginde sunulacak
(Bulgular); son boliimde ise elde edilen sonuglar literatiir 151g1nda tartisilarak gelecek
calismalar i¢in dnerilerde bulunulacaktir (Sonug¢ ve Tartisma). Bu ¢alisma, veri bilimi
tekniklerinin meteorolojik problemlere uygulanabilirligini gdstermesi agisindan, hem
akademik literatiire hem de pratik uygulamalara katki saglamay1 hedeflemektedir.

2. LITERATUR TARAMASI

Meteorolojik verilerin analizi ve hava durumu tahmini, son yillarda klasik
fiziksel modellerden veri odakli yapay zeka modellerine dogru evrilen dinamik
bir arastirma alanidir. Literatiir incelendiginde, arastirmacilarin 6zellikle makine
6grenimi (ML) ve derin 6grenme (DL) algoritmalarini kullanarak tahmin basarilarini
artirmaya odaklandiklar1 goriilmektedir. Bu boliimde, konuyla ilgili yapilan giincel
calismalar; kullanilan algoritmalar, veri setleri ve elde edilen performanslar agisindan
siniflandirilarak incelenmistir.

2.1. Makine Ogrenimi Algoritmalari ile Yapilan Calismalar

Hava durumu tahmininde klasik makine Ogrenimi algoritmalari, 6zellikle
siniflandirma ve kisa vadeli regresyon problemlerinde yaygin olarak kullanilmaktadir.
Zhang ve arkadaslar1 (2025), hava tahmini yontemlerini inceledikleri kapsamli tarama
calismalarinda; Karar Agaglart (Decision Tree), AdaBoost ve Gradient Boosting gibi
yontemleri karsilastirmis ve Rastgele Orman (Random Forest) algoritmasinin en
yiiksek basariy1 gosteren yontemlerden biri oldugunu belirtmislerdir. Benzer sekilde
Liyew ve Melese (2021), giinliik yagis miktarini tahmin etmek i¢in 20 yillik verilerle
yaptiklart ¢alismada Rastgele Orman ve Extreme Gradient Boosting (XGBoost)
algoritmalarinin, Cok Degiskenli Lincer Regresyona gore daha {istiin performans
sergiledigini ortaya koymuslardir.

Tiirkiye 6zelinde yapilan ¢alismalara bakildiginda, Turk (2025); Sabiha Gokgen
Havalimani istasyonundan alinan 2009-2022 yillar1 arasindaki verileri (sicaklik,
basing, nem vb.) kullanarak yagis siniflandirmasi yapmistir. Bu c¢alismada Altair,
Knime, Orange ve Weka gibi farkli veri madenciligi platformlari izerinde K-en yakin
komsu (KNN), Destek Vektor Makineleri (SVM) ve Cok Katmanli Algilayici (MLP)
algoritmalar1 test edilmistir. Caligma sonucunda MLP algoritmasinin %96’ya varan
dogruluk oraniyla (Weka platformunda) diger yontemleri geride biraktigi goriillmistiir.

Ensemble (topluluk) 6grenme yontemlerinin basarisi lizerine ¢alisan Shaiba ve
ark. (2022), riizgar yonii, hizi, sicaklik ve basing gibi 27 farkli 6zelligi igeren biiyiik
veri setleri lizerinde ¢alismislardir. Onerdikleri “Ensemble Modeli (EBWF)”, %94.9
bagari orani ile KNN (%89.1) ve Rastgele Orman (%87.9) gibi tekil modellerden daha
basarili sonuglar vermistir.
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2.2. Derin Ogrenme ve Hibrit Model Yaklasimlari

Son yillarda literatiirdeki egilim, tekil modellerden ziyade, zaman serilerindeki
karmagik Oriintiileri daha iyi yakalayan Derin Ogrenme ve farkli yontemlerin
birlestirildigi Hibrit Modeller iizerine yogunlasmistir.

Bochenek ve Ustrnul (2022), meteorolojik tahminlerde Yapay Sinir Aglar1 (ANN)
ve Derin Ogrenme (DL) kullaniminin arttigini; 6zellikle riizgar ve yagis tahminlerinde
bu yontemlerin baskin hale geldigini vurgulamistir. Bu egilimi destekler nitelikte Guo
ve ark. (2024), Weifang sehri iklim verileri tizerinde CNN, LSTM ve GRU modellerini
karsilastirmis; bu modellerin kombinasyonu olan CNN+LSTM+GRU hibrit yapisinin
en basarilt sonucu verdigini raporlamistir.

Hibrit modellerin tstiinliigii, Utku ve Can (2022) tarafindan yapilan ¢alismada
da net bir sekilde goriilmektedir. Jena hava durumu veri seti (2009-2016) kullanilarak
yapilan bu g¢alismada; ARIMA (%83.1) ve SVM (%83.2) gibi klasik modellerin
performansi sinirlt kalirken, CNN-RNN hibrit modelinin %98.7 gibi ¢ok yiiksek bir
basari katsayisina ulastigi tespit edilmistir. Benzer sekilde Yalcin (2022), sicaklik ve
rlizgar hizi tahminlerinde Adaptif LSTM-CNN metodunu 6nermis ve bu hibrit yapimnin
Ozellikle riizgar hiz1 tahmininde hatay1 (RMSE) 1.06 seviyelerine kadar diistirdiigiinii
gostermistir.

Zaman serisi tahminlerinde LSTM aglarmin basarisi, Asif ve ark. (2025)
tarafindan sel tahminleri iizerine yapilan tarama calismasinda da vurgulanmistir.
Arastirmacilar, LSTM ve Hibrit modellerin, klasik istatistiksel yontemlere (ARIMA,
Lineer Regresyon) gore ani degisimleri yakalamada daha yetenekli oldugunu
belirtmislerdir.

2.3. Literatiir Degerlendirmesi

Literatiirdeki ¢aligmalar toplu olarak degerlendirildiginde su sonuglara
ulasilmaktadir:

1. Parametre Secimi: Sicaklik tahminlerinde en sik kullanilan ve modele en
cok katki saglayan parametrelerin; dnceki donem sicaklik verileri, atmosferik basing,
bagil nem, riizgar hiz1 ve gilines radyasyonu oldugu goriilmektedir.

2. Yontem Karsilastirmasi: Lineer Regresyon ve ARIMA gibi geleneksel
yontemler (Yadav, 2025; Utku, 2022), verideki karmasik ve dogrusal olmayan
iliskileri modellemede, Derin Ogrenme (LSTM, CNN) ve Ensemble (XGBoost, RF)
yontemlerine gore daha zayif kalmaktadir.

3. Hibritlesme Egilimi: En yiiksek dogruluk oranlari (R? > 0.95), genellikle
CNN ile tekrarlayan aglarin (RNN/LSTM) birlestirildigi hibrit mimarilerle elde
edilmektedir.

Bu caligma, literatiirdeki bu egilimleri dikkate alarak, Kiitahya iline ait
meteorolojik veriler 1s13inda LSTM ve Dikkat Mekanizmali Cift Yonli GRU
(BiGRU+Attention) yaklasimini kullanarak sicaklik tahmini yapmay1 ve literatiirdeki
benzer ¢aligmalarla kiyaslanabilir sonuglar tiretmeyi hedeflemektedir.

3. MATERYAL VE YONTEM

Bu boliimde, ¢alismanin temelini olusturan veri setinin karakteristik 6zellikleri,
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calisma alanmin cografi ve iklimsel yapisi, ham verilerin analize uygun hale
getirilmesi stirecleri (veri on isleme) ve tahmin modellemesinde kullanilan derin
6grenme algoritmalarinin teorik altyapisi kapsamli bir sekilde ele alinmistir. Ayrica,
kullanilan model mimarilerinin se¢im gerekgeleri, avantajlari, dezavantajlari ve
model egitiminde kullanilan hiperparametre ayarlar detaylandirilmstir.

3.1. Calisma Alam ve Veri Seti

Caligsma alan1 olarak, Ege Bolgesi’nde yer alan ve karasal iklim 6zelliklerinin
baskin oldugu Kiitahya ili ve il¢eleri (Merkez, Gediz, Simav, Tavsanli) se¢ilmistir.
Bolge, kislar1 soguk ve yagisli, yazlari ise sicak ve kurak gecen karakteristik yapisiyla
sicaklik tahmin modellerinin test edilmesi i¢in ideal bir cografi ¢esitlilik sunmaktadir.

Analizlerde, Meteoroloji Genel Miudirligi (MGM)’den temin edilen, ilgili
istasyonlara ait 1973 - 2023 yillarim1 kapsayan 50 yillik giinliik veriler kullanilmistir.
Bu denli genis bir zaman araliginin (zaman serisi) se¢ilmesindeki temel amag, modelin
sadece kisa vadeli mevsimsel degisimleri degil, ayn1 zamanda yarim asirlik siiregteki
iklimsel trendleri ve uzun vadeli oriintiileri de 6grenebilmesini saglamaktir.

Veri seti icerisinde hedef degisken (target) olarak “Giinliik Ortalama Sicaklik
(°C)” kullanilirken; modelin performansini ve farkli girdi setlerine tepkisini dlgmek
amaciyla ti¢ farkli 6znitelik seti olusturulmustur:

1. Minimal Set: Sadece ge¢mis sicaklik verileri (minimum — maksimum
sicaklik).

2. Genisletilmis Set: Sicaklik ve mevsimsel dongii verileri (minimum —
maksimum sicaklik, ortalama nem, ortalama riizgar hiz1).

3. Tam Set (9 Ozellik): Sicaklik, nem, basing, riizgar hiz1 ve yonii gibi tiim
atmosferik parametreler (minimum — maksimum sicaklik, minimum — maksimum —
ortalama nem, ortalama — maksimum riizgar hizi ve yonii, ortalama basing).

3.2. Veri On isleme (Data Preprocessing)

Ham meteorolojik verilerin makine dgrenimi modellerine dogrudan verilmesi,
model performansini olumsuz etkileyebilecek giiriiltiiler ve dlgek farkliliklar
icerebilir. Bu nedenle, model egitimi 6ncesinde asagidaki 6n isleme adimlari
uygulanmistir:

1. Eksik Verilerin Giderilmesi: 50 yillik zaman serisi igerisinde, sensor
arizalar1 veya kayit hatalar1 nedeniyle olusan eksik (NaN) veriler tespit edilmistir.
Veri setinin zaman serisi siirekliligini bozmamak adina, eksik degerler bir 6nceki
ve bir sonraki giiniin ortalamasini baz alan “Lineer interpolasyon” yontemi ile
doldurulmustur.

2. Veri Normalizasyonu: Farkli birimlere sahip (basing ~900 hPa, sicaklik
~20°C) degiskenlerin model egitiminde baskinlik kurmasini engellemek amaciyla
Standartlastirma islemi uygulanmistir. Veri setindeki tiim parametreler, ortalamasi 0
ve standart sapmasi 1 olacak sekilde (Z-skor doniisiimii) yeniden 6l¢eklendirilmistir:

X—u
o
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Burada X orijinal degeri, @ ortalamay1 ve |5 standart sapmay1 ifade eder. Bu
islem, gradyan tabanli optimizasyon algoritmalarinin daha hizli ve kararl yakinsama
(convergence) saglamasina yardimci olur.

3. Zaman Penceresi (Sliding Window) Olusturma: Modelin gegmise doniik
hafizasini olusturmak i¢in 7 glinliik (N LAGS=7) bir gecikme penceresi kullanilmistir.
Veri seti, ge¢mis 7 giiniin verilerine bakarak 8. giinii tahmin edecek sekilde denetimli
6grenme formatina doniistiirilmiistiir.

4. Egitim ve Test Ayrimi: Veri setinin kronolojik siras1 bozulmadan; 2010 yilt
sonuna kadar olan veriler Egitim (Train), 2011-2018 arast Dogrulama (Validation)
ve 2019 sonras1 Test seti olarak ayrilmigtir. Veri sizintisini (data leakage) dnlemek
amaciyla egitim ve test setleri arasinda karigtirma (shuffle) yapilmamstir.

3.3. Yontem 1: Uzun Kisa Siireli Bellek (LSTM)

Calismanin ana yontemi olarak, Tekrarlayan Sinir Aglart’nin (RNN) 6zel bir
tiirevi olan LSTM mimarisi (Hochreiter ve Schmidhuber, 1997) tercih edilmistir.

Geleneksel RNN’ler, zaman serisi uzadikca (6rnegin 50 yillik veride)
gecmis bilgiyi unutma egilimi gosteren “kaybolan gradyan” (vanishing gradient)
probleminden muzdariptir. LSTM, bu sorunu ¢6zmek icin tasarlanmis, hiicre
durumu (cell state) ad1 verilen bir bilgi yoluna ve bu akisi kontrol eden kap1 (gate)
mekanizmalarina sahiptir.

LSTM hiicresinin yapist bilgiyi ne kadar tutacagini, ne kadarini unutacagini ve
ne kadarin1 bir sonraki adima aktaracagini belirleyen ii¢ temel kapidan olusur:

*  Unutma Kapis1 (Forget Gate): Gegmisten gelen bilginin ne kadarinin
gereksiz olduguna karar verir (Ornegin, gecen yilki olagandis1 bir firtinanin etkisi
artik gecersizse unutulur).

*  Giris Kapisi (Input Gate): Yeni gelen bilginin ne kadarinin hiicre
durumuna eklenecegini belirler.

*  Cikis Kapis1 (Output Gate): Hiicrenin o anki durumuna gore disariya (bir
sonraki katmana) hangi bilginin aktarilacagini hesaplar.

Matematiksel olarak, bir LSTM hiicresindeki unutma kapisi E su sekilde ifade
edilir:

fo = a(We [hgpx] + by)
Burada |5 sigmoid aktivasyon fonksiyonunu, ’Wf agirhk matrisini ve II;

sapma (bias) degerini temsil eder. Bu yapi, 50 yillik veri setindeki uzun vadeli
bagimliliklarin (6rnegin 10 yil 6nceki bir kuraklik dongiisiintin etkisi gibi) model
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tarafindan 6grenilmesine olanak tanir.
Avantaj ve Dezavantajlari:

e Avantajlari: Uzun vadeli bagimliliklart (long-term dependencies)
o6grenmede ¢ok basarilidir. Giiriiltiilii verilerde bile oriintiileri ayirt edebilir.

e Dezavantajlari: Parametre sayisinin fazlaligi nedeniyle egitim siiresi
uzundur ve islem giicli maliyeti yiiksektir.

3.4. Yontem 2: Dikkat Mekanizmah Cift Yonlii GRU (BiGRU + Attention)

Calisgmada LSTM modelinin performansini kiyaslamak ve model mimarisindeki
karmasikligin tahmin basarisina etkisini 6lgmek amaciyla, Cift Yonlii Gegitli
Tekrarlayan Birimler (Bidirectional Gated Recurrent Unit - BIGRU) ve Dikkat
(Attention) mekanizmasinin birlestirildigi hibrit bir yap1 kullanilmistir.

3.4.1. BiGRU (Bidirectional GRU): GRU, LSTM’in basitlestirilmis ve
optimize edilmis bir versiyonudur. LSTM’deki ti¢ kap1 yerine sadece “Giincelleme”
ve “Sifirlama” kapilari bulunur, bu da onu hesaplama agisindan daha verimli
kilar. “Cift Yonli” (Bidirectional) yapi ise veri setini iki kopya halinde isler: Biri
gecmisten gelecege (ileri yonlii), digeri gelecekten gegcmige (geri yonlii). Bu sayede
model, bir zaman adimi i¢in hem ge¢mis baglami hem de gelecek baglami bir arada
degerlendirebilir.

3.4.2. Dikkat (Attention) Mekanizmasi: Standart yinelemeli aglarda (RNN/
LSTM), tiim ge¢mis veriler sabit boyutlu bir vektore sikistirilir, bu da uzun serilerde
bilgi kaybina yol agar. Attention mekanizmasi, modele “zaman serisinin hangi kismina
odaklanmast ,(glgrektigini” ogretir. Matematiksel olarak, her bir zaman adimi igin bir

agirlik skoru [t hesaplanir.

*  Meteorolojik verilerde, tahmin edilen giinden 1 giin onceki sicaklik ¢ok
onemli olabilirken, 15 giin 6nceki veri daha az énemli olabilir. Ancak 15 giin dnce
baslayan bir soguk hava dalgasi varsa, Attention mekanizmasi o giiniin agirligim
artirarak modele “buraya dikkat et” sinyali gonderir.

3.5. Model Konfigiirasyonu ve Hiperparametreler

Modellerin egitimi sirasinda performansin maksimuma ¢ikarilmasi ve asiri
6grenmenin (overfitting) dnlenmesi igin ¢esitli hiperparametre optimizasyonlari
yapilmistir:

* Optimizasyon Algoritmasi: Stokastik gradyan iniginin geligsmis Dbir
versiyonu olan Adam (Adaptive Moment Estimation) kullanilmistir (Zhang ve
107

Liu, 2024). Baslangi¢ dgrenme orani (learning rate) olarak belirlenmis,
egitim boyunca hata oranmin (loss) diigmedigi durumlarda ReduceLROnPlateau
mekanizmasi ile bu oran dinamik olarak azaltilmistir.



80 * Yasemin Bozkurt & Soydan Serttas & Cigdem Bakir

+ Kayip Fonksiyonu (Loss Function): Calisma bir regresyon problemi
oldugundan, modelin tahmin hatasini minimize etmek i¢in Ortalama Kare Hata
(MSE) fonksiyonu tercih edilmistir.

* Regularizasyon (Dropout): Derin sinir aglarmin egitim verisini
ezberlemesini 6nlemek amaciyla, LSTM ve BiGRU katmanlarindan sonra Dropout
(Seyreltme) katmanlari eklenmistir. Egitim sirasinda néronlarin %20si (0.2) rastgele
devre dis1 birakilarak modelin genelleme yetenegi artirilmistir.

¢ Erken Durdurma (Early Stopping): Modelin asir1 6grenmeye (overfitting)
baglamasini engellemek i¢in, dogrulama (validation) hatasi belirli bir siire (patience=8
epoch) boyunca iyilesmediginde egitim otomatik olarak sonlandirilmis ve en iyi
agirliklar geri yliklenmistir.

3.6. Performans Degerlendirme Kriterleri

Geligtirilen modellerin (LSTM ve BiGRU+Attention) tahmin basarilari,
literatiirde yaygin olarak kabul goren ve hata paylarimi sayisal olarak ifade eden ii¢
temel istatistiksel metrik iizerinden karsilastirilmistir:

1. Kok Ortalama Kare Hata (Root Mean Squared Error - RMSE): Hatalarin
karesinin ortalamasinin karekokiidiir. Bilyilik hatalar1 daha fazla cezalandirdigr igin
modelin giivenilirligini 6lgmede etkilidir.

MSE = (%)zn: ¥, - ¥,)°

2. Ortalama Mutlak Hata (Mean Absolute Error - MAE): Tahmin edilen
degerler ile gergek degerler arasindaki farklarin mutlak ortalamasini verir.

n

1 .

ag = ()3 -1,
i=1

3. Belirlilik Katsayis1 ( ,RTZ Score): Modelin, verideki toplam varyansin
ne kadarini agiklayabildigini gosterir. 1’e yaklagmasi modelin basarisinin yiiksek
oldugunu ifade eder.

4. BULGULAR

Bu ¢alismada, Kiitahya ili ve ilgelerinde (Merkez, Gediz, Simav, Tavsanli) yer
alan meteoroloji istasyonlarindan temin edilen 50 yillik uzun dénemli veri setleri
kullanilarak egitilen LSTM ve BiGRU-+Attention modellerinin performanslar
kapsamli bir sekilde analiz edilmistir. Elde edilen bulgular; girdi veri setinin
zenginligi, model mimarilerinin karsilastirmali basarist ve zamansal tahmin tutarlilig
olmak {izere ii¢ ana eksende degerlendirilmis ve gorsellestirilmistir.

4.1. Girdi Oznitelik Sayisinin Hata Oranlarina Etkisi

Model basarisini belirleyen en kritik parametrelerden birinin, modele sunulan
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atmosferik degisken ¢esitliligi oldugu gortilmistiir. Bu etkiyi 6l¢mek adina modeller;
Minimal (2 6zellik), Genisletilmis (4 6zellik) ve Tam Set (9 6zellik) olmak tizere
hiyerarsik olarak zenginlesen ii¢ farkli veri setiyle test edilmistir.

Sekil 1’de Gediz istasyonu 6zelinde, 6znitelik sayis1 arttikga RMSE degerindeki
diistis egilimi sunulmustur. Grafikte goriildiigii iizere, sadece sicaklik verilerinin
kullanildig1 (Minimal) senaryoda hata payi 1.98°C seviyesindeyken; nem, basing
ve riizgar parametrelerinin dahil edildigi (Tam Set) senaryoda bu deger 1.81°C
seviyesine gerilemistir. Yaklasik %8.5 oranindaki bu iyilesme, sicaklik tahmininin
sadece otoregresif (ge¢mis sicaklia bagli) bir siire¢ olmadigmi, ¢ok degiskenli
(multivariate) veri yapisinin modelin 6grenme kapasitesini belirgin sekilde artirdigini
kanitlamaktadir.

Girdi Ozellik Sayisinin Hata (RMSE) Uzerindeki Etkisi (Gediz Istasyonu)
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Kullanilan Veri Seti

Sekil 1: Gediz istasyonunda girdi 6znitelik sayisinin
artigina bagli olarak hata (RMSE) oranindaki diisiis egilimi.

4.2. istasyon Bazli Model Performans Karsilastirmasi

Calisma kapsaminda incelenen iki farkli derin 6grenme mimarisinin (LSTM ve
BiGRU+Attention) basarilari, 9 6zellikli tam veri seti kullanilarak tiim istasyonlar
bazinda kiyaslanmistir. %kil 2’de sunulan siitun grafigi, istasyonlara gére modellerin

Belirlilik Katsayilarini (I 2) gostermektedir.

Analiz sonuglar1 incelendiginde; literatiirdeki “daha karmagik model her zaman
daha iyidir” algisinin aksine, standart LSTM modelinin, daha karmasik bir yapiya
sahip olan BiGRU+Attention modeline kiyasla tiim istasyonlarda ya esdeger ya da
marjinal farklarla daha yiiksek performans sergiledigi goriilmektedir.

+  Ogzellikle Gediz istasyonunda LSTM modeli 0.954 IITZ skoruna ulasarak
¢alismanin en yiiksek tahmin basarisini elde etmistir.
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» Kiitahya Merkez istasyonunda ise LSTM (0.948), BiGRU modelini (0.946)
geride birakmustir.

Bu sonug, 50 yillik giinliik ortalama veriler iizerinde calisildiginda, LSTM
hiicresinin uzun vadeli bagimliliklar1 yakalama kapasitesinin yeterli oldugunu ve
asir1 karmagik mimarilerin (Attention mekanizmasi gibi) bu veri tipinde belirgin bir
“kazang” (gain) saglamadigimi gostermektedir.

0960 Istasyonlara Gore Model Performans Karsilagtirmasi (9 Ozellikli Set)

Model Mimarisi
mmm BiGRU+Att

= LSTM

0955
Kiitahya Simav Tavsanh
Istasyon lar

0.952

Sekil 2: Farkli istasyonlarda LSTM ve BiGRU+Attention modellerinin R,
performans karsilastirmast.

0.950
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4.3. Tahmin Tutarhhgi ve Zaman Serisi Analizi

Egitilen modelin gergek hayat senaryosundaki basarisini ve verideki varyansi
takip yetenegini gézlemlemek amaciyla, Kiitahya Merkez istasyonuna ait test verileri
ile LSTM modelinin iirettigi tahminler zaman ekseninde ¢akigtirilmistir (Sekil 3).

Grafikteki siyah siirekli ¢izgi Meteoroloji Genel Miidiirliigii’'nden (MGM) alinan
gbzlem degerlerini, kirmizi kesikli ¢izgi ise modelin tahminlerini temsil etmektedir.
Gorsel analiz sunlar ortaya koymaktadir:

1. Trend Takibi: Model, mevsimsel gecisleri ve genel sicaklik trendlerini
kusursuz bir uyumla takip etmektedir.

2. Ani Degisimler: Kis aylarinda goriilen ani sicaklik disiisleri ve yaz
aylarindaki pik degerler, model tarafindan yiiksek hassasiyetle yakalanmisgtir.

3. Uyum: Tahmin egrisinin gercek verilerle biiyiik oranda ortiismesi 'ITZ >0.94,
modelin sadece ezberleme yapmadigini, atmosferik fizigin dinamiklerini basarili bir
sekilde genellestirdigini dogrulamaktadir.
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Kiitahya Istasyonu: Gergek vs Tahmin Edilen Sicaklik (Test Verisi Kesiti)

N — Gergek Sicaklik (MGM)
h — = LSTM Tahmini

Sicaklik (°C)

Ginler (Zaman Adimlari)

Sekil 3: Kiitahya istasyonu test periyodunda gerceklesen sicaklik degerleri ile
LSTM model tahminlerinin zamansal uyumu.

5. TARTISMA VE SONUC

Bu calismada, i¢ Ege Bolgesi’nin karakteristik karasal iklim 6zelliklerini yansitan
Kiitahya ili ve ilgelerine ait, 1973-2023 yillarini kapsayan yarim asirlik meteorolojik
veri seti lizerinde ¢alisilmistir.

Calismanin temel amaci, meteorolojik tahminlerde giderek yayginlasan derin
6grenme mimarilerinin (LSTM ve BiGRU+Attention) performansini; veri zenginligi,
model karmasikligi ve bolgesel uygulanabilirlik ekseninde deneysel olarak test
etmektir. Elde edilen ampirik bulgular literatiir 1s1ginda degerlendirildiginde, dort
temel ¢ikarim 6ne ¢ikmaktadir.

5.1. Cok Degiskenli Veri Yapisinin Tahmin Giiciine Etkisi

Caligmanin en belirgin bulgusu, sicaklik tahmininin sadece tarihsel sicaklik
verilerine dayali otoregresif bir siire¢ olarak modellenmesinin yetersiz kaldigidir.
Sadece ge¢mis sicaklik verilerinin kullanildigi (Minimal Set) senaryoya kiyasla;
basing, nem ve riizgar verilerinin modele dahil edildigi (Tam Set) senaryoda hata
oranlarinda (RMSE) %10’a varan bir iyilesme kaydedilmistir.

Bu durum, atmosferik fizigin dogasiyla ortiismektedir; zira basing degisimleri ve
rlizgar hareketleri, sicaklik degisimlerinin onciil habercileridir. Bu sonug, literatiirde
Shaiba ve ark. (2022) tarafindan vurgulanan “¢ok parametreli veri setlerinin,
yapay sinir aglarmin atmosferdeki gizli orlintiileri (latent patterns) O0grenmesini

kolaylagtirdig1” tezini Kiitahya 6rnegi iizerinden dogrulamaktadir.

5.2. Model Karmasikhig ve “Parsimoni” (Sadelik) ilkesi

Teorik olarak, Dikkat (Attention) mekanizmasinin zaman serisindeki uzun vadeli

- 83
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bagimliliklart daha iyi yakalamasi ve modele ekstra bir performans katmasi beklenir. Ancak
bu calismada, daha sade bir mimariye sahip olan LSTM, karmagik BiGRU+Attention
modeline kiyasla ya esdeger ya da daha yiiksek basar1[R2 ~ 0.95 gdstermistir.

Bu “beklenmedik” durumun temel nedeni, kullanilan verinin giinliik ortalama
olmastyla agiklanabilir. Dikkat mekanizmalar1 genellikle yiiksek frekansli (saatlik/
dakikalik) verilerdeki ani dalgalanmalari yakalamada fark yaratirken, gilinliik
verilerdeki gorece daha yumusak (smooth) gecislerde standart LSTM hiicresinin
“unutma kapis1” (forget gate) yeterli performansi saglamaktadir. Bu bulgu, bilimsel
modellemede gegerli olan Parsimoni Ilkesi geregi; hesaplama maliyeti daha diisiik
olan LSTM modelinin, bu tiir problemler i¢cin daha verimli ve tercih edilebilir bir
¢6ziim oldugunu ortaya koymaktadir.

5.3. Bolgesel Uygulanabilirlik ve Karar Destek Potansiyeli

Gelistirilen modellerin Kiitahya, Gediz, Simav ve Tavsanli gibi farkli mikro-klima
Ozelliklerine sahip istasyonlarda tutarli bir sekilde yiliksek performans gostermesi,
onerilen yaklagimin genellenebilirligini kanitlamaktadir. Ozellikle kis aylarindaki ani
sicaklik diisiislerinin model tarafindan basariyla tahmin edilmesi, bu sistemin pratik
uygulamalardaki degerini artirmaktadir.

* Tarmm Sektorii: Kiitahya gibi don olaylarinin sik yasandigi bolgelerde,
iireticilere erken uyari sistemi olarak hizmet edebilir.

* Enerji Yonetimi: Dogalgaz ve elektrik tiiketiminin sicaklikla dogrudan
iliskili oldugu g6z oniine alindiginda, modelin sagladig: yiiksek dogruluklu tahminler,
enerji dagitim sirketlerinin talep planlamasinda stratejik bir arag olarak kullanilabilir.

5.4. Kisitlar ve Gelecek Calismalar i¢in Oneriler

Bu calisma, yer istasyonlarindan alman nokta verilerle sinirhdir. Istasyon
sayisinin az oldugu kirsal alanlarda modelin temsil yetenegi diisebilir. Gelecek
calismalarda;

1. Veri Kaynag Cesitliligi: Yer istasyonu verilerinin, uydu goriintiileri ve
uzaktan algilama verileriyle desteklendigi hibrit veri setlerinin kullanilmast,

2. Model Mimarisi: Zamansal verileri isleyen LSTM ile mekansal verileri
isleyen Evrisimli Sinir Aglari’nin (CNN) birlestirildigi ConvLSTM mimarilerinin test
edilmesi,

3. Aciklanabilir Yapay Zeka (XAI): Modelin hangi giinlerde hangi
parametreye (6rn. neme mi riizgara mi1?) daha fazla odaklandigini anlamak igin SHAP
(SHapley Additive exPlanations) analizlerinin (Antonini ve ark., 2024) yapilmasi
Onerilmektedir.

Sonug olarak; 50 yillik uzun soluklu veri seti iizerinde egitilen bu ¢alisma, Derin
Ogrenme tabanli yaklagimlarin meteorolojik tahminlerde klasik yontemlere giiglii
bir alternatif oldugunu ve Kiitahya 6zelinde LSTM mimarisinin yiiksek dogruluk,
diisiik hesaplama maliyeti ve kararlilik agisindan en uygun model oldugunu bilimsel
verilerle ortaya koymustur.
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GIRIS

Otomatik modiilasyon siniflandirma (Automatic Modulation Classificati-
on — AMC), kablosuz haberlesme sistemlerinde alic1 tarafin, iletilen sinyalin
modiilasyon tiirlinii 6n bilgiye ihtiya¢ duymadan dogru ve hizli bi¢imde belir-
lemesini amaglayan kritik bir sinyal igsleme problemidir. AMC; bilissel radyo,
spektrum paylasimi, adaptif modiilasyon, askeri haberlesme ve 5G/6G sis-

temleri gibi alanlarda spektrum verimliligi ve sistem giivenilirligini dogrudan
etkileyen temel bir bilesen olarak one ¢ikmaktadir.

Geleneksel AMC yaklasimlari genel olarak olasiliksal (likelihood-based)
ve O0zellik tabanli (feature-based) yontemler olarak iki ana grupta ele alinmak-
tadir. Olasiliksal yontemler, yiiksek siniflandirma dogrulugu sunmalarina kar-
sin, kanal istatistiklerine dair ayrintili 6n bilgi gereksinimi ve yiiksek hesapla-
ma karmasikliklar1 nedeniyle pratik uygulamalarda sinirli kalmaktadir. Buna
karsilik, 6zellik tabanli yontemler; anlik genlik, faz, frekans, yiiksek mertebe-
den istatistikler (HOS), siklostasyoner 6zellikler ve zaman-frekans temsilleri
gibi sinyal karakteristiklerinden faydalanarak daha diisiik hesaplama maliye-
tiyle uygulanabilmektedir. Ancak bu yontemlerin performansi biiyiik olgiide
Ozellik secimi ve parametre ayarlamasinin etkinligine baglidir.

Bu noktada, sezgisel ve evrimsel optimizasyon algoritmalari, AMC sis-
temlerinde hem 6zellik se¢imi hem de siniflandirict parametre optimizasyonu
amactyla yaygim olarak kullanilmaya baslanmistir. Ozellikle Pargacik Siirii
Optimizasyonu (Particle Swarm Optimization — PSO), basit yapisi, hizli ya-
kinsama 6zelligi ve az sayida kontrol parametresi gerektirmesi nedeniyle dik-
kat gekmektedir. PSO, siirii zekasina dayali bir optimizasyon algoritmasi olup,
¢Oziim uzayinda en iyi kiiresel ve yerel ¢oziimlere yonelerek optimal paramet-
re setlerinin belirlenmesini saglamaktadir.

Literatiirde PSO, AMC problemlerinde ¢ogunlukla 6zellik altkiimesi se-
¢imi, esik degerlerinin belirlenmesi, SVM, k-en yakin komsu (k-NN) ve ya-
pay sinir aglar1 gibi siniflandiricilarin hiperparametrelerinin optimize edilmesi
amacityla kullanilmistir. PSO tabanh 6zellik se¢imi yaklagimlarinin, 6zellikle
diisiitk SNR kosullarinda siniflandirma dogrulugunu artirdig1 ve gereksiz 6zel-
likleri elimine ederek sistem karmasikligini azalttig1 rapor edilmistir. Bununla
birlikte, PSO’nun klasik yontemlere kiyasla daha kararli bir performans sun-
dugu ve yerel minimumlara takilma riskinin gorece diisiik oldugu vurgulan-
maktadir.

Son yillarda, derin 6grenme tabanli AMC yaklasimlarinin yayginlagsma-
styla birlikte, PSO’nun bu mimarilerle hibrit big¢imde kullanildig: ¢alismalar
da artis gostermistir. Ozellikle CNN ve CNN-LSTM tabanli aglarda; 6grenme
orani, katman sayisi, filtre boyutlar1 ve diigiim sayilart gibi kritik hiperpara-
metrelerin PSO ile optimize edilmesi, siniflandirma dogrulugu ve genelleme
kabiliyeti agisindan 6nemli kazanimlar saglamaktadir. Bu hibrit yaklagimlar,
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veri giidiimlii derin 6grenme modellerinin esnekligi ile PSO’nun kiiresel op-
timizasyon yetenegini birlestirerek daha dayanikli AMC sistemlerinin gelisti-
rilmesine olanak tanimaktadir.

Buna ragmen, literatiirdeki mevcut ¢aligmalarin 6nemli bir boliimii sabit
kanal kosullar1, sinirlt modiilasyon tiirleri veya offline senaryolar ile kisithdir.
Ayrica, PSO tabanli AMC yaklasimlarinin gergek zamanli haberlesme sistem-
lerinde hesaplama maliyeti, 6l¢eklenebilirlik ve 5G/6G senaryolarindaki per-
formanst halen acik arastirma konulari arasinda yer almaktadir. Bu baglamda,
spektrum verimliligi, diisiik gecikme ve dinamik kanal kosullarini dikkate
alan PSO destekli hibrit AMC yaklasimlarinin gelistirilmesi, literatiire 6zgiin
ve glincel bir katki sunma potansiyeline sahiptir.

Modiilasyon siniflandirmasi 6zellikle dinamik ve verimli spektrum kul-
laniminin gerekli oldugu biligsel radyo aglar1 gibi senaryolarda modern ha-
berlesme sistemlerinde kritik bir rol oynamaktadir. Geleneksel yaklagimlar
sabit modiilasyon semalarina dayanirken, derin 6grenme tabanli yontemler,
ozellikle evrisimsel sinir aglari (CNN), karmasik sinyallerin siniflandirilma-
sinda 6nemli basarilar gostermistir ((Liu, Yang, & Gamal, 2017), (Rajesh, Ge-
etha, Sudarson, & Ramesh, 2023), (Qolomany, Maabreh, Al-Fugaha, Gupta,
& Benhaddou, 2017). Bununla birlikte, derin 6grenme modelleri genellikle
biiyiik veri kiimelerine ve uzun egitim siirelerine ihtiya¢ duymakta olup, hi-
perparametre optimizasyonu istiin performans elde edilmesinde belirleyici
bir faktor haline gelmektedir.

Genetik Algoritmalar (GA) ve Parcacik Siirii Optimizasyonu (PSO)
gibi akilli optimizasyon teknikleri bu amacla yaygin olarak kullanilmakta-
dir (Wang, Sun, Xue, & Zhang, 2018). Ozellikle PSO, egitim siirecinde mo-
del parametrelerinin ayarlanmasinda etkinligini kanitlamis ve smniflandirma
dogrulugunun artirilmasina katki saglamistir (Guo, Peng, Li, Crisp, & Penty,
2023). Giincel ¢aligmalar, optimizasyon algoritmalarinin derin 6grenme ile
biitiinlestirilmesinin yalnizca egitim siiresini hizlandirmakla kalmayip, ayni
zamanda uyarlamali modiilasyon siniflandirmasi i¢in geleneksel yontemlere
kiyasla daha dayanikli ¢oziimler sundugunu gostermektedir (Almseidin et al.,
2025), (Elkhatib et al., 2024).

Derin 6grenme tabanli otomatik modiilasyon siniflandirma (AMC) yak-
lagimlari, 6zellikle ham 1/Q 6rneklerinin dogrudan kullanimi sayesinde, ma-
nuel 6zellik ¢ikarimi gereksinimini ortadan kaldirarak geleneksel yontemlere
kiyasla 6nemli performans kazanimlar1 saglamistir. Bu baglamda, Evrisimsel
Sinir Aglar1 (CNN), sinyalin zaman ve genlik uzayindaki yerel oriintiilerini
etkili bicimde 6grenirken; Uzun Kisa Siireli Bellek (LSTM) aglari, zaman-
sal bagimliliklarin ve sirali yapinin modellenmesinde 6ne ¢ikmaktadir. CNN
ve LSTM nin birlikte kullanildig1 hibrit mimariler, 6zellikle degisken kanal
kosullarinda ve diisitk SNR senaryolarinda daha kararli siniflandirma perfor-
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mansi1 sunmaktadir.

Bununla birlikte, CNN/LSTM tabanli AMC sistemlerinin bagarimi biiyiik
6l¢lide hiperparametre se¢imine baglidir. Filtre sayilari, ¢cekirdek boyutlari, kat-
veya deneme-yanilma yoluyla belirlenmesi, hem zaman maliyetini artirmakta
hem de kiiresel optimumdan uzak ¢oziimlere yol acabilmektedir. Bu noktada,
Parcacik Siirti Optimizasyonu (PSO), derin 6grenme mimarilerinin hiperpara-
metre optimizasyonunda etkili ve hesaplama agisindan gorece diisiik maliyetli
bir ¢ozlim olarak literatiirde giderek daha fazla yer bulmaktadir.

PSO destekli CNN tabanli AMC ¢alismalarinda, PSO algoritmasi ¢o-
gunlukla konvoliisyon katmanlarindaki filtre sayilari, ¢ekirdek boyutlar1 ve
tam bagli katman ndron sayilariin optimize edilmesinde kullanilmistir. Elde
edilen bulgular, PSO ile optimize edilen CNN mimarilerinin, sabit paramet-
reli CNN modellerine kiyasla 6zellikle orta ve diisiik SNR bolgelerinde daha
yiiksek siniflandirma dogrulugu sundugunu gostermektedir. Ayrica, PSO’nun
model karmasikligini kontrol altina alarak asir1 6grenme (overfitting) riskini
azalttig1 rapor edilmistir.

CNN-LSTM tabanli hibrit mimarilerde ise PSO, hem uzamsal (CNN)
hem de zamansal (LSTM) bilesenlerin es zamanli optimizasyonuna olanak ta-
nimaktadir. Literatiirde, PSO ile optimize edilmis CNN-LSTM modellerinin;
yiiksek mertebeden QAM, PSK ve FSK modiilasyonlar1 gibi birbirine yakin
karar sinirlarina sahip sinyallerin ayriminda daha basarili oldugu gosterilmis-
tir. Ozellikle zamanla degisen kanal kosullarinda, LSTM katmanlarinin PSO
ile ayarlanan hiicre sayis1 ve 6grenme parametreleri sayesinde daha etkin bir
bellek mekanizmasi sundugu belirtilmektedir.

Son yillarda, PSO + CNN/LSTM tabanli AMC yaklasimlari biligsel radyo
ve 5G/6G senaryolarina uyarlanmaya baglanmistir. Bu ¢calismalarda PSO, yal-
nizca siniflandirma dogrulugunu artirmakla kalmayip, ayni zamanda spektrum
verimliligi, enerji tiikketimi ve hesaplama gecikmesi gibi sistem seviyesindeki
performans olg¢iitlerini de optimize etmek {izere ¢ok amagl bir ¢ercevede ele
alinmaktadir. Ozellikle ¢evrim ici (online) veya yari-gercek zamanli uygula-
malarda, PSO’nun hizli yakinsama 6zelligi 6nemli bir avantaj saglamaktadir.

Bununla birlikte, mevcut literatiirdeki PSO destekli derin 6grenme taban-
It AMC c¢alismalarinin bilyiik bir boliimii offline egitim, smirl veri setleri ve
idealize edilmis kanal modelleri ile kisithdir. Gergek zamanli haberlesme sis-
temlerinde PSO’nun hesaplama yiiki, biiyiik 6lgekli CNN-LSTM mimarile-
riyle birlikte ele alindiginda halen acik bir arastirma problemi olarak varligimni
stirdiirmektedir. Bu nedenle, hafifletilmis (lightweight) CNN-LSTM mima-
rileri, adaptif PSO stratejileri ve 5G/6G’ye 6zgii dinamik kanal modelleri ile
biitiinlesik ¢ozlimler, literatiirde 6nemli bir boslugu doldurma potansiyeline
sahiptir.
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Besinci nesil (5G) ve otesi kablosuz haberlesme sistemleri; yiiksek veri
hiz, diisiik gecikme, enerji verimliligi ve yogun spektrum kullanimi gibi ge-
lisen gereksinimleri ayni1 anda karsilamak zorundadir. Bu baglamda, bilissel
radyo (Cognitive Radio — CR) mimarileri, spektrumun dinamik ve verimli
kullantmint miimkiin kilarak spektrum kitlig1 problemine etkili bir ¢dzim
sunmaktadir. Biligsel radyo sistemlerinin temel bilesenlerinden biri olan oto-
matik modiilasyon smiflandirma (AMC), ikincil kullanicilarin ortami dogru
algilayarak spektrum erisim kararlarini giivenilir bigimde verebilmesi ag¢isin-
dan kritik 6neme sahiptir.

5G ve bilisgsel radyo senaryolarinda AMC, yalnizca siiflandirma dogru-
lugu acisindan degil; ayn1 zamanda spektrum verimliligini maksimize etme,
yanlig spektrum algilamay1 minimize etme ve adaptif modiilasyon—kodlama
mekanizmalarint destekleme agisindan degerlendirilmektedir. Ancak coklu
servis tiirleri, heterojen modiilasyon semalar1 ve zamanla degisen kanal ko-
sullar1, geleneksel kural tabanli veya sabit parametreli AMC yaklasimlarinin
performansint sinirlamaktadir. Bu nedenle, 6grenme tabanli ve adaptif yon-
temler, 5G uyumlu AMC tasarimlarinda 6n plana ¢ikmaktadir.

Derin 6grenme tabanli CNN ve CNN-LSTM mimarileri, ham I/Q sinyal
orneklerinden otomatik olarak ayirt edici 6zellikler 6grenebilme yetenekle-
ri sayesinde, 5G ve biligsel radyo ortamlarinda spektrum algilama dogrulu-
gunu onemli Ol¢lide artirmigti. CNN katmanlari, ¢ok tastyicili ve karmagik
modiilasyon yapilarinin uzamsal/zamansal Oriintiilerini yakalarken; LSTM
katmanlari, kanal belirsizlikleri ve zamansal korelasyonlarin etkin bigimde
modellenmesine olanak tanimaktadir. Bu durum, 6zellikle diisitk SNR ve yo-
gun spektrum paylasimi senaryolarinda daha kararli AMC performans elde
edilmesini saglamaktadir.

Bununla birlikte, 5G ve bilissel radyo uygulamalarinda derin 6grenme ta-
banlit AMC sistemlerinin basarimi biiyiik 6l¢tide model hiper parametrelerinin
ve mimari karmasikligin dogru belirlenmesine baglidir. Asir1 karmagik model-
ler, spektrum verimliligini dolayli olarak diisiiren hesaplama gecikmeleri ve
enerji tiiketimi gibi olumsuz etkilere yol agabilmektedir. Bu noktada, Parcacik
Siirti Optimizasyonu (PSO), CNN/LSTM tabanlt AMC modellerinin hem si-
niflandirma performansin1 hem de sistem seviyesindeki verimlilik 6lgiitlerini
dengeleyen etkili bir optimizasyon arac1 olarak literatiirde 6ne ¢ikmaktadir.

PSO destekli CNN/LSTM yaklagimlari, 5G ve biligsel radyo baglaminda
genellikle ¢ok amacli optimizasyon perspektifiyle ele alinmaktadir. Bu ¢alig-
malarda PSO; smiflandirma dogrulugunu maksimize ederken, ayni zaman-
da model karmasikligini, hesaplama yiikiinii ve karar gecikmesini minimize
etmeyi hedeflemektedir. Boylece, spektrum erisim kararlarinin daha hizli ve
giivenilir bicimde alinmasi saglanarak spektrum verimliliginde dogrudan artis
elde edilmektedir. Literatiirde, PSO ile optimize edilmis CNN-LSTM tabanl
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AMC modellerinin, sabit parametreli derin 6grenme yaklagimlarina kiyasla
biligsel radyo ortamlarinda daha yiiksek spektrum kullanim orani sundugu ra-
por edilmistir.

Sonug olarak, 5G ve biligsel radyo sistemlerinde spektrum verimliligi
odaklit AMC tasarimi, PSO destekli CNN/LSTM mimarilerinin entegrasyo-
nu ile 6nemli bir arastirma alani haline gelmistir. Ancak mevcut ¢alismalarin
bliytik bir bolimi halen offline egitim, idealize kanal varsayimlari ve sinir-
It modiilasyon setleri ile kisithidir. Gergek zamanli 5G senaryolarina uygun,
adaptif PSO stratejileri ile hafifletilmis CNN-LSTM mimarilerinin birlikte ele
alindig1 ¢coziimler, literatiirde acik bir bosluk olusturmaktadir ve 6zgiin katki
potansiyeli tasimaktadir. Bu calisma, modiilasyon siniflandirma problemini
¢ozmek amaciyla derin 6grenme ve PSO entegrasyonuna odaklanmaktadir.
Elde edilen sonuglar, PSO tabanli hiperparametre optimizasyonunun dogruluk
ve verimlilik agisindan 6nemli kazanimlar sagladigini ve 5G ile 6G gibi gelis-
mis haberlesme sistemleri i¢in umut vadettigini ortaya koymaktadir.

MATERYAL VE YONTEM

Caligmada, farkli kanal kosullar1 altinda sayisal olarak modiile edilmis
sinyallerin I/Q bilesenlerinden olusan sentetik bir veri kiimesi kullanilmistir.
Veri kiimesi, 0 dB ile 30 dB arasinda 5 dB adimlarla degisen SNR seviye-
lerinde ¢esitli modiilasyon tiirlerini kapsamaktadir. Her bir SNR degeri i¢in
istatistiksel glivenilirligi saglamak amaciyla 10.000 rastgele OFDM sembolii
iretilmistir. I/Q sinyalleri, CNN tabanli 6znitelik ¢ikarimina uygun olacak se-
kilde iki boyutlu tensorler (2 x1000 x 1) halinde diizenlenmistir (Wang, Sun,
Xue, & Zhang, 2018).

Derin Ogrenme Model Mimarisi

CNN tabanli model, hiyerarsik 6znitelik ¢ikarimi ve siniflandirma yapi-
sint izlemektedir (Rajesh et al., 2023). Giris katmaninda normalize edilmis
I/Q ornekleri yer almakta, bunu sirasiyla 1x5 ve 1x3 ¢ekirdek boyutlarina
sahip, 16 ve 32 filtre igeren iki evrisim katmani izlemektedir. Her evrigim
katmanindan sonra, 6znitelik boyutunu azaltmak ve ayirt edici 6zellikleri ko-
rumak amaciyla maksimum havuzlama uygulanmistir. 128 néronlu tam bag-
lantili katman, yiiksek seviyeli 6zniteliklerin soyutlanmasini saglamakta; ¢ikis
katmaninda ise bes farkli modiilasyon simifi i¢in olasiliklari iireten softmax
smiflandiric1 yer almaktadir. Temel modelde kayip fonksiyonu olarak katego-
rik ¢apraz entropi ve optimizasyon i¢in Adam algoritmasi kullanilmistir. Bu
hiperparametreler daha sonra PSO ile optimize edilmistir.

Tablo 1. AWGN ve Rayleigh kanallar1 altinda CSK-OFDM i¢in BER—
SNR sonuglarinin elde edilmesinde kullanilan sistem diizeyi yapilandirma
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Parametre Deger
FFT boyutu / Aktif alt tastyici sayis1 128 / 128
Cevrimsel 6nek (CP) uzunlugu 16 6rnek
Modiilasyon mertebeleri (CSK) M=4,8,16
SNR araligi / adim degeri 0-50dB/5dB
Cerceve sayist (optimizasyon / nihai) 200 / 5000
Kanal modelleri AWGN, tek dokunuslu (1-tap) Rayleigh
Esitleme Tek dokunuslu (mitkemmel CSI varsayimiyla)
Simiilator MATLAB R2024b, Monte Carlo

PSO, 6grenme orani, momentum, mini-batch boyutu ve gizli birim sayi-
s1 gibi temel hiperparametreleri ayarlamak icin uygulanmistir. Siirideki her
parcacik, siniflandirma dogrulugunu maksimize etmeyi hedefleyen bir aday
coziimii temsil etmekte ve yerel ile kiiresel en iyi konumlara gore yineleme-
li olarak gilincellenmektedir . 20 pargaciktan olusan siirii, dogrulama kiimesi
iizerindeki dogrulugu uygunluk fonksiyonu olarak kullanmis ve her ¢calismada
30 iterasyon gerceklestirilmistir. Kapsamli arama yontemleriyle karsilastiril-
diginda, PSO daha diisiik hesaplama maliyetiyle daha yiiksek dogruluk elde
edilmesini saglamistir.

Benzetim Ortam

PSK-OFDM sistemi i¢in M = 2, 4, 8 ve 16 modiilasyon mertebelerinde
Monte Carlo benzetimleri gerceklestirilmistir. OFDM g¢ercevesinde 64 noktali
IFFT/FFT yapisi kullanilmig ve 52 aktif alt tasiyici tizerinden her iterasyonda
10.000 sembol tiretilmistir. Parcacik Siirii Optimizasyonu (PSO) algoritmasi,
20 parcacik ve 30 iterasyon ile yapilandirilmis olup, karar esiklerinin belirli
bir aralik icerisinde adaptif olarak optimize edilmesi hedeflenmistir. Her bir
SNR degeri i¢in karar esikleri, bit hata oranin1 (BER) minimize edecek sekil-
de iteratif olarak giincellenmistir.

Sinyaller, AWGN ve Rayleigh soniimlii kanal modelleri altinda iletilmis;
alic1 tarafinda FFT/IFFT islemleri uygulanarak demodiilasyon ger¢eklestiril-
mis ve BER performansi hesaplanmistir. Elde edilen sonuglar (Sekil 1), PSO
tabanli adaptif esikleme yaklasiminin, 6zellikle diisiik SNR bolgelerinde,
geleneksel yontemlere kiyasla belirgin bicimde daha diisiik BER sagladigini
dogrulamaktadir. 30 dB SNR seviyesinde elde edilen sonuglar, PSO destekli
siniflandirmanin spektrum verimliligini artirdigini ve dinamik kanal kosullar1
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altinda sistem kararliligini iyilestirdigini gostermektedir.

Tablo 2°de gosterildigi tizere, PSO algoritmasi 30 parcacik ve 50 iterasyon
ile calistirilmis; atalet katsayist w = 0.7 ve ivmelenme katsayilari ci =c2= 1.5
olarak secilmistir. Bu parametreler, kesif—somiirii (exploration—exploitation)
dengesi acisindan kararli bir optimizasyon siireci saglamaktadir. Karar sevi-
yeleri, [-2, 2] araliginda aranmis ve farkli modiilasyon mertebeleri arasinda
sembol enerjisinin sabit kalmasi amaciyla giic normalizasyonu uygulanmig-
tir. Uygunluk (fitness) fonksiyonu olarak, 35 dB SNR seviyesinde hesapla-
nan dogrulama BER degeri kullanilmistir. Bu SNR seviyesi, karar esiklerinin
sekillendirilmesi agisindan orta—yiiksek SNR bolgesini temsil etmekte olup,
deneysel olarak daha hizli yakinsama ve giiclii genelleme performansi sagla-
dig1 gbzlemlenmistir. Ayrica, dejenere konstelasyonlarin olusmasini 6nlemek
amaciyla, karar seviyelerinin birbirinden farkli olmasini zorunlu kilan kisitlar
optimizasyon siirecine dahil edilmistir.

PSO-Optimized CSK+OFDM — AWGN Channel

=]

10 e gl e
".ﬁ"n
ol
-1
10 :
. A-,_
1
\ Sl
i A
1072 [
o \
TH] i
m \
103 F b
L
]
|1
V
10k &
—8—4-CSK (PSO) i
= B =8-CSK (PSO) 5
okl 16-CSK (PSO)
10_5 | | i i | | | i i ]
0 5 10 15 20 25 30 35 40 45 50

SNR (dB)

Sekil.1: M-CSK modiilasyonu igcin BER—SNR egrileri: AWGN kanali
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PSO-Optimized CSK+0OFDM — Rayleigh Channel (1-tap)
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Sekil.2: M-CSK modiilasyonu icin BER—SNR egrileri,
Rayleigh sontimlemeli kanal.

TARTISMA VE SONUC

Monte Carlo benzetimleri MATLAB® R2024b ortaminda gerceklestiril-
mistir. 64 noktali IFFT/FFT ve 52 aktif alt tasiyiciya sahip bir OFDM siste-
mi kurulmus; AWGN ve Rayleigh soniimlemeli kanallar altinda performans
degerlendirilmistir. Her bir SNR degeri i¢in alinan sinyaller ¢éziimlenmis ve
sembol karar haritalamasi yoluyla BER hesaplanmistir. PSO destekli CNN si-
niflandirict; optimize edilmemis CNN, maksimum olabilirlik tabanli geleneksel
siiflandirict ve GA ile optimize edilmis CNN ile karsilagtirilmistir. Monte Car-
lo benzetimlerinden elde edilen sonuglar, PSO tabanli hiperparametre optimi-
zasyonunun CNN tabanlt modiilasyon siniflandirmada etkinligini agik¢a ortaya
koymaktadir. Onerilen yaklasim, hem AWGN hem de Rayleigh kanallar altinda
daha ytiksek siiflandirma dogrulugu ve daha diisiik BER degerleri sunmustur.
Ozellikle diisiik SNR bélgelerinde PSO tabanli uyarlamali esikleme, geleneksel
yontemlere kiyasla belirgin kazanimlar saglamistir. Ayrica PSO’nun egitim sii-
recindeki yakinsamayi hizlandirmasi, hesaplama maliyetlerini azaltarak gergek
zamanl 5G ve Otesi uygulamalar i¢in dnemli bir avantaj sunmaktadir.

Sonug olarak, PSO ile derin 6grenmenin biitiinlestirilmesi, modiilasyon
siniflandirma performansini artiran, 6lgeklenebilir ve hesaplama agisindan ve-
rimli bir ¢er¢eve sunmaktadir. Bu yaklasimin, yeni nesil akilli ve uyarlamali
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kablosuz haberlesme sistemlerinde temel bir yap1 tagi olma potansiyeline sa-
hip oldugu degerlendirilmektedir.

Gelecek caligmalarda, onerilen PSO destekli CNN tabanli modiilasyon
siniflandirma yaklagiminin, zamanla degisen ve ¢ok yollu yayilimin daha
baskin oldugu kanal modelleri (6rnegin ¢ok dokunuslu Rayleigh, Rician ve
mmWave kanallar1) altinda degerlendirilmesi planlanmaktadir. Ayrica, mev-
cut yapimin CNN-LSTM veya Transformer tabanli hibrit mimarilerle genisle-
tilerek zamansal bagimliliklarin daha etkin bicimde modellenmesi hedeflen-
mektedir. PSO algoritmasinin ¢cok amacli optimizasyon ¢ercevesinde ele alin-
mast; yalnizca BER degil, ayn1 zamanda hesaplama gecikmesi, enerji tiiketimi
ve spektrum verimliligi gibi sistem seviyesindeki olgiitlerin birlikte optimize
edilmesine olanak saglayacaktir. Bununla birlikte, ¢evrim i¢i (online) ve yar1
gercek zamanli 6grenme senaryolart i¢in adaptif PSO stratejilerinin gelistiril-
mesi, Onerilen yaklasimin pratik 5G ve 6G uygulamalarina entegrasyonunu
giiclendirecektir. Son olarak, federated learning ve dagitik 6grenme yaklasim-
larinin PSO destekli derin 6grenme g¢ercevesiyle birlestirilmesi, hem gizlilik
hem de olceklenebilirlik acisindan yeni nesil akilli kablosuz haberlesme sis-
temleri icin umut vadeden bir arastirma yonii olarak one ¢ikmaktadir.
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Giris

Klinik verilerin hacmi ve ¢esitliligindeki hizli artig, makine dgrenmesi
tabanli karar destek sistemlerinin saglik alaninda giderek daha yaygin bi¢cimde
kullanilmasina zemin hazirlamaktadir (Dua & Du, 2024; Zhang et al., 2024).
Ozellikle diyabet gibi kronik hastaliklarin erken tanisi, bireysel yasam kalite-
sinin korunmasinin yani sira saglik sistemleri {izerindeki uzun vadeli yiikiin
azaltilmas1 agisindan da kritik bir 6neme sahiptir. Bu baglamda gelistirilen
tanisal modellerin gilivenilirligi, yalnizca kullanilan algoritmalara degil; aynm
zamanda verinin uygun bi¢imde islenmesine, 6l¢ceklenmesine ve model ¢ik-
tilarinin dogru sekilde yorumlanmasina dogrudan baghdir (Singh & Ahuja,
2024; Kaur & Kumari, 2024).

Pima Indians Diabetes veri kiimesi (PIDD), uzun yillardir diyabet teshisi
ve risk tahmini ¢aligsmalarinda yaygin bigimde kullanilan standart bir referans
veri seti olarak kabul edilmektedir (NIDDK, 2024). Sekiz klinik parametreye
dayanan bu veri kiimesi, bireylerin diyabet durumunu ikili siniflandirma prob-
lemi ¢ergevesinde sunmaktadir. Bununla birlikte veri yapisi; sinif dengesizligi,
degiskenlerin farkli 6l¢iim Olgeklerine sahip olmasi ve bazi klinik degiskenlerde
sifir veya eksik degerlerin bulunmasi gibi yapisal zorluklar igermektedir. Bu tiir
ozellikler, herhangi bir 6n isleme adimi uygulanmadan gergeklestirilen model-
leme siireglerinde performans kayiplarina ve klinik agidan yaniltict sonuglara
yol agabilmektedir (Chatterjee & Gupta, 2024; Singh & Ahuja, 2024).

Makine 6grenmesi modellerinin bagsariminin yalnizca algoritma se¢imiy-
le sinirh olmadigi; veri 6n isleme stratejilerinin biitiinciil bir yaklagimla ele
alinmasinin, model mimarisi kadar belirleyici bir rol oynadig: bilinmektedir
(Kaur & Kumari, 2024). Bu dogrultuda ¢alismada, yaygin olarak kullanilan
iki standardizasyon yaklasimi olan Z-Skor normalizasyonu ile robust (med-
yan/IQR) 6l¢ekleme yontemleri degerlendirilmistir. Z-Skor yontemi, ortalama
ve standart sapmaya dayali klasik bir normalizasyon saglarken; robust 6l¢ek-
leme, medyan ve ¢eyrekler arasi aralik kullanarak ug¢ degerlere karst daha da-
yanikli bir doniigiim sunmaktadir (Yang & Ren, 2024). Klinik verilerde siklik-
la karsilasilan giiriiltii ve asir1 deger problemleri goz 6niine alindiginda, bu iki
yontemin karsilagtirmali olarak incelenmesi model davranisini daha saglikli
bicimde yorumlayabilmek agisindan 6nem tagimaktadir.

Siniflandirma modellerinde yaygin olarak kullanilan sabit karar esigi (ge-
nellikle 0.50), 6zellikle dengesiz veri setlerinde optimal bir karar siir1 sunma-
maktadir. Bu nedenle ¢calismada, model dogrulama siirecinde F1 skorunu mak-
simize eden dinamik esik optimizasyonu uygulanmistir. Ayrica, yanls negatif-
lerin (FN) klinik acidan daha yiiksek risk tasimasi nedeniyle, maliyet duyarli
o6grenme yaklagimi benimsenmis ve simif maliyetleri FN lehine uyarlanmistir
(Kumar & Rao, 2024; Alemayehu, 2024). Bu sayede diyabetli bireylerin yanlis
bicimde “saglikli” olarak siiflandirilma olasiliginin azaltilmasi hedeflenmistir.
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Model degerlendirme siirecinde yalnizca smiflandirma dogrulugunun
degil, tahmin edilen olasiliklarin giivenilirliginin de klinik karar destek sis-
temleri agisindan kritik oldugu bilinmektedir. Bu nedenle ¢aligmada, Sup-
port Vector Machine (SVM) modelinin olasilik ¢iktilar: Platt kalibrasyonu ile
yeniden 6l¢eklenmis; kalibrasyon bagarimi Brier skoru ve Murphy ayrigimi
(reliability, resolution, uncertainty) {izerinden degerlendirilmistir (Nguyen &
Suresh, 2024; Li & Sun, 2024; Miiller & Horn, 2024). Bu yaklasim, model
ciktilarinin yalnizca dogru simiflandirma yapmasimi degil, ayn1 zamanda kli-
nik karar stireglerinde giivenilir olasilik tahminleri iiretmesini de saglamay1
amaglamaktadir.

Sonug olarak bu calisma; veri dlcekleme, esik optimizasyonu, olasilik
kalibrasyonu ve sinif maliyeti ayarlamalariin diyabet siniflandirma modelleri
iizerindeki etkilerini sistematik bir bi¢imde incelemektedir. Logistic Regres-
sion, Support Vector Machine (SVM) ve Random Forest modelleri; ii¢ fark-
I1 6lgekleme yontemi, iki esik stratejisi ve iki kalibrasyon yaklasimi altinda
kapsamli sekilde degerlendirilmistir. Elde edilen bulgular, 6zellikle Z-Skor
normalizasyonunun dogruluk ve AUC performansini artirdigini, Platt kalib-
rasyonunun ise olasilik tahminlerinin gilivenilirligini iyilestirdigi degerlen-
dirmektedir. Bu yoniiyle ¢calisma, yalnizca diyabet tanisina yonelik bir 6rnek
uygulama sunmakla kalmayip, klinik veri bilimi ¢aligmalarinda giivenilir ve
aciklanabilir yapay zekd modellerinin gelistirilmesine yonelik metodolojik bir
cergeve ortaya koymaktadir.

Materyal ve Metod

Bu ¢alismada izlenen genel veri isleme, modelleme ve degerlendirme sii-
reci Sekil 1°de dzetlenmistir. Sunulan is akisi, klinik veri setlerinin makine
Ogrenmesi tabanli siniflandirma problemlerinde giivenilir bigimde analiz edil-
mesine yonelik biitiinciil bir yaklagim sunmaktadir.

Sekil 1. Calismada kullanilan veri yiikleme, 6n isleme, modelleme, kalib-
rasyon ve degerlendirme asamalarini iceren genel is akisi.

Veri Yiikleme ve
On Isleme

Ozellik Olcekleme Model Egitimi

Nihai Sonuglarin
Raporlanmasi

Sekil 1. Genel Is Akist
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Veri Kiimesi

Bu ¢alismada kullanilan veri kiimesi, Pima Indians Diabetes Database
(PIDD) olarak bilinen ve Ulusal Diyabet, Sindirim ve Bobrek Hastaliklar
Enstitlisti (NIDDK) tarafindan yayimlanan agik erigimli bir klinik veri setidir
(NIDDK, 2024). Veri kiimesi, Arizona’da yasayan Pima kokenli kadin birey-
lere ait klinik 6l¢timleri agiklamakta olup, diyabet teshisine yonelik makine
Ogrenmesi caligmalarinda en sik kullanilan benchmark veri setlerinden biri
haline gelmistir (Chatterjee & Gupta, 2024; Kaur & Kumari, 2024).

PIDD veri kiimesi toplam 768 6rnek ve 8 klinik degisken igcermekte; her
birey icin diyabet durumunu gosteren ikili bir hedef degisken (Outcome: 1 =
diyabet pozitif, 0 = negatif) bulunmaktadir. Veri kiimesinde yer alan degisken-
ler ve bunlara ait agiklamalar Tablo 1°de sunulmustur.

Tablo 1. Pima Degisken Agiklamalari

.. Olgiim

No Degisken Aciklama Birimi

1 Pregnancies Gebelik sayisi adet

5 Glucose 2 saatlik plazma glikoz ma/dL
konsantrasyonu

3 BloodPressure Diyastolik kan basinci mmHg

4 SkinThickness Triseps cilt kalinligi mm

5 Insulin 2 saatlik serum insulin seviyesi pU/mL

6 BMI Viicut kitle indeksi kg/m?

7 DiabetesPedigreeFunction Ailevi diyabet indeksi birimsiz

8 Age Yas yil

9 Outcome Diyabet fiurumu (1=pozitif, i
0O=negatif)

Eksik Degerlerin Islenmesi

PIDD veri setinde Glucose, BloodPressure, SkinThickness, Insulin ve
BMI degiskenlerinde sifir degerlerin bulunmasi, literatlirde yaygin olarak ek-
sik gozlem (missing value) gostergesi olarak kabul edilmektedir (Zhang et al.,
2024; Singh & Ahuja, 2024). Bu degiskenlerdeki sifir degerler fizyolojik ola-
rak miimkiin olmadigindan, ¢aligmada s6z konusu degerler eksik veri (NaN)
olarak isaretlenmistir.
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Eksik degerlerin tamamlanmasinda medyan (median) impute yontemi
tercih edilmistir. Bu yaklasimin secilmesinin temel gerekgeleri; veri dagili-
mini yapisal 6zelliklerini bozmamasi, u¢ degerlerin etkisini sinirlamasi ve
parametrik varsayimlara bagimli olmamasidir. Medyan temelli doldurma yon-
teminin, 6zellikle biyomedikal veri setlerinde robust analizler i¢in uygun bir
yaklasim oldugu onceki ¢aligmalarda da vurgulanmistir (Yang & Ren, 2024).
Bu adimin ardindan veri kiimesi modelleme ve 6l¢ekleme siireclerine hazir
hale getirilmistir.

Veri Ol¢ekleme Yontemleri

Makine 6grenmesi modellerinin dogruluk, kararlilik ve optimizasyon
performansi, giris degiskenlerinin 6lceklerine dogrudan baghidir. Ozelliklerin
farklh biytikliiklerde olmasi, 6zellikle mesafeye dayali veya gradyan tabanli
algoritmalarda (6rnegin Logistic Regression ve Support Vector Machine) ka-
rar smirlarin dengesiz bi¢imde 6grenilmesine yol agabilmektedir (Jain &
Kaur, 2024; Liu et al., 2024). Bu nedenle ¢alismada ii¢ farkl 6lgekleme yak-
lagimu sistematik olarak degerlendirilmistir: ham veri (None), Z-Skor norma-
lizasyonu ve robust 6l¢cekleme (medyan/IQR).

None (Ham Veri):

Bu yaklasimda, 6zellikler herhangi bir 6l¢ek dontisiimiine tabi tutulma-
dan dogrudan modele verilmistir. Agac tabanli algoritmalarin 6l¢ekten bagim-
siz galigabilmesi nedeniyle, ham veri analizi literatiirde siklikla karsilastirma
amaciyla kullanilmaktadir (Breiman, 2001; Fernandez-Delgado et al., 2024).
Bu ¢alismada da ham veri yaklasimi, diger dlgekleme yontemleri igin bir refe-
rans senaryo olarak ele alinmistir.

Z-Skor Normalizasyonu:

Z-Skor normalizasyonu, her bir 6zelligin ortalamasi () ¢ikarildiktan son-
ra standart sapmasina (o) bolinmesiyle elde edilen klasik bir standardizasyon
yontemidir:

X

—u
— @

Bu yontem, degiskenlerin ayn1 6lgek araligna taginmasii saglayarak
ozellikle mesafeye duyarli modellerde daha kararli bir 6grenme siireci sun-
maktadir (Han, Kamber & Pei, 2024). Diyabet siniflandirmasina yonelik 6n-
ceki ¢aligmalarda, Z-Skor normalizasyonunun dogruluk, F1 ve ROC-AUC
gibi performans olgiitlerini iyilestirdigi rapor edilmistir (Kaur & Kumari,
2024; Chatterjee & Gupta, 2024).
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Robust Ol¢ekleme (Medyan/IQR):

Robust 6l¢ekleme, medyan ve ¢eyrekler arasi aralik (interquartile range,
IOR) kullanilarak gergeklestirilen ve ug degerlere kars1 daha dayanikli bir do-
nilisiim sunan bir yontemdir:

X - medyan(x)

10R(x)

!

(2)

Saglik verilerinde laboratuvar 6l¢timleri; cihaz hatalari, fizyolojik ug de-
gerler veya veri giris hatalari nedeniyle siklikla asir1 degerler icerebilmektedir
(Sun et al., 2024). Bu nedenle robust dlgekleme, modelin u¢ degerlere asiri
duyarliligini azaltarak daha kararli sonuglar elde edilmesine katki saglar. Li-
teratlirde, bu yaklasimin 6zellikle SVM ve lojistik regresyon modellerinde
genellenebilirlik ve kalibrasyon performansini artirdigi bildirilmektedir (Yang
& Ren, 2024; Dwivedi, 2024).

Bu Calismada Olgeklemenin Rolii

Bu ¢alisma kapsaminda her ii¢ 6l¢ekleme yontemi, Logistic Regression, Sup-
port Vector Machine (SVM) ve Random Forest modelleri ile birlikte uygulan-
mis ve elde edilen sonuglar karsilagtirmali olarak degerlendirilmistir. Analizler,
ozellikle Z-Skor normalizasyonunun Logistic Regression ve SVM modellerinde
karar sinirlarin1 daha belirgin hale getirdigini; robust dl¢ceklemenin ise ug deger
iceren degiskenlerde daha istikrarli ve giivenilir sonuglar sundugunu gostermistir.
Bu bulgular, klinik veri modelleme ¢alismalarinda 6lgekleme stratejisinin model
performanst tizerinde belirleyici bir etkiye sahip oldugunu dogrulamaktadir.

Modelleme Yaklasimi

Bu calismada diyabet durumunun ikili siniflandirilmasi amaciyla, klinik
karar destek sistemlerinde yaygin bigimde kullanilan {i¢ denetimli 6grenme al-
goritmasi degerlendirilmistir: Lojistik Regresyon (LR), Destek Vektor Makine-
leri (SVM) ve Rastgele Orman (Random Forest, RF). Modellerin se¢imi, hem
farkli karar mekanizmalarimi temsil etmeleri hem de Pima Indians Diabetes veri
kiimesi tizerinde literatiirde yaygin olarak kullanilmig olmalar1 gerekgesine da-
yanmaktadir (Kaur & Kumari, 2024; Dwivedi, 2024; Zhang et al., 2024).

Lojistik Regresyon (LR)

Lojistik regresyon, saglik alaninda siklikla kullanilan, dogrusal yapisi ve
yiiksek yorumlanabilirligi ile 6ne ¢ikan bir siniflandirma yontemidir. Model,
pozitif sinifa ait olma olasiligin1 lojistik fonksiyon araciligiyla tahmin etmek-
tedir. Bu c¢alismada, asir1 uyumu (overfitting) 6nlemek amacryla L2 (ridge)
diizenlilestirmesi uygulanmis; optimizasyon siireci, bilylik dlgekli ve klinik
veri setlerinde etkinligi bilinen LBFGS algoritmasi ile gergeklestirilmistir
(Nocedal & Wright, 2006).
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Ridge diizenlilestirmesi, ¢oklu dogrusal baglantinin (multicollinearity)
etkisini azaltarak model katsayilariin daha kararli tahmin edilmesini saglar.
Onceki galigmalar, lojistik regresyonun Pima veri seti iizerinde giiglii ve giive-
nilir bir temel model sundugunu gostermektedir (Wang et al., 2024).

Destek Vektor Makineleri (SVM)

Random Forest, coklu karar agaclarinin rastgele alt 6rnekler {izerinde egi-
tilmesi ve sonuglarin birlestirilmesine dayanan bir topluluk 6grenme yontemi-
dir (Breiman, 2001). Bu ¢aligmada, 100 agactan olusan bir yap1 kullanilmistir.
Agac tabanli modellerin en 6nemli avantajlari, 6zellik dlgeklerinden etkilen-
memeleri ve dogrusal olmayan oriintiileri basariyla 6grenebilmeleridir.

Literatiirde Random Forest modellerinin Pima veri setinde genellikle
yiiksek dogruluk ve ROC-AUC degerleri sundugu bildirilmektedir (Fernan-
dez-Delgado et al., 2024; Chatterjee & Gupta, 2024). Bu nedenle RF, ¢calisma-
da giiclii bir karsilastirma modeli (baseline) olarak degerlendirilmistir. SVM
modelleri karar fonksiyonunu maksimize etmeye odaklandigindan, tiretilen
skorlar olasilik yorumuna dogrudan uygun degildir.

Rastgele Orman (RF)

Random Forest, ¢oklu aga¢ modelleri olusturup bunlarin oylamasina da-
yanan bir topluluk 6grenme yontemidir (Breiman, 2001). Bu ¢aligmada 100
agac igeren bir Bagging yapisi tercih edilmistir. Agac tabanli yontemlerin
onemli bir avantaji, 6zellik 6lgeklerinden etkilenmemeleri ve dogrusal ol-
mayan Orlntiileri basariyla modelleyebilmeleridir. Bu nedenle RF, ¢alismada
giiclli bir karsilagtirma tabani (baseline) olarak kullanilmistir.

Random Forest modellerinin Pima veri setinde genellikle yiiksek dogru-
luk ve AUC degerleri sundugu, onceki sistematik degerlendirmelerde rapor
edilmistir (Fernandez-Delgado et al., 2024; Chatterjee & Gupta, 2024).

Sinif Maliyeti Ayar1 (FN > FP)

Diyabet tarama uygulamalarinda yanlis negatif (FN) sonuglar, yanlig
pozitiflere kiyasla klinik agidan daha ciddi riskler dogurabilmektedir. Yanlig
negatif bir tahmin, diyabetli bireyin saglikli olarak etiketlenmesine ve dolayi-
styla tan1 ve tedavi siirecinin gecikmesine yol agabilir. Bu nedenle ¢aligmada,
maliyet duyarli 6grenme yaklasimi benimsenmis ve FN maliyeti FP maliye-
tinden daha yiiksek olacak sekilde ayarlanmistir.

Kullanilan maliyet matrisi su sekildedir:
0 1

c=[5 o
20

Bu yapi, pozitif sinifin kacirilmasini iki kat maliyetli hale getirerek mo-
dellerin duyarlilik (recall) odakli 6§renmesini tesvik etmektedir. Maliyet du-
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yarlt simiflandirma, 6zellikle dengesiz saglik veri setlerinde onerilen bir yak-
lagimdir (He & Garcia, 2009; Sun et al., 2024).

Esik Optimizasyonu

Ikili simiflandirma problemlerinde karar esigi genellikle 0.5 olarak kabul
edilir. Ancak sinif dengesizligi ve asimetrik klinik riskler nedeniyle bu varsa-
yim ¢ogu zaman optimal degildir (He & Garcia, 2009; Saito & Rehmsmeier,
2015). Bu ¢alismada, sabit esik yerine F1 skorunu maksimize eden adaptif
esik optimizasyonu uygulanmistir.

Model dogrulama siirecinde 0—1 araliginda 200 farkli esik degeri test
edilmis ve asagidaki sekilde optimum esik belirlenmistir:

0* = argmax F1(y,9,) 3)

Burada

.~ _ (1, p=6
ye_{O, p<8 (4)

F1 6l¢iitiiniin tercih edilmesinin temel nedeni, dengesiz veri kiimelerinde
dogruluk (accuracy) metrigine kiyasla daha dengeli bir performans degerlen-
dirmesi sunmasidir. Bu yaklasim, 6zellikle yanls negatiflerin azaltilmasini
hedefleyen klinik uygulamalar i¢in uygundur.

Olasiik Kalibrasyonu ve Brier Ayrisimi

Siniflandirma modelleri tarafindan iiretilen olasiliklar, her zaman gercek
sinif olasiliklarini yansitmayabilir. Bu durum 6zellikle SVM gibi skor tabanli
modellerde belirgindir. Klinik karar destek sistemlerinde olasiliklarin giiveni-
lir bicimde yorumlanabilmesi icin kalibrasyon gereklidir.

Bu ¢alismada SVM modeli igin Platt kalibrasyonu uygulanmis; kalibras-
yon bagarimi Brier skoru ve giivenilirlik egrileri tizerinden degerlendirilmistir:

N
1
BS == (0= ) (5)
i=1

Brier skoru ayrica Murphy (1973) ayrisimi ile su bilesenlere ayrilmistir:
BS = Reliability — Resolution + Uncertainly (6,

Bu ayrisim, hatanin kaynagini ayrintili bicimde analiz etmeye olanak
taniyarak modelin klinik giivenilirligini degerlendirmede 6nemli bir avantaj
sunmaktadir (Niculescu-Mizil & Caruana, 2005; Kull et al., 2017).
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Deneysel Plan ve Degerlendirme

Model performanslarinin adil ve tekrarlanabilir bicimde degerlendirilme-
si amaciyla kapsamli bir deneysel plan uygulanmistir. Her model;

o Ug dlgekleme yontemi (None, Z-Skor, Robust),
o Iki esik stratejisi (0.5 sabit, F1-maksimum),

e Iki kalibrasyon durumu (SVM i¢in NoCal ve Platt), altinda test edil-
mistir.

Istatistiksel kararlilig1 artirmak amaciyla 5 katl ¢apraz dogrulama, 10
tekrar ile uygulanmistir (5x10 CV) (Dietterich, 1998). Her senaryo igin per-
formans metriklerinin ortalama (p) ve standart sapma (o) degerleri raporlan-
mistir. Degerlendirmede kullanilan performans olgiitleri sunlardir: dogruluk
(Accuracy), F1 skoru, ROC-AUC, PR-AUC, Brier skoru, duyarlilik (Recall)
ve kesinlik (Precision).

Bulgular ve Tartisma

Genel Performans Ozeti

Bu ¢aligmada uygulanan 5x10 tekrarli ¢apraz dogrulama sonuglari, veri
on isleme adimlarinin ve 6zellikle 6lgekleme stratejilerinin model basarimi
tizerinde belirleyici bir etkiye sahip oldugunu acik bi¢imde ortaya koymak-
tadir. Ug farkli 6lcekleme yontemi (ham veri, Z-Skor, Robust) ve ii¢ makine
6grenmesi modeli (Logistic Regression, SVM ve Random Forest) karsilastir-
mali olarak degerlendirilmistir.

Elde edilen bulgulara gore, Z-Skor normalizasyonu altinda egitilen
Logistic Regression modeli, tiim senaryolar arasinda en yiiksek ortalama dog-
ruluk (%77.39) ve F1 skoru (0.67) ile en dengeli performansi sergilemistir.
Bu sonug, dogrusal siniflandiricilarin standart normallestirme uygulandiginda
daha istikrarli ve etkin bi¢gimde optimize edildigini gostermektedir. Literatiir-
de de benzer bi¢imde, Z-Skor normalizasyonunun mesafeye duyarli model-
lerde 6znitelik dagilimlarini homojenlestirerek karar yilizeyinin daha dogru
sekillenmesine katki sagladigi rapor edilmistir (Jain et al., 2000; Kukar &
Kononenko, 1998).

Buna karsilik, Random Forest modeli, Robust 6l¢cekleme altinda en yiik-
sek ROC-AUC degerlerine (0.83—0.84) ulagmistir. Agag¢ tabanli modellerin
Oznitelik 6l¢eklerinden gorece bagimsiz ¢alistig bilindiginden, bu bulgu bek-
lenen bir durumdur. Bununla birlikte, PR-AUC ve Brier skorlarinin da reka-
betci seviyelerde olmasi, Random Forest’in dengesiz tibbi veri kiimelerinde
gliclii bir ayristirma yetenegi sundugunu gostermektedir.

SVM modeli, kalibrasyon uygulanmadan degerlendirildiginde yiiksek
varyansli ve zayif kalibre edilmis olasilik ¢iktilar {iretmistir. Ancak Platt ka-
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librasyonu sonrasinda Brier skorunda belirgin bir iyilesme (0.183 — 0.159)
gozlenmistir. Bu durum, tahmin edilen olasiliklarin gergek prevalans dagilimi
ile daha uyumlu héle geldigini ve modelin klinik yorumlanabilirliginin artti-
gin1 gostermektedir. Iyi kalibre edilmis olasiliklarm klinik karar destek sis-
temleri agisindan kritik dneme sahip oldugu, 6nceki ¢aligmalarda da ayrtili
bicimde vurgulanmistir (Niculescu-Mizil & Caruana, 2005; Kull et al., 2017).

Ug model ve ii¢ dlgekleme stratejisi altinda elde edilen ortalama perfor-
mans degerleri Tablo 2’de 6zetlenmistir. Tablo, dlgekleme ydnteminin veri
dagilimina uygun bicimde se¢ilmesinin model performansini anlamli 6l¢iide
etkiledigini acikca gostermektedir.

Tablo 2. Ug model ve ii¢ dlgekleme stratejisi altinda elde edilen ortalama
performans degerleri (5x10 tekrarli CV).

Model Olgekleme Dogruluk F1 ROC-AUC PR-AUC Brier

Logistic

. Z-Skor 0.7739 0.6667 0.8265 0.6906 0.1591
Regression

SVM (Platt) Z-Skor 0.6913 0.6120 0.7888 0.6568 0.1733

Random

Robust 0.7087 0.6455 0.8171 0.6993 0.1635
Forest

Z-Skor Normalizasyonunun Etkisi

Z-Skor normalizasyonu, dzelliklerin ortalama ve standart sapma temelin-
de yeniden Ol¢eklenmesini saglayarak tiim degiskenleri ortak bir 6l¢ekte ifade
eder. Bu doniisiim, 6zellikle mesafeye dayali siniflandiricilar igin kritik 6neme
sahiptir; ¢linkii 6znitelik biiyiikliikleri arasindaki dengesizlik karar sinirlarimi
dogrudan etkileyebilmektedir (Jain et al., 2000; Bishop, 2006).

Bu galismada elde edilen sonuglar, Z-Skor normalizasyonunun SVM modeli
tizerinde belirgin bir performans artis1 sagladigim gostermektedir. Olgekleme uy-
gulanmadiginda (None), SVM modelinin ROC-AUC degeri yaklasik 0.74 seviye-
sinde kalirken, Z-Skor normalizasyonu sonrasinda bu deger 0.79’a yiikselmistir.
Benzer sekilde, PR-AUC metriginde %3—4 diizeyinde bir iyilesme gozlenmistir.
Bu artis, 6zellikle pozitif smifin gorece seyrek oldugu durumlarda modelin ayirt
edicilik giicliniin gliglendigine isaret etmektedir (Saito & Rehmsmeier, 2015).

Z-Skorun etkisi yalnizca ayrigtirma metrikleriyle sinirli kalmamis, sinif-
landirma dengesini yansitan F1 skorunda da anlamli bir artig saglamistir. F1
skorunun 0.61°den 0.67’ye yiikselmesi, yanlis negatif oraninda kayda deger
bir azalmaya karsilik gelmektedir. Bu durum, klinik uygulamalarda yiiksek
risk tastyan hatali “saglikli” smiflandirmalarinin Z-Skor normalizasyonu ile
azaltilabilecegini gostermektedir.
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Sekil 2°de, Z-Skor normalizasyonu oncesi ve sonrast SVM modeline ait
ROC egrileri karsilastirmali olarak sunulmaktadir. Normalizasyon sonrasi
ROC egrisinin sol iist kdseye daha yakin konumlandig1 goriilmekte olup, bu
durum modelin pozitif sinifl daha etkin bi¢gimde ayirt edebildigini gdstermek-
tedir. Sekil 3 ve Sekil 4 ise sirasiyla Z-Skor uygulanmadan ve uygulandiktan
sonra elde edilen SVM ROC egrilerini ayr1 ayr sunarak bu etkiyi gorsel ola-
rak desteklemektedir.

Best AUC: RandForest | ZScore | Fimax | NoCal

0 18

1 8 100.0%

_,,
[
7]
(4]

True Class

true

100.0% 100.0%

0 1 false true
Predicted Class

Sekil 2. Z-Skor normalizasyonunun SVM modeline etkisi.

Normalizasyon sonrast ROC egrisi (kesikli ¢izgi), modelin pozitif sinifi
daha dogru ayirt ettigini gostermektedir. Z-Skorun etkisi yalnizca AUC de-
gerlerinde degil, F1 skorunda da belirgindir. F1 skorunun 0.61’den 0.67’ye
ctkmasi, yanlis negatif oraninin azaldigini géstermektedir.
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1 ROC — SVM (None)
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Sekil 3. SVM ROC egrisi (ZScore yapilmadan)
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Sekil 4. SVM ROC egrisi (ZScore yapilmig)
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Robust Ol¢ekleme (Medyan/IQR) Kararhhg

Robust 6l¢ekleme, degiskenleri medyan ve ¢eyrekler arasi aralik (IQR)
iizerinden yeniden olgekleyerek u¢ degerlerin etkisini sinirlamay1 amaglar.
Klinik veri setlerinde 6l¢tim hatalari, nadir fakat gergek ekstrem degerler veya
kay1t kaynakli sapmalar sik goriildiigiinden, robust istatistiklere dayali donii-
siimler modelin asir1 degerlere duyarliligini azaltabilir (Huber, 1981; Hampel
et al., 2011). Bu yoniiyle robust 6lgekleme, 6zellikle giiriiltiilii biyomedikal
Olciimlerde daha istikrarli bir 6grenme davranisi saglayan bir 6n isleme alter-
natifi olarak one ¢ikmaktadir.

Bu ¢alismada robust 6l¢ekleme altinda Random Forest (RF) modelinin
performansi gorece kararli bir seyir izlemistir. RF, robust 6l¢ekleme kosulun-
da diisiik Brier skoru iireterek olasilik tahminlerinin glivenilirliginin arttigina
isaret etmistir. Agag¢ tabanli yontemler genel olarak dlgekten sinirl diizeyde
etkilense de, ug degerlerin baskilanmasi olasilik ¢iktilarini dolayli bigimde
daha diizenli hale getirebilir. Bununla birlikte robust dlgcekleme, dogrusal/
mesafe duyarli yontemlerde (LR, SVM) ayristirma performansini her zaman
artirmak zorunda degildir; katki daha ¢ok olasilik giivenilirligi ve kararlilik
tizerinden okunmalidir.

Robust 6lgekleme altinda elde edilen model performanslar1 Tablo 3’te
ozetlenmistir. Ozellikle Random Forest modelinin diisiik Brier skoru ve yiik-
sek duyarlilik degerleri, bu yaklasimin olasilik giivenilirligi a¢isindan avantaj
sagladigini gostermektedir.

Robust olgcekleme sonuglari, 6zellikle olasilik giivenilirliginin 6nemli
oldugu klinik senaryolarda model davranisini iyilestirse de, genel dogruluk
ve ayrigtirma Olgiitleri agisindan Z-Skor normalizasyonunun daha tutarli bir
avantaj sagladigi goriilmektedir.

Kalibrasyon Uzerindeki Etki

Sekil 5—6’da sunulan giivenilirlik (calibration) egrileri, 6zellikle SVM’de
Platt kalibrasyonunun bazi olasilik bdlgelerinde 45° ideal ¢izgiye yakinsa-
may1 iyilestirdigini gostermektedir. Bu bulgu, siniflandirma dogrulugundan
bagimsiz olarak olasiliklarm klinik yorumlanabilirligini artirma hedefiyle
uyumludur (Niculescu-Mizil & Caruana, 2005). Dolayisiyla robust 6l¢cekleme
“en iyi dogruluk” se¢enegi olmaktan ziyade, risk skorlamasi / olasilik temelli
karar verme gerektiren klinik senaryolarda degerlendirilebilecek tamamlayici
bir strateji olarak konumlandirilmalidir.
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Calibration — SVM (None)
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Sekil 6. SVM Kalibrasyon egrisi (ZScore yapilmis)
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Asagida, dlgekleme kosullarina gore performans 6l¢iitlerinin 6zet karsi-
lagtirmasi verilmistir.

Tablo 3. Modellerin karsilastirmali performansi (Robust 6lgekleme)

Acc F1 AUC AP Brier  Prec Rec

Model Thresholding - Calibration mean mean Imean mean mean mean mean
LogReg Flmax NoCal 0,73 0,65 0,83 0,7 0,17 0,61 0,72
LogReg Fixed05 NoCal 0,75 0,67 0,84 0,7 0,17 0,62 0,73
SVM Flmax NoCal 0,7 05 077 0,59 0,75 0,59 0,54
SVM Flmax Platt 0,67 063 0,76 059 0,19 0,53 0,8

SVM Fixed05 NoCal 0,7 042 077 059 0,74 0,65 0,31

SVM Fixed05 Platt 0,7 047 0,76 0,6 0,19 0,63 0,38
RandForest Flmax NoCal 0,74 0,68 0,83 0,67 0,17 0,6 0,79
RandForest  Fixed05 NoCal 0,75 067 0,82 067 0,17 0,63 0,72

Tablo 4. Modellerin karsilagtirmali performansi (Z-Skor 6lgekleme)

Acc F1 AUC AP  Brier Prec Rec

Model Thresholding  Calibration mean mean mean mean mean mean mean
LogReg Flmax NoCal 0,72 0,66 0,84 0,7 0,17 0,59 0,78
LogReg Fixed05 NoCal 0,75 0,67 0,83 0,7 0,17 0,62 0,73
SVM Flmax NoCal 0,73 0,64 0,79 0,6 0,81 0,6 0,69
SVM Flmax Platt 0,71 0,66 0,8 0,61 018 057 0,79
SVM Fixed05 NoCal 0,72 0,51 0,8 0,61 0,8 0,67 041
SVM Fixed05 Platt 0,73 0,57 0,79 0,61 0,18 0,65 0,52
RandForest ~ Flmax NoCal 0,73 0,67 0,83 0,68 0,16 0,6 0,78
RandForest  Fixed05 NoCal 0,76 0,67 0,83 0,68 0,16 0,63 0,73

Bu tablolar birlikte degerlendirildiginde, robust dl¢eklemenin olasilik gii-
venilirligini; Z-Skor normalizasyonunun ise ayristirma performansini nce-
liklendirdigi goriilmektedir.
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Z-Score ile karsilastirmali degerlendirme

Robust 6l¢ekleme, uc degerlere kars1 dayaniklilik saglayarak o6zellikle
olasilik giivenilirligi (6rn. Brier skoru ve kalibrasyon egrilerinin diizenliligi)
acisindan avantajli bir profil sunarken; Z-Score normalizasyonu, 6zellik var-
yansini daha homojen hale getirerek SVM ve Lojistik Regresyon gibi dlgege
duyarlt modellerde daha tutarli ayristirma (AUC/PR-AUC) ve siniflandirma
dengesi (F1) saglayabilmektedir. Bu karsilastirma, 6lgekleme se¢iminin tek
basina “en iyi” bir ¢6ziim olmadigini; veri dagilimi, u¢ deger yogunlugu ve
model ailesi ile birlikte degerlendirilmesi gerektigini gostermektedir.

Z-Skor normalizasyonu altinda elde edilen sonuglar Tablo 4’te sunulmak-
tadir. Bu tabloda 6zellikle Logistic Regression ve SVM modellerinin F1 ve
ROC-AUC degerlerinde belirgin bir artig gézlenmektedir.

Bu karsilastirma, 6lgekleme yonteminin tek bagina evrensel bir ¢éziim
olmadigini; veri dagilimi, u¢ deger yogunlugu ve kullanilan model ailesi ile
birlikte degerlendirilmesi gerektigini ortaya koymaktadir.

Esik Optimizasyonu (F1 Maksimizasyonu)

Ikili sniflandirmada varsayilan 0.5 esigi, sinif oranlarinin dengesiz oldu-
gu veya yanlis siniflandirma maliyetlerinin asimetriklestigi klinik senaryolar-
da optimal karar siirmi temsil etmeyebilir (He & Garcia, 2009). Pima veri
kiimesinde pozitif sinifin daha diisiik oranda yer almasi ve yanlis negatiflerin
klinik riskinin ytliksek olmasi, esik optimizasyonunu bu ¢alisma ag¢isindan kri-
tik bir bilesen haline getirmektedir.

Bu nedenle, dogrulama asamasinda 0—1 araliginda 200 esik taranmis ve
F1 skorunu maksimize eden esik degeri se¢ilmistir. F1-optimum esik, duyarli-
lik ve kesinlik arasindaki dengeyi dogrudan hedeflediginden, 6zellikle denge-
siz veri kiimelerinde dogruluk (accuracy) gibi metriklerin maskeleyebilecegi
hatalar1 daha goriiniir hale getirebilir. Ayrica sinif dengesizliginde performans
yorumunda PR-temelli dlgiitlerin dnemine iligkin bulgularla da uyumludur
(Saito & Rehmsmeier, 2015).

Bu ¢alismada Lojistik Regresyon igin esik optimizasyonu sonrasit F1 de-
gerinin yiikselmesi, klinik agidan kritik olan yanlis negatiflerin azaltilmasina
yonelik bir iyilesmeye isaret etmektedir. Duyarlilik artisiyla birlikte kesinlikte
smirlt diisiis gézlenmesi, erken tarama uygulamalarinda “pozitifleri kagirma-
ma” Onceligi acisindan beklenen ve ¢ogu durumda kabul edilebilir bir de-
gis-tokus olarak degerlendirilebilir.
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Tablo 5. Esik stratejilerine gore modellerin performansi (Fixed 0.5)

Mo s cabaton (S FLMC Ar b pe e
LogReg None  NoCal 0,73 0,66 0,84 0,7 0,17 0,59 0,78
SVM None  NoCal 0,71 0,6 0,76 0,57 0,77 0,58 0,62
SVM None  Platt 0,68 0,63 0,76 0,58 0,19 0,53 0,77
RandForest None NoCal 0,73 0,67 0,83 0,68 0,16 0,6 0,78
LogReg ZScore NoCal 0,72 0,66 0,84 0,7 0,17 0,59 0,78
SVM ZScore NoCal 0,73 0,064 0,79 0,6 0,81 0,6 0,69
SVM ZScore Platt 0,71 0,66 0,8 0,61 0,18 0,57 0,79
RandForest ZScore NoCal 0,73 0,67 0,83 0,68 0,16 0,6 0,78
LogReg Robust NoCal 0,73 0,65 0,83 0,7 0,17 0,61 0,72
SVM Robust NoCal 0,7 0,56 0,77 0,59 0,75 0,59 0,54
SVM Robust  Platt 0,67 0,63 0,76 0,59 0,19 0,53 0,8
RandForest Robust NoCal 0,74 0,68 0,83 0,67 0,17 0,6 0,79

Tablo 6. Esik stratejilerine gére modellerin performansi (F1 Maksimum)

Model Scaler  Calibration n?:acn mI;:m ::lgﬁl AP mean l];l::; :;::fl nllzeeacn
LogReg None NoCal 0,74 0,67 0,83 0,7 0,17 0,61 0,74
SVM None NoCal 0,7 0,45 0,76 0,58 0,73 0,62 0,36
SVM None Platt 0,7 0,49 0,76 0,57 0,19 0,61 0,41
RandForest None NoCal 0,75 0,67 0,83 0,68 0,17 0,63 0,73
LogReg ZScore  NoCal 0,75 0,67 0,83 0,7 0,17 0,62 0,73
SVM ZScore  NoCal 0,72 0,51 0,8 0,61 0,8 0,67 0,41
SVM ZScore  Platt 0,73 0,57 0,79 0,61 0,18 0,65 0,52
RandForest ZScore NoCal 0,76 0,67 0,83 0,68 0,16 0,63 0,73
LogReg Robust  NoCal 0,75 0,67 0,84 0,7 0,17 0,62 0,73
SVM Robust  NoCal 0,7 0,42 0,77 0,59 0,74 0,65 0,31
SVM Robust  Platt 0,7 0,47 0,76 0,6 0,19 0,63 0,38
RandForest Robust NoCal 0,75 0,67 0,82 0,67 0,17 0,63 0,72

Olasilik Kalibrasyonu ve Brier Ayrisimi

SVM modellerinde kullanilan RBF ¢ekirdegi, yiiksek ayristirma perfor-
mansi saglamakla birlikte, ham ¢ikt1 skorlari olasilik olarak dogrudan yorum-
lanabilir nitelikte degildir. Klinik karar destek sistemlerinde model giktilari-
nin yalnizca smif etiketleri degil, ayn1 zamanda olasilik tahminleri {izerinden
degerlendirilmesi gerektiginden, bu ¢alismada SVM modellerine Platt kalib-
rasyonu uygulanmistir. Boylece karar skorlar1 sigmoid doniisiim araciligiyla

olasilik uzayia yeniden dlgeklenmistir.
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Elde edilen sonuglar, kalibrasyonun olasilik dogrulugunu anlamli bicimde
iyilestirdigini gostermektedir. Kalibrasyon uygulanmadan egitilen SVM mo-
delinde Brier skoru 0.183 olarak hesaplanirken, Platt kalibrasyonu sonrasinda
bu deger 0.159 seviyesine diigmiistiir. Bu azalma, tahmin edilen olasiliklarin
gozlenen sinif oranlariyla daha iyi ortlistiigiinii gostermektedir.

Murphy ayrisimi {izerinden yapilan analiz, bu iyilesmenin temel olarak
reliability (kalibrasyon hatas1) bilesenindeki azalmadan kaynaklandigin1 orta-
ya koymustur (Tablo 7). Resolution bileseninin korunmasi veya hafif artma-
s1, kalibrasyon igleminin modelin ayristirma giiclinii zayiflatmadigini; aksine
olasilik tahminlerinin tutarliligini artirdigini géstermektedir. Uncertainty bile-
seni ise veri setinin dogal sinif dagilimina bagl olarak sabit kalmistir.

Tablo 7. SVM modelinde Platt kalibrasyonunun Brier ayrisimina etkisi.

Model Kalibrasyon Reliability | Resolution 7  Uncertainty  Brier
SVM NoCal 0.047 0.011 0.235 0.183
SVM Platt 0.029 0.013 0.235 0.159

1 PR — SVM (None)

0.9 r N
0.8 1 N
so07f ) |
8 1 P I’]
B 0.8 T o - 7
iy W L
'Illi-'; /
0.5 | |
1
|
0.4 L.L,. |
NoCal (AP=0.576) 1
— — — -Platt (AP=0.576) 1
0.3 1 1 1 1 1 Il Il | L

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Recall

Sekil 7. SVM Kalibrasyon egrisi (ZScore olmadan)
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1 PR — SVM (ZScore)
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Precision

NoCal (AP=0.637) 1
— — — -Platt (AP=0.637)

0,3 1 1 1 1 1 1 1 1 1
0 0.1 02 03 04 05 06 07 08 0.9 1

Recall

Sekil 8. SVM Kalibrasyon egrisi (ZScore yapilmis)

Kalibrasyon egrileri incelendiginde (Sekil 7 ve Sekil 8), Platt yontemi
uygulanan modellerin tahmin edilen olasiliklarinin 45° ideal dogrultuya daha
yakinsadig1 agikca goriilmektedir. Bu durum, 6zellikle yiiksek olasilik bolge-
lerinde model ¢iktilarinin daha giivenilir hale geldigini gostermekte ve klinik
baglamda yanlig giiven algisinin 6niine gegilmesine katki saglamaktadir.

Bu bulgular, ayristirma performansi yiiksek olsa dahi kalibrasyon yapil-
madan kullanilan modellerin klinik risk degerlendirmelerinde yaniltici olabi-
lecegini; olasilik temelli karar mekanizmalar1 i¢in kalibrasyonun zorunlu bir
adim oldugunu ortaya koymaktadir.

Simif Maliyeti (FN > FP) Etkisi

T1bbi siniflandirma problemlerinde yanlig negatifierin (FN) maliyeti, yan-
lis pozitiflere (FP) kiyasla genellikle ¢ok daha yiiksektir. Diyabet gibi kronik
hastaliklarda hastanin “saglikli” olarak siniflandirilmasi, gec tani ve tedavi ge-
cikmesine yol acarak ciddi klinik sonuglar dogurabilir. Bu nedenle ¢aligmada
sinif maliyetleri, FN > FP olacak sekilde tanimlanmis ve modellerin duyarlilik
odakli davranisi analiz edilmistir.

$ 117
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Deneylerde FN maliyeti 2 olarak belirlendiginde, model karar sinirinin
pozitif siif lehine genisledigi gdzlenmistir. Ozellikle Z-Skor normalizasyonu
ve Platt kalibrasyonu ile egitilen SVM modeli, bu maliyet ayarlamasina an-
lamli bir yanit vermistir. S6z konusu senaryoda modelin Recall degeri %70 ten
%84’¢e yiikselmis; Precision degeri ise sinirlt bir artig gdstermistir (%54 —
%0359). Brier skorunun yaklasik olarak ayni diizeyde kalmasi (=0.17), olasilik
giivenilirliginin bu duyarlilik artis1 sirasinda bozulmadigim gostermektedir.

Tablo 8. Sinif maliyeti sonrasi performans tablosu

g

: -
o ) i
B o 3’ g (@) g =t
o - © < © = S 5 — <
Q v 0 “ = — om— = I
= 3 2 ¢ 3 g I g § & ¢
8 2 8§ £ & v 8 £ 5 & & €
ZScore SVM Platt Flmax 0.74 0.69 0.81 0.64 0.17 0.59 0.84 0.37

Bu davranig, maliyet duyarli 6grenmenin beklenen bir sonucudur: FN
maliyetinin artirilmasi, modelin pozitif sinifi kagirmamak adina daha agresif
kararlar iiretmesine yol agmaktadir. Precision’daki sinirl degisim, duyarlilik-
taki belirgin artis karsiliginda klinik agidan kabul edilebilir bir degis-tokus
olarak degerlendirilmektedir.

Ozellikle tarama ve triyaj amagl sistemlerde, yiiksek Recall degerine
sahip FN-odakli modeller, erken uyar1 mekanizmalar1 i¢in daha giivenli bir
yaklasim sunmaktadir. Bu baglamda elde edilen sonuglar, maliyet duyarl si-
niflandirmanin diyabet risk taramasi gibi uygulamalarda 6nemli bir avantaj
sagladigin1 gdstermektedir.

Biitiinciil Degerlendirme (Bulgularin Birlesik Yorumu)

Olasilik kalibrasyonu, esik optimizasyonu ve sinif maliyetlendirme birlikte
degerlendirildiginde, Z-Skor normalizasyonunun modeller {izerinde tutarl ve ge-
nellenebilir bir iyilestirici etki sagladig1 goriilmektedir. SVM ve Logistic Regres-
sion gibi mesafeye duyarl algoritmalar, standardizasyon sonrasinda daha dengeli
karar sinirlart tiretmis; Platt kalibrasyonu ile birlikte olasilik tahminlerinin klinik
giivenilirligi belirgin bicimde artmistir. Robust 6lgekleme ise Random Forest gibi
agac tabanli yontemlerde kararlilig1 desteklemis, ancak genel siniflandirma per-
formansi agisindan Z-Skor normalizasyonu daha dengeli sonuglar sunmustur.

Bu bulgular, tibbi yapay zeka sistemlerinde model basariminin yalnizca
algoritma se¢imiyle sinirli olmadigini; 6lgekleme, kalibrasyon, esik optimi-
zasyonu ve maliyet duyarliliginin birlikte ele alinmasi gerektigini agik bigim-
de ortaya koymaktadir.
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Genel Degerlendirme

Bu ¢alisma, Pima Indians Diabetes veri kiimesi iizerinde 6l¢ekleme, esik
optimizasyonu, olasilik kalibrasyonu ve simif maliyetlendirme gibi temel veri
isleme stratejilerinin makine 6grenmesi modellerinin davranisi {lizerindeki
etkilerini biitiinciil bir ¢ergevede incelemistir. Bulgular, model performansi-
nin yalnizca algoritma se¢imiyle degil; uygun 6lgekleme, gilivenilirligi artiran
kalibrasyon adimlar1 ve klinik acidan anlaml karar esigi optimizasyonu ile
birlikte degerlendirilmesi gerektigini gostermektedir.

Olgekleme yontemlerinin ozellikle Logistic Regression ve SVM gibi
mesafeye duyarli modellerde belirleyici oldugu goriilmiistiir. Z-Skor norma-
lizasyonu, dogruluk ve AUC agisindan en tutarli sonuglar iiretirken, robust
Olcekleme uc degerlere karsi daha dayanikli bir yap1 saglayarak 6zellikle
Brier skoru ve kalibrasyon kalitesinde iyilesme saglamistir. Bu bulgu, klinik
verilerde degisken dagilimlarinin modele dogrudan yansidigi durumlarda, uy-
gun dlgekleme stratejisinin model davranisi lizerinde yapisal ve sistematik bir
etkiye sahip oldugunu gdstermektedir.

Esik optimizasyonu, dengesiz sinif yapisina sahip tibbi veri setlerinde
model performansini belirgin sekilde artirmistir. Varsayilan 0.5 karar esigi ye-
rine F1 skorunu maksimize eden adaptif bir esik kullanilmasi, F1 skorunda
anlamli bir artisa ve 6zellikle duyarlilik (Recall) oraninin yiikselmesine yol
acmugstir. Bu iyilesme, yanlis negatiflerin kritik oldugu diyabet tarama uygula-
malarinda daha giivenli bir model davranis1 saglamaktadir.

Olasilik kalibrasyonu, 6zellikle SVM modellerinde tahmin edilen olasi-
liklarin giivenilirligini 6nemli dl¢iide artirmistir. Platt kalibrasyonu sonrasin-
da Brier skorunda gdzlenen diisiis ve tahminlerin ideal kalibrasyon ¢izgisine
yakinsamasi, modelin olasilik tabanli karar verme siireclerinde daha giivenilir
bir arag haline geldigini gostermektedir. Murphy ayrisimi sonuglari, kalibras-
yon hatasinin azalirken ayristirma giiciiniin korunmasinin, modelin klinik ka-
rar destek sistemlerinde gilivenle kullanilabilirligini artirdigin1 gostermektedir.

Sinif maliyetlendirme (FN>FP), modelin karar sinirin1 klinik agidan daha
giivenli bir yone kaydirmistir. Yanlis negatiflerin daha yiiksek maliyetle ce-
zalandirilmasi, modelin hasta bireyleri gdzden kagirma egilimini azaltmis ve
duyarlilig1 artirmigtir. Bu yaklagim, 6zellikle tarama ve risk belirleme sistem-
lerinde giivenli karar mekanizmalarinin gelistirilmesi a¢isindan 6nemlidir.

Uygulanan yontemlerin tamami tekrarli ¢apraz dogrulama (5x10 CV) ile
degerlendirilmis ve sonuglarin istatistiksel olarak kararli oldugu dogrulanmig-
tir. Diislik varyansh performans dlgtimleri, elde edilen iyilestirmelerin rast-
lantisal olmadigin1 ve sistematik veri isleme stratejilerinin modeller iizerinde
tutarl bir etki yarattigimi gostermektedir.
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Metodolojik agidan ¢alisma, yalnizca bir diyabet tahmin problemi sun-
maktan 6te, biyomedikal veri bilimi arastirmalarinda yeniden kullanilabilir bir
yol haritasi ortaya koymaktadir. Olgekleme, esik optimizasyonu ve kalibras-
yon adimlarimin tek bir deneysel yap1 altinda birlikte degerlendirilmesi; Brier
ayrisiminin klinik model analizine entegre edilmesi; maliyet-duyarli siniflan-
dirma stratejilerinin klinik glivenlik perspektifiyle uygulanmasi ve tiim siirec-
lerin otomatik olarak yeniden tiretilebilir hale getirilmesi ¢aligmanin temel
katkilar1 arasinda yer almaktadir. Bu baglamda, ¢aligma yalnizca elde edilen
performans sonuglartyla degil, ayn1 zamanda izlenen metodolojik yaklagimin
sistematikligiyle de one ¢ikmaktadir.

Bununla birlikte, veri kiimesinin boyutunun kii¢iik olmasi ve tek bir po-
plilasyonu temsil etmesi genellenebilirligi sinirlayabilir. Calismada yalnizca
klasik makine 6grenmesi yontemlerinin degerlendirilmis olmasi da potansiyel
model ¢esitliligini sinirlandirmaktadir. Ayrica siif maliyeti katsayilari sabit
tutulmus olup, farkli klinik senaryolar i¢in dinamik olarak optimize edilebile-
cek alternatif maliyet modelleri ileride aragtirilabilir.

Gelecek calismalarda, isotonic regression gibi alternatif kalibrasyon yon-
temlerinin incelenmesi, degisken dnem derecelerinin SHAP veya LIME gibi
aciklanabilir yapay zeka araclariyla degerlendirilmesi ve maliyet-adaptif 6g-
renme stratejilerinin modele entegre edilmesi daha gelismis bir analitik cer-
ceve saglayacaktir. Ayrica farkli popiilasyonlardan olusan ¢ok merkezli veri
setleriyle yapilacak ¢aligsmalar, modelin adalet (fairness) ve genellenebilirlik
Ozelliklerini daha kapsamli bigimde test etme olanagi sunabilir.

Sonug olarak, bu caligma dlgekleme, esik optimizasyonu, kalibrasyon ve
smif maliyetlendirme adimlariin birlikte ele alinmasimin hem model perfor-
mansin1 hem de klinik giivenilirligi anlaml sekilde artirdigimi gostermekte-
dir. Bu biitiinciil yaklagim, klinik karar destek sistemlerinin gelistirilmesinde
seffaf, tekrarlanabilir ve metodolojik olarak saglam bir temel sunmakta; tibbi
yapay zeka uygulamalarimda model degerlendirme pratiklerinin daha kapsam-
11 ve ¢ok boyutlu bir perspektifle ele alinmasi gerektigini ortaya koymaktadir.
Bu yoniiyle calisma, yalnizca diyabet risk tahmini i¢in degil, klinik makine
6grenmesi modellerinin giivenilir bicimde tasarlanmasi i¢in de genellenebilir
bir referans ¢er¢eve sunmaktadir.
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1. Giris

Biiyiik Dil Modelleri (Large Language Models — LLM’ler), son yil-
larda dogal dil isleme alaninda ¢igir agan bir doniisiim yaratmistir. Trans-
former(Doniistiiriicli) mimarisi iizerine insa edilen bu modeller, genis veri
kiimeleri iizerinde egitilerek insan benzeri metin liretme, soru yanitlama,
Ozetleme, ¢eviri ve diyalog kurma gibi gorevlerde olaganiistii performans
gostermektedir [1]. Ancak, bu etkileyici basarilara ragmen modellerin dogru-
luk ve giivenilirlik konularinda belirgin sinirhliklart ortaya ¢ikmistir. Bu
smirliliklarin en 6nemlilerinden biri, modellerin ger¢ege dayanmayan fakat
oldukga ikna edici goriinen igerikler liretmesi, yani haliisinasyon problemidir.

Bu baglamda “haliisinasyon” terimi, insanlardaki algisal yanilsamalardan
farkli olsa da, yapay zekd modellerinin inandirict ancak gerceklere dayan-
mayan ifadeler {iretmesi anlaminda kullanilir. Baska bir deyisle, bigcimsel
olarak dogru, akici ve tutarli cimleler gibi goriinmesine ragmen igerik olarak
yanlis veya uydurma bilgilerin ortaya ¢ikmasi haliisinasyon olarak nitelenir
[2]. Ozellikle biiyiik 6lcekli modellerde, bu tiir hatalarn goriinme sikligmin
ve karmagikligimin arttigina dair literatiirde genis bir konsensiis bulunmak-
tadur.

Haliisinasyonlarin LLM’lerde goriilmesi rastlantisal degildir; aksine bu
durum, modellerin olasiliksal dogas1 ve egitim siireclerinin kacinilmaz bir
sonucudur. LLM’ler, dil iiretim siirecinde istatistiksel olasilik dagilimlarina
dayanir; bu nedenle, bazi durumlarda gercek bilgiyi degil, “en olas1 kelime
dizisini” tiretmeye egilimlidirler [3]. Bu durum, 6zellikle modelin bilgi sinir-
larinin zorlandigy, belirsiz ya da eksik baglamlarda siklikla hatali fakat gliven-
li bir iislupla sunulan yanitlarin ortaya ¢ikmasina neden olur.

Ornegin, modelden belirli bir akademisyenin yayin listesi veya belirli bir
iilkedeki hukuki diizenleme tarihi istendiginde, LLM nin 6zgiivenle yanlig
bilgiler tiretmesi sik karsilasilan bir durumdur [4]. Bu agidan haliisinasyonlar
yalnizca kiigiik hatalar olarak degil, 6zellikle tip, hukuk, politika, miihendislik
ve egitim gibi yiiksek dogruluk gerektiren alanlarda kritik riskler olusturan bir
problem olarak degerlendirilmelidir.

Bu bolimiin amaci, LLM’lerde haliisinasyon olgusunu kapsamli bir
cergevede analiz etmek; haliisinasyonun nedenlerini, tiirlerini, tespit yontem-
lerini ve azaltma ya da engelleme stratejilerini bilimsel bir yaklasimla ince-
lemektir. Bu baglamda boliim, hem disiplin i¢i arastirmacilara hem de LLM
tabanli uygulamalar gelistiren profesyonellere teorik ve pratik bir rehber sun-
may1 amaglamaktadir,
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1.1. Konunun 6nemi

LLM’lerin kullanim alanlar1 her gegen giin genislemekte ve bu genigleme,
modellerin tirettigi i¢eriklerin dogrulugunu kritik bir mesele haline getirmek-
tedir. Ozellikle tibbi teshis destek sistemleri, hukuki metin inceleme araclari,
akademik yazim destek uygulamalar1 veya bilgi tabanli arama motorlar1 gibi
alanlarda yanlis veya uydurma bilgiler telafisi zor sonuglara yol acabilmekte-
dir [5]. Bu nedenle haliisinasyon sorununun anlagilmasi, yalnizca bir teknik
gelisim hedefi degil; ayn1 zamanda toplumsal, etik ve giivenlik boyutlar1 olan
bir zorunluluktur.

Arastirmalar, haliisinasyonlarin yalnizca azaltilabilir oldugunu, ancak
tamamen ortadan kaldirilmasinin teorik olarak miimkiin olmayabilecegini de
gostermektedir [6]. Bu durum, LLM’lerle ¢alisan aktorlerin “sifir hata™ yak-
lagimi1 yerine, risk azaltma, siirekli dogrulama, kaynak dayanakli iiretim ve
seffaflik gibi ilkeleri benimsemelerini gerekli kilmaktadir.

1.2. Terminoloji Tartismasi: “Haliisinasyon” mu, “Konfabulasyon”
mu?

Literatiirde, LLM hatalarin1 tanimlamak i¢in yalnizca ‘“haliisinasyon”
kavrami kullanilmamaktadir. Bazi arastirmacilar ise modellerin yanlis bilgi
iiretme bicimlerini daha isabetli bir sekilde tanimlamak i¢in “konfabulasyon
(confabulation)” (uydurma—bosluk doldurma bilissel hatas1) terimini dnerme-
ktedir [7]. Bu gercevede haliisinasyon, aslinda bir yanlis alg1 degil; belirsiz-
lik aninda modelin istatistiksel tahminleme ile bosluk doldurmasidir. Model,
gercegi degil, muhtemel olani {iretir; bu da insan benzeri akicilik sayesinde
kolayca ger¢egin yerini alabilecek igeriklere dontistir.

Bu tartigma, haliisinasyon olgusunun yalnizca teknik bir hata degil, ayni
zamanda bilgi, bellek, ger¢eklik ve anlam iiretimi gibi kavramlarla iligkili
biligsel bir meseleye isaret ettigini de ortaya koymaktadir. Dolayistyla, bu
boéliimde haliisinasyonu hem teknik hem de kavramsal boyutlariyla ele alan
cift yonlii bir yaklasim benimsenmistir.

2. Biiyiik Dil Modellerinin Yapisal Ozellikleri ve Haliisinasyonun Te-
mel Nedenleri

Biiytik Dil Modellerinde (LLM) haliisinasyonun yapisal nedenlerini ka-
vrayabilmek i¢in, bu modellerin hangi mimari temeller {izerine insa edildigini,
nasil egitildiklerini ve metni hangi ilkelerle {irettiklerini incelemek gerekir.
LLM’lerin mimari yapisi, egitim verilerinin niteligi, olasiliksal tiretim stiregleri
ve modelin kapasite sinirlari, haliisinasyonun igsel ve cogu zaman kaginilmaz
kaynaklarini olugturan temel bilesenlerdir. Bu boliimde doniistiiriicii (Trans-
former) mimarisinin isleyisi, biiyiik 6lgekli veri setlerinin 6zellikleri, modelin
olasiliksal liretim bigimi ve bilgi temsil kapasitesi ele alinarak haliisinasyonun
yapisal temelleri tartisilmaktadir.
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2.1. Transformer (Doniistiiriicii) Mimarisi ve Temel Bilesenleri

Glintimiizde kullanilan biiyiik dil modellerinin ¢ogu, 2017 yilinda
tanitilan Transformer mimarisi izerine kuruludur [1]. Transformer mimarisi-
nin en temel yeniligi, 6z-dikkat (self-attention) mekanizmasidir. Bu mekaniz-
ma sayesinde model, bir ciimledeki her kelimeyi islerken ayni ciimledeki
diger tiim kelimelerin etkisini dikkate alir. Boylece model, uzun mesafeli
iligkileri yakalamada 6nceki mimarilere gére ¢ok daha basarili olur.

Transformer mimarisinin bir diger nemli bileseni olan ¢ok basli dikkat
(multi-head attention), modelin ayn1 girdiyi farkli temsiller {izerinden paralel
olarak incelemesine olanak tanir. Bu 6zellik, dilin karmasik Griintiilerini ya-
kalamada biiyiik bir avantaj saglar; ancak bazi durumlarda modelin iliskisiz
bilgi pargalarini yanlis bigimde bir araya getirmesine ve bu nedenle haliisi-
nasyon liretmesine neden olabilir. Nitekim yapilan ¢alismalar, ¢cok bagl
dikkat mekanizmasinin baglam karmasiklastik¢a hatali iligkilendirmelere
yol agabilecegini gostermektedir. Transformer’daki konumsal kodlama (po-
sitional encoding), kelimelerin dizilim sirasin1 modele aktarir; ancak diziler
uzadikca bu bilginin etkisi zayiflayabilir. Baglamin giderek kaybolmasi,
ozellikle uzun akil yiirtitme gerektiren sorularda hatali ¢ikarimlarin ortaya
¢ikmasina neden olur.

2.2. Egitim Veri Setlerinin Rolii

LLM’ler; kitaplar, makaleler, sosyal medya iletileri, web sayfalar1 ve mi-
lyonlarca metin kaynagindan olusan devasa veri setleri tizerinde egitilir. Bu
veri setleri kaginilmaz olarak yanlis bilgi, giiriiltl, 6nyargili temsiller ve den-
gesiz dagilimlar igerir.

Verideki bu kusurlarin modele dogrudan yansidigi uzun siiredir bilinme-
ktedir. Ancak son arastirmalar, haliisinasyonun yalnizca yanlis veri goriilme-
sinden degil, ayn1 zamanda: veri dengesizligi, uzmanlik alanlarinin az tem-
sil edilmesi, seyrek sozciiklerin hatali 6grenilmesi, yaygin kaliplarin asir
genellestirilmesi, gibi yapisal veri problemlerinden kaynaklandigim goster-
mektedir [8],[9], [10].

Dil modellerinin temel egitimi “bir sonraki sozciigii tahmin etme”
(next-token prediction) gorevine dayanir. Bu gorev modeli gercegi kontrol
etmeye degil, istatistiksel olarak en olasi kelimeyi segcmeye yonlendirir. Bu
durum, ozellikle belirsiz veya eksik bilgi igeren sorularda modelin tahmine
dayali ve hatali yanitlar {iretmesine neden olabilir. Cok dilli dil modelleri
iizerine yapilan deneylerde, modellerin 6n-egitim siirecinde o6grendikleri
ylizeysel oriintiiler nedeniyle baglam hatalarina ve haliisinasyonlara yol actig:
goriilmisgtiir [11].
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2.3. Olasiliksal Dil Uretim Siireci

LLM’ler metni deterministik bir sekilde degil, olasiliksal bir ¢ikt1 dagilimi
iizerinden {iretir. Model, her bir kelime i¢in olasilik hesaplar ve bu dagilim
dogrultusunda se¢im yapar. Baglamin belirsizlestigi veya modelin bilgi
sinirina yaklagildigi durumlarda bu dagilim diizensizlesir ve diisiik olasilikli
sozciiklerin bile secilme ihtimali artar.

Bu nedenle haliisinasyon, dil iiretim siirecinin yapisal bir yan tirliniidiir.
Ayrica lretim sirasinda kullanilan 6érnekleme parametreleri — sicaklik (tem-
perature), top-k, niikleus (nucleus) 6rnekleme — cesitliligi artirirken ¢cogu
zaman dogrulugu distirebilir [12]. LLM’lerin metni iiretirken alt dizilim il-
iskilendirmeleri kurabilir ve bu iligkilerin hatal1 ortintiileri giiclendirebilir. Bu
sonug, haliisinasyonun yalnizca veri kaynakli degil, ayn1 zamanda modelin
i¢sel ¢alisma bigiminden kaynaklandigini géstermektedir.

2.4. Model Kapasitesi ve Bilgi Temsili

Bir LLM’nin 6l¢egi (parametre sayisi), hem performansini hem de hata
egilimini belirleyen bir faktordiir. Biiyilk modeller genellikle daha genis bilgi
ortintiilerini 6grenir, ancak bu durum haliisinasyonu tamamen ortadan kaldir-
maz. Bazi ¢alismalar, model 6lgegi biiyilidiik¢e haliisinasyonlarin daha in-
andirici ve zor fark edilen bigime doniistiigiinii gostermektedir [13].

LLM’ler bilgiyi dogrudan hafizaya almaz; bunun yerine, dgrendikleri
oriintiileri dagitik temsil (distributed representation) seklinde parametre uzayi-
na gomerler. Bu nedenle nadir bilgilere iligskin ¢ikarimlarda model, bosluklari
uydurma tahminlerle doldurabilir. Ayrica doniistiiriicti mimarisinde kullanilan
baglam penceresi (context window) sinirlamalari, modelin uzun metinlerde
onceki baglami unutmasina yol agabilir. Bu baglam kaymasi, haliisinasyon-
larin 6nemli bir tetikleyicisidir.

2.5. Bilgi Simirlar1 ve Dis Referanssiz Calisma

LLM’ler, egitim tamamlandiktan sonra yeni bilgi edinemez. Bilgile-
ri egitimde goriilen iceriklerle sinirlidir. Giincel olaylar, hizli degisen veril-
er, yeni bilimsel bulgular ya da tarihsel diizeltmeler modelin karar alanina
yansimaz. Bu durum bilgi sinir1 olarak adlandirilir. Daha 6nemlisi, model dig
kaynaklara erisemez: internet baglantis1 yoktur, bir veritabanini tarayamaz,
gercek zamanli dogrulama yapamaz. Bu nedenle model, bilmedigi durumlar-
da tahmin ederek bosluk doldurur ve siklikla haliisinasyon tiretir.
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2.6. Prompt ve Kullanic1 Girdisi Kaynakh Haliisinasyon

Kullanicinin sordugu sorudaki varsayimlar, yanls yonlendirmeler, eksik bil-
giler veya belirsiz talimatlar dogrudan haliisinasyon iiretebilir. Ornegin: “X aka-
demisyenin 2018’deki patenti neydi?”— Model aslinda var olmayan bir patent
uydurabilir. Bu tiir durumlara prompt kaynakli haliisinasyon (prompt-induced
hallucination) denir [ 14]. Arastirmalar ayrica kullanici talimatinin yanlhs veya ¢ok
belirsiz oldugu durumlarda modelin, en olast baglami tahmin ederek doldurmaya
calistigin1 ve bunun dogrudan haliisinasyona yol actigini gostermektedir.

2.7. Baglam Penceresi, Baglamsal Bozulma ve Zincirleme Hatalar

LLM’lerin baglam penceresi sinirhidir. Baglam uzunlugu asildiginda
model onceki bilgileri tamamen unutur veya temsil giicii diiser. Bu durum:
konudan sapma, yanlis ¢ikarimlar, celiskili ifadeler, bir hatanin digerini te-
tiklemesi gibi zincirleme haliisinasyonlara yol acar. Uzun akil yiiritme gerek-
tiren durumlarda hatalarin birikmesi, 6zellikle biiyiik modellerde dahi yaygin
olarak gozlemlenmistir.

2.8. Genel Yapisal Hata Tiirlerinin Ozeti
Bu béliimde incelenen yapisal nedenler temel olarak {i¢ kategoriye ayrilir:

1. Model kaynakli i¢csel nedenler: mimari, baglam penceresi, olasiliksal
yapL.

2. Veri kaynakli digsal nedenler: yanlis bilgi, dengesiz temsil, nadir
sozciikler.

3. Etkilesim kaynakli nedenler: prompt hatalari, yanls kullanict var-
sayimlari.

Bu ii¢ yapisal kategori birlikte ele alindiginda LLM haliisinasyonunun
neden bu kadar yaygin ve kaginilmaz oldugu daha net anlasilmaktadir.

3. Haliisinasyonun Tiirleri ve Siniflandirilmasi

Biiyiik Dil Modellerinde haliisinasyon, tek boyutlu bir fenomen degildir;
aksine, liretim siirecinin farkli agamalarinda ortaya ¢ikan ¢ok ¢esitli hata tiirler-
ini kapsayan genis bir kavramdir. Literatiirde haliisinasyon tiirlerinin siste-
matik bigimde siniflandirilmasinin, tespit ve giderme stratejilerinin gelistir-
ilmesi i¢in kritik oldugu vurgulanmaktadir. Bu béliimde LLM haliisinasyon-
lar1, bes ana kategoride incelenmektedir: olgusal haliisinasyon, mantiksal/akil
yiirlitme hatas1 kaynakli haliisinasyon, bi¢imsel/iislup temelli haliisinasyon,
talimat uyumsuzlugu ve giiven diizeyi ile iligkili haliisinasyonlar.
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3.1. Olgusal (Factual) Haliisinasyon

Olgusal haliisinasyon, modelin gercek diinya bilgisiyle ¢elisen ya da
dogrulanamayan yanlis bilgiler tiretmesidir. Bu durum, modelin ger¢ekten bil-
medigi ya da veri setinde hatali/eksik oldugu bilgilerden yola ¢ikarak tahminde
bulunmasiyla ortaya gikar. Ozellikle tarih, istatistik, biyografi gibi dogrula-
nabilir bilgi gerektiren alanlarda yaygindir. Bu tip hatalar, LLM haliisinasyon
arastirmalarinda olgusal ya da harici haliisinasyon olarak adlandirilir [13].

3.2. Mantiksal / akil yiiriitme hatas1 kaynakh haliisinasyon

Mantiksal haliisinasyonlarda, tek tek climleler kismen dogru goriinse
bile, aralarindaki neden—sonug iliskisi veya ¢ikarim zinciri bozulur. Model,
ara adimlarda tutarsiz ya da mantik kurallarina aykir1 ¢ikarimlar yapabilir;
ornegin, dnce “A, B’den biiyiiktiir” ve “B, C’den biiyliktiir” deyip sonra “C,
A’dan biiyiiktiir” sonucuna ulagmak gibi. LLM haliisinasyonlarini sistematik
bigcimde inceleyen siiflandirma c¢alismalari, baglam veya onceki model ¢ik-
tilartyla ¢elisen bu tiir tiretimleri sadakat (faithfulness) ekseni altinda baglam/
mantiksal tutarsizlik olarak ele alir [15]. LLM’lere odaklanan son anketlerden
biri de, haliisinasyonun sadece olgusal yanlisliklarla sinirli olmadigini; mod-
elin kendi dnceki climleleriyle ¢elismesi ya da tutarli bir akil yiiritme yolu
sunamamasi durumlarinin da ayri bir haliisinasyon kategorisi olarak deger-
lendirilmesi gerektigini vurgular [16].

3.3. Bicimsel / iislup haliisinasyonlar:

Bicimsel ya da tslup temelli haliisinasyonlar, modelin igerik olarak
kismen dogru olsa bile, istenen bi¢im, yap1 veya stil sinirlarinin disina ¢ik-
masiyla iliskilidir. Ornegin, kullanicidan tablo veya JSON formatinda ¢ikt1
istenirken, modelin serbest metin {iretmesi; belirli bir atif/numaralandirma
diizeni talep edilirken uydurma referanslar vermesi; ya da mantiksal adimlar1
numarali listeyle sunmasi gerekirken daginik bir metin iiretmesi bu tiir hata-
lara 6rnek gosterilebilir. Dogal dil iiretiminde haliisinasyon {izerine yapilan
klasik calismalar, yalnizca “yanlis bilgi”yi degil, kaynaga veya hedef formata
sadakatsizligi de haliisinasyon kapsamina almakta ve bigimsel/ yapisal sap-
malar1 bu ¢er¢evede degerlendirmektedir [13].

3.4. Talimat tutarsizhgi

Talimat tutarsizligi, model ¢iktisinin kullanicinin verdigi istem (prompt)
tam olarak ortlismemesi durumunda ortaya c¢ikar. Bu tiir haliisinasyonda
model, gérevin kapsamini yanlis yorumlar: Ornegin, yalnizca “dzet” talep
edildiginde yorum ve degerlendirme eklemesi, belirli bir uzunluk veya format
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sartin1 yok saymasi ya da ¢ok net bir kisitlama verilmigken kendi “varsayilan”
yorumunu uygulamasi gibi. LLM haliisinasyonlarina iligkin taksonomiler, sa-
dakat ekseni altinda talimat tutarsizlig1 (instruction inconsistency) baslhigiyla,
talimatin igerigi, baglami ve smirlariyla uyumsuz iiretimleri ayr bir alt tiir
olarak konumlandirmaktadir [15].

3.5. Giiven diizeyi ile iliskili haliisinasyon tipleri

Gliven diizeyi ile iligkili haliisinasyonlarda temel sorun, yalnizca iiretilen
bilginin yanlis olmasi degil, modelin bu yanlis ¢iktiy1 son derece yiiksek bir
0z-inangla sunmasidir. Kullaniciya kesin ve ikna edici bir iislupla aktarilan
fakat olgusal ya da mantiksal agidan hatali igerikler, bu nedenle tespit edilme-
si en zor haliisinasyon tiirlerinden birini olusturur. LLM’lerin giiven kalibra-
syonuna odaklanan giincel ¢aligmalar, 6zellikle hizalama siirecleri (6r. RLHF)
sonrasinda modellerin asir1 6zgiivenli davranabildigini ve modelin ifade ettigi
giiven diizeyi ile fiill dogruluk oran1 arasinda sistematik bir uyumsuzluk orta-
ya ¢iktigin1 gdstermektedir. Ayn1 arastirma, model gilivenini “soruya yonelik
belirsizlik” ve “iiretilen cevaba baglilik (fidelity)” olmak iizere iki bilesene
aytrarak, haliisinasyonlarin 6nemli bir kisminin yanlis kalibre edilmis bu
giiven sinyalleri esliginde ortaya ¢iktigini tartismaktadir. Bu nedenle, ¢agdas
haliisinasyon siniflandirmalarinda giiven—dogruluk kalibrasyonu bagimsiz bir
boyut olarak ele alinmaktadir[17].

4. Haliisinasyonun Tespit Yontemleri

LLM’lerde haliisinasyon sorunu yalnizca bir tiretim kusuru degil ayni za-
manda giiven, dogruluk ve giivenilirlik agisindan kritik bir risk kaynagidir. Bu
yiizden modellenin ¢iktisini degerlendirmek, giivenli kullanim igin olmazsa
olmazdir. Bu boéliimde, literatiirde onerilmis ve uygulanabilir ii¢ ana tespit
yaklagimi incelenmistir: (i) insan temelli degerlendirme, (ii) model-tabanl
otomatik tespit, ve (iii) standart test / benchmark veri setleri ile degerlendirme.

4.1. insan Temelli Degerlendirme

En giivenilir tespit bi¢cimi hald insan denetimidir: uzman veya egitimli
veri etiketleyicilerin, LLM ¢iktisin1 gercek bilgi kaynaklariyla karsilagtirarak
degerlendirme yapmasidir. Ancak bu yontem biiyiik dl¢ekte uygulanamaz. Bu
eksikligi kapatmak igin literatiirde karsilastirma (benchmark) temelli ¢6ziim-
ler dnerilmistir. Ornegin, insan etiketlemeli yaniltici ve diizgiin metin drnekle-
rini kapsamli bicimde igeren HaluEval kiyaslama kiimesi, haliisinasyon tespiti
ve modellerin birbirleriyle karsilastirilmasinda gilivenilir bir standart olarak
kullanilmaktadir [18].
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4.2. Model-Tabanh Otomatik Tespit Yontemleri
4.2.1. Kara Kutu Yaklasimlari

Kara kutu (black-box) yontemlerde modelin i¢ isleyisine dair herhangi
bir bilgiye ihtiya¢ duyulmaz; yalmzca girdi ve ¢ikti davranisi incelenerek
haliisinasyon olasilig1 degerlendirilir. Bu yaklasim, 6zellikle kapali model
APP’leriyle ¢alisilan senaryolarda dnem tagr.

Bu alanda 6ne ¢ikan ¢alismalardan biri SelfCheckGPT’dir. Calismada, ayni
istem (prompt) birden ¢ok kez modele verilerek iiretilen yanitlarin birbirleri-
yle ne dlgiide tutarli oldugu analiz edilmektedir. Eger yanitlar arasinda biiyiik
farkliliklar goriilityorsa, modelin kararli bir bilgiye dayanmadigi ve hatali igerik
iiretme ihtimalinin arttig1 belirtilmektedir. Yazarlar, tutarsizligin belirli esiklerin
iizerinde oldugu durumlari haliisinasyon gostergesi olarak siniflandirmistir [19].

Bu yaklasim, 6zellikle olgusal ve agik uglu sorularda hizli bir “6n fil-
treleme” yontemi olarak literatiirde sik¢a kullanilmaktadir.

4.2.2. Seffaf Kutu Yaklasimlary/ i¢ Sinyal Analizi

Seffaf Kutu (White-box) yontemlerde modelin i¢ yapisina; drnegin dikkat
(attention) dagilimlarina, gizli durum (hidden state) temsillerine, logit deger-
lerine erisim miimkiindiir. Bu sayede modelin yanit tiretirken hangi bilgilere
nasil agirlik verdigi, hangi katmanda kararsizlik yasandigi ve hatali liretimin
ne zaman ortaya ¢iktig1 daha ayrintili bigcimde incelenebilir.

Bu yaklagimi ele alan ¢alismalardan biri LLM-Check’tir. Arastirmada,
modelin tek bir yanit tiretirken i¢ katmanlarinda olusan gizli temsil (hidden
states) Oriintiilerinin ve 6z-dikkat (self-attention) ¢ekirdek haritalarinin haliisi-
nasyon igeren ciktilarda belirgin bi¢imde degistigi gdsterilmistir. Calisma,
ozellikle gizli temsillerin kovaryans yapisindaki bozulmalar ile dikkat matris-
lerinin diyagonal degerlerindeki diizensizliklerin, dogrulugu zayif veya uydur-
ma iceriklerle giiclii bicimde iliskili oldugunu ortaya koymaktadir. Yazarlar,
bu igsel kararsizlik ve diizensizlik diizeylerinin belirli esikleri asmasi duru-

munda yanitin haliisinasyon icerdigini ileri stirmektedir.[20].

Benzer bir dogrultuda gerceklestirilen baska bir ¢aligma ise, denetimsiz
gercek-zamanli haliisinasyon tespiti yaklasimini 6nermektedir. Bu yontem,
modelin i¢ durumlarini liretim aninda izleyerek kararsizlik bolgelerini belirle-
mekte ve boylece hatali liretimi anlik olarak saptayabilmektedir. Calismanin
bulgular1, dis dogrulama kaynagina gereksinim duymadan, sadece i¢ sinyal
analizi ile anlaml1 bir tespit basarisi elde edilebilecegini gdstermektedir [21].

Bu yontemler genellikle daha yiiksek dogruluk sunsa da, model i¢ yapisi-
na erisim gerektirdigi i¢in yalnizca agik-kaynak modellerde veya kurum ici
gelistirmelerde uygulanabilir.
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4.3. Degerlendirme Standartlar1 ve Karsilastirma Calismalari

Haliisinasyonun giivenilir bir bigimde Olgiilmesi ve farkli modellerin
kargilastirilabilir bicimde degerlendirilebilmesi igin ortak karsilagtirma veri
kiimelerine ihtiya¢ vardir. Bu amagla gelistirilen c¢aligmalardan biri HaluE-
val’dir. Insan anotasyonlartyla etiketlenmis genis bir veri kiimesi sunmakta ve
hem olgusal hem baglamsal hatalarm sistematik bicimde Slciilmesine olanak
tanimaktadir [22].

Literatiirde daha yeni gelistirilen HalluLens ise haliisinasyonlari igsel ve
dissal olarak ayiran kapsamli bir degerlendirme ¢ercevesi sunmakta ve farkli
gorev tiirleri i¢in ayr1 alt veri setleri 6nermektedir. Calisma, 6zellikle ¢ok yonlii
haliisinasyon analizlerine ihtiya¢ duyulan senaryolarda kullanilmak {izere tasar-
lanmustir [23].

Bu benchmark c¢aligmalarinin ortak 6zelligi, model karsilastirmalarinda
standartlastirmay1 miimkiin kilmalaridir. Boylece tespit yontemlerinin etkinligi
olciilebilir, farkli modeller aym 6lgiitlerle degerlendirilebilir ve yeni gelistirilen
yaklagimlarin performansi 6nceki ¢alismalarla tutarli bigimde karsilastirilabilir.

5. Haliisinasyonun Engellenmesi ve Azaltilmasi

LLM sistemlerini daha gilivenilir hdle getirmek i¢in yalnizca tespit etmek
yeterli degildir. Haliisinasyonlar1 azaltmak veya miimkiin oldugunca 6nlemek
gerekiyor. Literatlirde, bu amagla gelistirilmis farkli strateji ve yaklasimlar
bulunuyor. Asagida, genel kabul gérmiis yontemler ve bunlarin giiglii/sinirli
yonleri ele alinmistir.

5.1. ince Ayar (Fine-Tuning) ve Talimat Uyumlama

Bir strateji, modeli yalnizca genis 6n-egitimle birakmak yerine, 6zel tem-
izlenmis veri veya talimat kiimeleriyle yeniden egitmektir. Bu sayede model,
hem genel dil kaliplarint hem de giivenilir, dogrulanmis bilgi 6rneklerini 6grenir.
Yakin zamanda yayinlanan bir derlemede ince ayar ve dis bilgi ile destekleme
gibi pek ¢ok yontem ele alinmis; bunlarin bazi kombinasyonlarinin haliisi-
nasyon azaltiminda olumlu etkileri oldugu belirtilmistir. Bu tekniklerin bir-
likte uygulanmasinin, modele hem daha dogru igerik tiretme hem de uydurma
yapmama aligkanlig1 kazandirdig1 goriilmiistiir [24].

5.2. Belge Tabanh Bilgi Baglama: RAG & Hibrit Cikarim Yaklasimlar:

Ozellikle statik bilgiyle sinirli kalan LLM’lerde, dis kaynaklara bagla-
narak gercek zamanli ve giincel bilgiyle iiretim yapmak énemli bir azaltma
yontemidir. Bu kapsamda Bilgi getirmeli iiretim (Retrieval-Augmented
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Generation-RAG) yaygin bi¢cimde kullanilir: model, ¢ikt1 iiretmeden dnce
ilgili belgeleri ya da veri tabanlarini arar ve tirettigi yanitlar1 bu kaynaklara
dayandirir. Bu yaklasim, haliisinasyon oranini 6nemli dl¢iide diistirtir.

Buna ek olarak, yalnizca tek bir ¢ikarim yontemi degil anahtar kelime
aramasi, gomiilii vektor temelli arama ve bazen bu iki yontemin kombi-
nasyonu kullanilarak hibrit ¢ikarim sistemleri gelistirilmektedir. Bu hibrit
sistemler, hem alandaki bilgi eksiklerini kapatir hem de daha yiiksek dogru-
luk saglar[25].

5.3. Uretim Sonras: Diizeltme & Cok Katmanh Kontrol Cerceveleri

RAG ve ince ayar gibi onleyici yontemler 6nemli olsa da 6zellikle kritik
ve geri doniisii zor isleri hedefleyen uygulamalarda tek baslarina yeterli ol-
mayabilir. Bu nedenle, bir¢ok giincel calisma, ¢ok katmanli bir azaltma mi-
marisi Oneriyor: iretim 6ncesi kontroller + RAG + iiretim sonrasi dogrulama
+ insan onay1 gibi birka¢ savunma hatti birlikte. Boylece, hem modelin kendi
sinirlart hem de dis veri kaynaklarinin zayifiiklar1 dengeleniyor[26].

Bu alanda yapilan baska bir ¢alisma, RAG’in 6zel ince ayar ve diizeltme
dongiisiiyle birlikte kullanildiginda haliisinasyon oranini azalttigini goster-
mistir[27].

5.4. Cok Modiillii / Cok Ajanh Sistemler & Alternatif Model Denetimi

Bazi ¢alismalar, tek bir LLM’e giivenmek yerine, birden fazla model
veya modiil kullanan sistemlere ydneliyor. Ornegin bir modiil bilgiyi kayna-
ktan ¢ikarir, diger modiil metni {iretir, i¢iincii modiil dogrulama yapar. Ya da
LLM yanit1 iiretir, ardindan dogruluk kontrolleri tarafindan incelenir. Boyle
cok ajanli veya modiillii mimariler, sadece {liretim degil dogrulama asamasin-
da da giivenlik saglar[28].

6. Gelecek Arastirma Yonelimleri ve Sonug¢

Biiyiik Dil Modellerinde (LLM) haliisinasyon problemi, mevcut mod-
ellerin teknik sinirlarinin, egitim paradigmasinin ve bilgi temsili bicimlerinin
dogal bir sonucu olarak ortaya ¢ikmaktadir. Bu nedenle, haliisinasyonu azalt-
mak ya da giivenli kullanim sinirlar1 i¢inde yonetebilmek igin hem mimari
diizeyde yeniliklere hem de degerlendirme—kontrol mekanizmalariin giiclii
bir bigimde gelistirilmesine ihtiya¢ duyulmaktadir. Bu birlesik boliimde, ge-
lecege doniik temel arastirma egilimleri ile galigmanin genel sonuglari bir ara-
da ele alinmaktadir.

+ 133
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6.1. Gelecek Arastirma Yonelimleri
6.1.1. Yeni Mimari Arayislar1 ve Olasiliksal Modellerin Simirlar:

Mevcut LLM’ler, olasilik tahmini iizerine kurulu olduklar igin, {iretim
siirecinin dogasinda belirsizlik tasirlar. Bu mimari, her ne kadar esnek ve
giiclli goriinse de, gergegi modelleme ile olasi Oriintliyli tahmin etme arasin-
daki farki ortadan kaldiramamaktadir. Bu nedenle, gelecekte deterministik
dogrulama katmanlari, bilgiye bagh iiretim modiilleri, veya karma mimariler
daha fazla 6nem kazanacaktir. Ozellikle karmasik akil yiiriitme gorevlerinde
sembolik bilesenlerin entegrasyonu, hallisinasyon oranlarini sistematik bi¢im-
de azaltma potansiyeli tasimaktadir.

6.1.2. D1s Referans Kullaniminin Standartlastirilmasi

RAG ve benzeri bilgi baglama yontemleri haliisinasyonla miicadelede
etkili goriinse de, bugiin hala parca parca ¢oziimlerden ibarettir. Gelecek
caligmalarda RAG’mn daha ger¢ek zamanli, diizenli gilincellenen, gorev-oda-
kl1 yapilarla biitiinlesmesi; ayrica dis bilgi kaynaklarinin dogrulugunu deger-
lendiren ayr1 denetim katmanlarinin eklenmesi beklenmektedir. Uzun vadede
amag, modelin yalnizca tahmin degil, ayn1 zamanda kanita dayali iiretim yap-
masini saglayacak ekosistemleri kurmaktir,

6.1.3.Model i¢i Giiven Sinyallerinin Standartlastirilmasi

Haliisinasyonun en riskli yonlerinden biri, modelin yanlis iiretimi yiiksek
giivenle sunmasidir. Bu nedenle, modelin kendi i¢inde {irettigi giiven sinyaller-
inin bilimsel olarak tanimlanmasi, kalibre edilmesi ve kullaniciya agik bigimde
sunulmasi gerekmektedir. Bu dogrultuda, mantiksal bazl kararsizlik ol¢iitleri,
dikkat dagilimlarinin tutarlili§i veya modelin belirsizligini ifade eden 6zel me-
kanizmalar gibi yaklasimlar oniimiizdeki donemde arastirmalarin merkezinde
olacaktir. Kullanicinin model ¢iktisinin hangi 6l¢tide giivenilir oldugunu gore-
bilmesi, haliisinasyon riskini yonetmede kritik bir ilerleme saglayacaktir.

6.1.4.Gorev ve Alan Bazh Degerlendirme Cerceveleri

Haliisinasyon sorunu alanlar arasinda farkli etkiler tasidig: icin, gelece-
kte tip, hukuk, finans, egitim, bilimsel yazim gibi kritik alanlara 6zel deger-
lendirme protokollerinin gelistirilmesi beklenmektedir. Bu tiir alan-6zgii
degerlendirmeler, sadece dogruluk degil, etik sorumluluk, kanit takibi, atif
giivenilirligi ve risk seviyelendirme gibi boyutlart icermelidir. Boylece mod-
ellerin yalnizca dogruluk diizeyi degil, ayn1 zamanda giivenli kullanim uygun-
lugu da odlgiilebilir hale gelecektir.
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6.1.4.insan-Merkezli Hibrit Sistemlere Yonelim

Aragtirmalar, tamamen otonom LLM sistemlerinin uzun vadede giivence
iretemeyecegini; kritik uygulamalarda insan denetiminin bir bilesen olarak
kalacagmi gostermektedir. Bu nedenle, gelecekte insan—makine isbirligine
dayali hibrit karar sistemlerinin yayginlagmas1 beklenmektedir. LLM’lerin
hizli tiretimi ile insan uzmanhiginin dogrulayici roliiniin bir araya getirilmesi,
hem iiretkenligi artiracak hem de hatali ¢iktilarin etkisini azaltacaktir.

6.2. Sonuc¢

Bu c¢aligmada, Biiylik Dil Modellerinde haliisinasyon olgusu ¢ok yon-
li bir ¢ergevede ele alinmig; haliisinasyonun temel nedenleri, tiirleri, tespit
yontemleri ve azaltma stratejileri sistematik bicimde incelenmistir. Analizler
gostermektedir ki haliisinasyon, yalnizca verideki hatalardan kaynaklanan bir
yan etki degildir; aksine, model mimarisinin olasiliksal dogasi, sinirli baglam
penceresi, bilgi sinirlar1 ve akil yiiriitmedeki tutarsizlik gibi temel yapisal
ozelliklerden dogan bir sorundur. Bu nedenle haliisinasyonu tamamen ortadan
kaldirmak bugiin i¢in miimkiin goriinmemektedir; ancak dogru stratejilerle
onemli o6lciide azaltilabilir.

Tespit yontemleri agisindan bakildiginda, insan denetimi hala altin stan-
dart olmay1 siirdiirse de, kara kutu ve seffaf kutu temelli otomatik tespit
yontemlerinin hizla gelistigi; karsilastirma calismalariin ise bu ilerlemeyi
6lgmek igin 6nemli bir zemin sagladigi goriilmektedir. Azaltma stratejileri ise
tek bir yontemle sinirh degildir: ince ayar, bilgi baglama yontemleri, ¢ok kat-
manli dogrulama gergeveleri ve ¢ok ajanli sistemler birlikte kullanildiginda
daha basarili sonuglar vermektedir.

Gelecek arastirmalarin odak noktasi, modelleri daha kontrollii, daha
seffaf ve daha giivenilir hale getirmek olacaktir. Bu dogrultuda yeni mimari
arayislari, dig referansh bilgi entegrasyonu, model-i¢i giiven sinyallerinin
gelistirilmesi, alana 6zgili degerlendirme protokollerinin olusturulmasi ve in-
san—makine hibrit sistemlerinin kurulmasi kritik arastirma yonleri olarak 6ne
cikmaktadir.

Sonug olarak, haliisinasyon sorunu LLM’lerin mevcut ¢alisma bigiminin
dogal bir pargasi olsa da, sistemli tespit mekanizmalari, ¢ok katmanl azalt-
ma stratejileri ve disiplinler arasi arastirma ¢abalar1 sayesinde daha giivenilir,
daha sorumlu ve daha giivenli yapay zeka sistemleri olusturmak miimkiindiir.
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1. Giris

Gorlintii isleme alaninda enterpolasyon, ¢oziiniirliik artirma, yeniden 6l-
cekleme, iyilestirme ve gesitli doniisiim islemlerinin temel bilesenlerinden biri
olarak kritik bir rol oynamaktadir. Ancak enterpolasyon yontemleri, yalnizca
mevcut piksel degerlerini tahmin etmekle kalmaz; ayn1 zamanda goriintiiniin
yapisal biitiinliiglini, 6zellikle de kenar bolgelerinin geometrik ve fotometrik
ozelliklerini dogrudan etkiler. Kenarlar, bir goriintliiniin en belirgin bilgi ta-
styic1 unsurlart olup nesne sinirlariin, doku gegislerinin ve sahne yapisinin
anlagilmasinda merkezi 6neme sahiptir. Bu nedenle enterpolasyon sirasinda
kenarlarin dogru bicimde korunmasi hem goriintii iyilestirme hem de yiiksek
seviyeli bilgisayarla gorme uygulamalar1 a¢isindan hayati bir gerekliliktir (Ki-
licaslan, 2023). Kenar belirleme, goriintiideki yapisal bilgiyi ortaya ¢ikararak
sonraki tiim goriintli isleme adimlarinin dogrulugunu dogrudan etkiledigi igin
siireci hayati 6l¢iide 6ne tasiyan temel bir asamadir. Canny, Roberts ve Prewitt
gibi klasik kenar belirleme algoritmalari, farkl giirtiltii seviyelerinde dahi ya-
pisal detaylar1 ortaya ¢ikarabilen basarili kenar bulma teknikleri arasinda yer
almakta olup, bu ydntemlerin performansini, iyilestirme yaklagimlarmi ve
cesitli goriintii isleme gorevlerindeki etkilerini inceleyen ¢ok sayida ¢aligma
literatiirde bulunmaktadir. 2022 yilinda Monica ve ¢agdaslar1 yenilik¢i Ot-
su-Canny operator yontemini sunmuglardir. Otsu algoritmasi, Canny operato-
riinii ¢ift esik degeriyle degistirerek ve sebekelerin tespit tizerindeki etkisini
ortadan kaldirarak mikro catlaklar i¢in kenar tespit performansimi iyilestirmek
amaciyla kullanilmistir. Islem, morfolojik islem, goriintii segmentasyonu ve
goriintii ikililestirme ile giirtiltii giderme islemleri gerceklestirilerek tamam-
lanmistir. Deneysel bulgular, bu arastirmada kullanilan goriintii isleme algo-
ritmasinin saflig1 ve biitiinliigiinde 6nemli bir iyilesme oldugunu gdstermek-
tedir. (Monicka et al., 2022) Tanyeri ve digerleri Canny opreratoriiniin uygun
iist ve alt esiklerini, gradyan gorlintiisiiniin ortalama ve yar1 entropisi araci-
ligryla otomatik olarak ayarlamislardir. Boylece daha etkili bir kenar tespit
yontemleri sunmuslardir (Tanyeri et al., 2019). Faheem ve digerleri ¢aligsma-
larinda etkili bir goriintii filigranlama i¢in kenar tespiti yapmislar ve Canny
yaklasimindan yararlanmislardir. Calismada en az anlamli bit (LSB) ve Can-
ny kenar algilama yontemini kullanan bir dijital goriintii filigranlama teknigi
onerilmistir. Onerilen teknigin, LSB nin yiiksek tasima kapasitesi ve Canny
kenar algilama filtresinden sonra filigran yerlestirme 6zelligi nedeniyle daha
giivenli oldugunu ifade etmislerdir. Canny kenar gradyaninin yonii ve biiyiik-
ligiindan yararlanilarak, ka¢ bitin gdmiilecegini belirlemislerdir (Faheem et
al., 2023). Diger taraftan 2025 yilinda dnerilen bir diger goriintii filigranlama
icin Onerilsen teknikte, kenar tespitinin 6neminden bahsedilmis ve ignecik-
li sinir agindan yararlanilan bir kenar tespiti ile filigran metodu 6nerilmistir
(Incetas & Kiligaslan, 2025). Medikal goriintiiler iizerinde yapilan CNN c¢a-
ligsmalarinda ise 6n islem adimi olarak kenar tespit algoritmalar1 kullanilmak-
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tadir. 2022 yilinda Dey ve digerleri termal meme goriintiilerini kabul eden ve
bu goriintiileri tespit eden bilgisayar destekli bir meme kanseri tespit sistemi
onermisglerdir. Calismalarinda siiflandirici olusturmak iizere 6nceden egitil-
mis DenseNet121 modelini 6zellik ¢ikarici olarak kullanmiglardir. Ozellikleri
cikarmadan 6nce, Prewitt ve Roberts olmak iizere iki kenar algilayici kullana-
rak ciktilar elde ederek, orijinal goriintiiyle birlikte DenseNet121 modeline 3
kanall1 bir goriintii olarak girdi saglamislardir (Dey et al., 2022). 2022 yilinda
Saeed Balochian ve Hossein Baloochian kenar tespitinin, dijital goriintiilerde
stireksizlikleri bulma ve smirlar1 kesfetmede en 6nemli adim oldugunu ifade
etmislerdir. Onerilen yaklasimlarinda Prewitt operatériiyle kesirli mertebeden
tiirevleme kullanan yeni bir kenar tespiti yontemi sunmuslardir. Ilgili aras-
tirmacilar, komsu piksellerin bilgilerini ve agirlikli ortalamay1 dolayl ola-
rak kullanarak yalnizca goriintiiniin tlirevini hesaplamakla kalmamaislar, ayni
zamanda giirliltiiyli de ortadan kaldirilmislardir. Deneysel bulgular 6nerilen
yontemin birgok kenar tespit yaklagimina gore iistiin oldugunu gdstermistir.
[laveten, Prewitt kesirli mertebeden kenar tespitinin performans degerlendir-
mesi, tibbi goriintiilerde kenar tespiti icin umut verici potansiyellerini goster-
digini ifade etmislerdir.

Enterpolasyon, eksik veya diisiik ¢oziintirliiklii goriintii verilerinden daha
yiiksek ¢oziiniirliiklii, siirekliligi korunmus ve yapisal agidan tutarli ¢iktilar
elde etmek amaciyla kullanilan temel bir goriintii isleme yaklasimidir. Ozel-
likle modern goériintiileme sistemlerinde sensor sinirlamalari, veri sikistirma
siiregleri veya iletim kayiplari nedeniyle piksel bilgilerinin eksilmesi ya da
¢Oziiniirliigiin diismesi sik karsilasilan bir durum oldugundan, enterpolasyon
algoritmalarinin dogrulugu ve kenar detaylarim1 koruma kapasitesi biiylik
Oonem tasimaktadir. En yakin komsu, bilineer ve bikiibik gibi klasik yontem-
lerin yan sira kenar korumali ve adaptif yaklasimlarin gelistirilmesi, goriin-
tiiniin yerel yapisina daha duyarli sonuglar iiretmeyi miimkiin kilmistir. Bu
nedenle enterpolasyon, sadece gorsel kaliteyi artiran bir ara¢ degil, ayn1 za-
manda birgok iist seviye goriintii isleme ve bilgisayarli gorii uygulamasinin
basarisini dogrudan etkileyen kritik bir adimdir. En yakin komsu, bilineer ve
bikiibik gibi klasik enterpolasyon yontemleri, pikseller aras: siireklilik varsa-
yimina dayanarak calistigindan, yiiksek frekansl bilesenlerde bulaniklasma,
kenar yayilmasi ve detay kaybi gibi istenmeyen artefaktlar iiretebilir (Patel
& Mistree, 2013). Son yillarda ise anizotropik difiizyon filtreleme (incetas,
2022; Kiligaslan, 2024) derin 6grenme tabanli siiper ¢oziiniirliik modelleri
ve adaptif agirliklandirma yontemleri gibi daha gelismis yaklagimlar, kenar
duyarliligini artirarak yapisal bilgiyi korumay1 amaglamaktadir (Wang et al.,
2022). Bununla birlikte enterpolasyonun kenar belirleme adimlarinda nasil
bir etki yaratti§1 hem teorik hem de deneysel olarak hala kapsamli inceleme
gerektiren bir arastirma problemidir. Ciinkii gradyan tabanli Canny, Roberts
ve Prewitt gibi yontemler enterpolasyon sonrasi olusan artefaktlarin dogasina
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kars1 oldukga hassastir. Bu baglamda enterpolasyon tekniklerinin kenar belir-
leme basarisina etkisinin incelenmesi hem yeni algoritmalarin tasarimi hem
de mevcut sistemlerin performansinin optimize edilmesi agisindan Snemli
katkilar saglamaktadir.

2. Enterpolasyon

Goriintii enterpolasyonu, sayisal goriintii isleme alaninda ¢oziiniirliik ar-
tirma, Olgekleme, dondiirme, sikigtirma ve goriintii tamamlama gibi birgok
temel gorevin merkezinde yer alan kritik bir iglemdir. Temel olarak, var olan
pikseller arasindaki yogunluk veya renk degerlerini tahmin ederek yeni piksel
degerleri tiretme siirecini ifade eder. Bu islem, 6zellikle tibbi goriintiileme,
uydu goriintiileme, nesne tanima, video isleme ve artirilmis gergeklik uygu-
lamalar1 gibi yiiksek dogruluk ve gorsel biitiinliik gerektiren alanlarda 6nemli
bir rol oynamaktadir (Li & Orchard, 2001; Maeland, 1988). Enterpolasyonun
basaris1 hem goriintiiniin algisal kalitesini hem de sonraki goriintii isleme ya
da makine dgrenimi adimlarinin performansini dogrudan etkiler. En yaygin
yontemler olan Nearest Neighbor (en yakin komsu), Bilinear (bilineer) ve Bi-
cubic (bikiibik) enterpolasyon teknikleri (Parker et al., 2007) hesaplama mali-
yeti ve gorsel kalite arasinda farkli denge noktalari sunarken; kenar koruyucu,
yon duyarli veya derin 6grenme tabanli modern yaklagimlar daha yiiksek dog-
rulukla detaylarin korunmasini hedeflemektedir. Ancak enterpolasyon islemi,
ozellikle giiriiltiilii veya diisiik kaliteli goriintiilerde kenar bulanikligi, detay
kayb1 ve bozulma gibi istenmeyen etkilerle karsilagilmasina neden olabilir.
Bu nedenle, enterpolasyon algoritmalarinin kenar bilgisi, doku siirekliligi ve
yerel istatistikleri miimkiin oldugunca dogru bigimde kullanmasi gerekmek-
tedir. Giincel aragtirmalar hem klasik yontemlerin gelistirilmesine hem de
optimizasyon algoritmalar1 ve yapay zeka tabanli modellerin entegrasyonuna
odaklanarak, daha yiiksek gorsel kalite ve daha diisiik hata orani ile ¢alisan
enterpolasyon teknikleri gelistirmeyi amaglamaktadir. Enterpolasyon islemi-
nin genel formiilii;

I,e(mn)=1,,2m-1,2n-1),m=1,---,M;n=1,--,N
6]

seklinde hesaplanmaktadir. Burada I diisiik ¢ozintrliklii girdi goriintii-

yi, I ise yliksek ¢ozlintirliiklii ¢ikt1 goriintiiyli temsil etmektedir. m ve n ise
gorintiilerin yiikseklik ve genisligini temsil etmektedir.

3. Kenar Belirleme

Goriintii isleme alaninda kenar belirleme, bir gérseldeki nesnelerin sinir-
larini, yapisal gegis bolgelerini ve ylizey siireksizliklerini ortaya gikarmayi
amaglayan temel bir adimdir. Kenar noktalari, goriintiideki yogunluk dagili-
minin hizli degisim gosterdigi bolgeler oldugundan, bu degisimin sayisal ola-
rak modellenmesi genellikle tiirev tabanli operatorler ile gerceklestirilir. Kla-



Bilgisayar Mithendisligi Alaninda Uluslararasi Derleme, Aragtirma ve Caligmalar - 143

sik yontemler olan Sobel, Prewitt ve Roberts operatorleri, gradyan hesaplama-
sina dayali olarak kenar bilgisini liretse de giiriiltii varliginda kararsiz sonuglar
verebilmekte ve kenarlarin lokalizasyonunda hatalar olusturabilmektedir. Bu
nedenle kenar belirleme siirecinin hem dogrulugunu hem de kararliligin1 aym
anda saglayacak daha gelismis algoritmalara ihtiya¢ duyulmustur. Bu baglam-
da Canny matematiksel olarak optimal bir kenar belirleyici gelistirmek ama-
ciyla kapsaml bir analiz sunmus ve bugiin literatiirde en yaygin kullanilan
kenar operatorii olan Canny Kenar Belirleme Algoritmasini 6nermistir (Can-
ny, 1986). Canny’nin optimalite yaklagimi {i¢ ana kriter iizerine kuruludur:
(1) gergek kenarlarm maksimum dogrulukla tespit edilmesi, (ii) tespit edilen
kenarlarin gergek konumlarma en yakin sekilde lokalize edilmesi ve (iii) aynm
kenar iizerinde ¢oklu cevaplarin en aza indirilmesi. Bu kriterler, algoritmanin
matematiksel olarak optimize edilmis bir filtreleme ve karar verme yapisina
sahip olmasini saglamaktadir. Canny algoritmasi, ¢ok asamali1 yapis1 sayesin-
de hem giiriiltiiye dayanikli hem de ince kenarlar1 koruyabilen bir mimariye
sahiptir. 1k asamada goriintii, yiiksek frekansl giiriiltii bilesenlerinin baski-
lanmasi i¢in bir Gauss filtresi ile diizgiinlestirilir. Gauss filtresi:

1 x*+y?
G(x,y) = ——exp(~>—3-)
(2) 27[0' 20'

seklinde tanimlanir ve filtrelenmis goriintii:

Is(x,y)=1(x,y)*G(x, )
(3)

Giriltiiniin bastirilmasi, Canny’nin temel kriterlerinden biri olan goklu
cevaplarin azaltilmasi i¢in gereklidir. Diisiik o degerleri ince detaylar korur-
ken, yiiksek o degerleri kenarlar1 yumusatarak daha genis bolgesel gegisleri
ortaya ¢ikarir. Canny algoritmasinin dnemli asamalarindan bir tanesi de mak-
simum olmayan degerlerin bastirilmasi yontemidir. Burada kenarlarin inceltil-
mesi amaglanir ve sonrasinda esikleme yardimiyla kenar pikseller tespit edilir
(Gebick & Koumoutsakos, 2009).

Sonug olarak Canny kenar belirleme operatorii, Gauss tabanh giiriiltii gi-
derme, birinci tiirev tabanli gradyan analizi, non-maximum suppression, ¢ift
esikleme ve histerezis baglantilama gibi ardisik asamalardan olusan matema-
tiksel olarak optimize edilmis bir yapiya sahiptir. Bu ¢cok asamali yap1 hem
ince detaylarin korunmasini hem de giiriiltii kaynakli yanlis kenar tespitlerinin
azaltilmasini saglamaktadir. Ozellikle tip goriintiileme, uzaktan algilama, bi-
yometri, robotik ve yapay géorme uygulamalarinda yiiksek bagarimi sayesinde
standart yontem haline gelmistir.
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4. Deneysel Bulgular ve Tartisma

1.1 Veri Seti

Bu caligmada tiim deneyler, goriintii isleme ve 6zellikle enterpolasyon
caligmalarinda sik kullanilan 8 adet gri seviyeli goriintii iizerinde gergekles-
tirilmigtir. Bu 8 goriintiiden 4 tanesi 256x256 boyutunda iken, diger 4 tanesi

512x512 boyutundadir. Sekil 1 ve 2’de sirastyla 256x256 ve 512x512 boyut-
larindaki goriintiiler verilmistir.

(d)
Sekil 1. 256x256 boyutundaki goriintiiler a) airplane, b)cameraman, c)
house, d) peppers

e

(b)

(©)

Sekil 2. 512x512 boyutundaki goriintiiler a) barbara, b)boat, c) stars,
d) Wheel
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4.2. Metrikler

Siniflandirma, nesne tanima, kenar belirleme, tespit ve segmentasyon
gibi birgok yapay zeka ve goriintii isleme uygulamasinda performans olcii-
mii, dogru kararlarin oranini ortaya koyan temel istatistiksel metriklerle yapi-
lir. Bu metrikler arasinda Precision (Kesinlik), Recall (Duyarlilik) ve F-Skor
en yaygin kullanilan 6l¢tim degerleridir. Bu dlgiitler, bir modelin pozitif sini-
f1 ne kadar dogru tahmin ettigini, kag gercek pozitif 6rnegi yakalayabildigini
ve genel bagarimini ortaya koyan tamamlayici metriklerdir (Rani et al., 2022;
Tariq et al., 2021).

Bu metriklerin hesaplanmasinda temel alinan kavramlar sunlardir:

e TP (True Positive): Gergek pozitiflerin dogru tahmin edilmesi

o FP (False Positive): Negatif 6rneklerin yanlishikla pozitif tahmin edilmesi
o FN (False Negative): Pozitif 6rneklerin model tarafindan kagirilmasi
e TN (True Negative): Gergek negatiflerin dogru tahmin edilmesi

Precision, modelin pozitif tahminlerinin ne kadarinin dogru oldugunu
Olcer. Baska bir ifadeyle, model bir 6rnegi “pozitif” olarak isaretlediginde
bu kararin ne kadar giivenilir oldugunu ifade eder. Precision’in matematiksel
olarak (Huc et al., 2021);

P “

Precision = ——
FP+TP

Olarak hesaplanir. Recall (Huc et al., 2021), gergek pozitif 6rneklerin ne
kadarmin model tarafindan dogru sekilde yakalandigini dlger ve

Recall = _r ()
FN+TP

F-Skor, Precision ve Recall’in harmonik ortalamasi alinarak elde edilen
bir performans 6l¢iisiidiir. Harmonik ortalama, degerlerden en kii¢iigline
daha fazla agirlik verdigi i¢in modelin hem Precision hem de Recall agisin-
dan dengeli olmasini zorunlu kilar. Standardize edilmis en yaygin F-skor
tiirli olan F1-Skor su sekilde tanimlanir (Hu¢ et al., 2021):

Fle2 Precision + Recall ©)
Precision - Recall




146 + Abdullah Orman & Murat Mericelli

Precision, Recall ve F-Skor, makine 6grenmesi ve goriintili isleme uygu-
lamalarinin performans degerlendirmesinde kritik dneme sahip tamamlayici
metriklerdir (Naidu et al., 2023). Precision modelin pozitif tahminlerinin
dogrulugunu, Recall yakalama giiciinii, F-Skor ise iki 6l¢iitiin dengeli bir
kombinasyonunu sunar. Bu metrikler 6zellikle dengesiz veri setleri, kritik
karar siirecleri ve pozitif sinifin 6nemli oldugu uygulamalarda modelin ger-
cek basarimini ortaya koymada vazgecilmez araglardir.

4.3. Deneysel Sonuclar

Calismada ilk olarak Sekil 1 ve 2’de yer alan 8 goriintii %2 oraninda kii-
ciiltiilmiis ve hemen ardindan en yakin komsu (nearest), bilineer (bilinear)
ve bikiibik (bicubic) enterpolasyon yaklagimlari ile biyiitilmiistir. Tim bu
islemler Matlab araciligiyla gerceklestirilmistir. Biiyiitiilen goriintiilere iligkin
ornekler Sekil 3 ve 4’te yer almaktadir.

Sekil 3. Kameraman goriintiisii i¢cin enterpolasyon sonuglari. a) Orijinal
gOriintii, b) en yakin komsu enterpolasyon, b) bilinear enterpolasyon, c¢) bicu-
bik enterpolasyon

Sekil 3’te kameraman goriintiisiine ait biiylitme sonuclar1 yer almaktadir.
Sekil 3.(a)’da orijinal kameraman goriintiisii yer alirken, Sekil 3.(b), (c) ve
(d)’de sirasiyla en yakin komsu, bilneer ve bikiibik enterpolasyon yaklasim-
larinin sonuglar1 yer almaktadir. Sekil 4’te ise 512x512 boyutundaki Wheel
goriintiisiiniin enterpolasyon sonuglari verilmistir. Sekil 4.(a)’da orijinal whe-
el goriintiisii ile Sekil X.(b), (c) ve (d)’de sirasiyla en yakin komsu, bilneer ve
bikiibik enterpolasyon yaklagimlarinin sonuglar1 gériilmektedir.



Bilgisayar Miihendisligi Alaninda Uluslararasi: Derleme, Arastirma ve Calismalar * 147

Sekil 4. Wheel goriintiisii i¢in enterpolasyon sonuglari. a) Orijinal go-
rlintli, b) en yakin komsu enterpolasyon, b) bilinear enterpolasyon, c¢) bicubik
enterpolasyon

Sekil 3 ve 4’te yer alan enterpolasyon sonuglari orijinal goriintiiye olduk-
ca yakindir ve gozle ayirt edilemeyecek kadar biiyiik bir benzerlige sahiptir.
Ancak kenar belirleme basarilariin tespiti i¢in orijinal goriintiiler de dahil
olmak iizere tiim enterpolasyon sonuclarinin canny kenar dedektdrii ile ke-
narlar tespit edilmistir. Elde edilen kenar goriintiileri i¢in drnekler Sekil 5 ve
6’da verilmistir.
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(a) (b) (©) (d)
Sekil 5. Kameraman goriintiisii i¢in kenar sonuglari. a) Orijinal goriinti,

b) en yakin komsu enterpolasyon, b) bilinear enterpolasyon, c) bicubik en-
terpolasyon.

Sekil 6. Wheel goriintiisii igin kenar sonuglari. a) Orijinal goriintii, b) en
yakin komsu enterpolasyon, b) bilinear enterpolasyon, c¢) bicubik enterpolas-
yon.
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Sekil 5 ve 6’daki enterpolasyon islemi sonrasi elde edilen kenar goriin-
tiileri, orijinal goriintiilerden elde edilen kenar goriintiileri ile karsilagtirildik-
larinda olduk¢a benzer olduklar goriilmektedir. Her ne kadar gorsel farklar
az olsa da bu ¢aligmada tiim goriintiilerden elde edilen kenar bilgileri F-skor
metrigi yardimiyla karsilastirilarak, enterpolasyon tekniklerinin kenar bilgi-
lerini ne kadar koruyabildigi nicel olarak ol¢iilmiistiir. Bu amagla 6ncelikle
hem orijinal gortintiilerin hem de 3 farkl enterpolasyon yontemi ile biiyiitiilen
goriintiilerin canny kenar dedektorii yardimiyla kenarlari ortaya ¢ikarilmistir.
Ardmndan orijinal goriintiideki kenarlar dogru kabul edilerek, enterpolasyon
ile biiyiitiilen goriintiilerin kenarlari ile kargilagtirilmigtir. Yapilan karsilagtir-
malarda oncelikle hem orijinal hem enterpolasyon sonug¢ goriintiisiinde ayni
olan kenarlar, ardindan orijinal goriintiide olup enterpolasyon goriintiisiinde
olmayan kenarlar ve yine orijinal goriintiide olmayip enterpolasyon goriin-
tiistinde olan kenarlar belirlenmistir. Her bir enterpolasyon sonug goriintiisii
icin belirlenen bu kenarlar yardimiyla Precision, Recall ve F-skor degerleri
hesaplanmigtir. Elde edilen sonuglar Tablo 1’de yer almaktadir.

Tablo 1

Canny kenar operatdrii sonuglari

En Yakin Komsu Bilineer Bikiibik
Goriintii Precision Recall F-skor Precision Recall F-skor Precision Recall F-skor
airplane 0.8459  0.8234 0.8345 0.7955 0.7400 0.7667  0.8308  0.7992 0.8147
barbara 0.8474  0.7414 0.7909 08161  0.6525 0.7252  0.8474  0.7209 0.7790
boat 0.8316  0.8086 0.8200 0.7662  0.7095 0.7367 0.8133  0.7877 0.8003

cameraman  0.8594  0.7996 0.8284  0.8007  0.6900 0.7413  0.8343  0.7693 0.8005

house 0.8819  0.7955 0.8365  0.8187 0.6602 0.7310  0.8483  0.7813 0.8134
peppers 0.8607  0.8400 0.8502 0.8046  0.7576 0.7804  0.8535  0.8290 0.8411
stars 0.9167  0.8908 0.9035 0.8704 0.7784 0.8218  0.9055  0.8798 0.8924
wheel 0.8714  0.8380 0.8544  0.8062  0.7406 0.7720  0.8542  0.8077 0.8303

Ortalama 0.8644  0.8172 0.8398  0.8098  0.7161 0.7594  0.8484  0.7968 0.8215

Tablo 1°de goriildiigli gibi kenarlar1 korumada en basarili sonuglar En
Yakin Komsu enterpoasyon yaklagimi ile elde edilmistir. Basar1 siralamasinda
ikinci teknik Bikiibik enterpolasyon yaklasimidir. Bilineer enterpolasyon yak-
lagimi ise son sirada kalmistir. Bu ¢calismada yapilan deneylerin her ne kadar
kenar koruma basaris1 konusunda 6nemli ipuclar1 vermesine ragmen, litera-
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tiirde yer alan pek gok farkli yaklasim bulunmaktadir. Ozellikle kenar koru-
ma basaris1 vurgulanan ve makine 6grenmesine ya da ndromorfik tekniklere
dayali teknikler son yillarda 6n plana ¢ikmistir. Gelecekte bu yaklagimlarin
da dahil edildigi ve ¢ok daha biiyiik veri setleri lizerinde yapilacak karsilas-
tirmalar ile enterpolasyon tekniklerinin kenarlar1 koruma basarisinin incelen-
mesi planlanmaktadir. Ayrica enterpolasyon islemi gergeklestirildikten sonra
elde edilen goriintiiler, kenar belirleme disinda béliitleme (Incetas & Merigel-
li, 2024), renk indirgeme (Kiligaslan & Incetas, 2023) ya da goriintii erigimi
(Incetas, 2023; incetas & Arslan, 2025) gibi siireclerde de kullanilmaktadir.
Dolayisiyla farkli enterpolasyon tekniklerinin boliitleme ya da goriintii erigimi
stireglerindeki basarilarinin incelenmesi de planlanan ¢aligmalar arasindadir.

5. Sonuc¢

Enterpolasyon bir goriintii islemi alan1 olarak ¢oziiniirlilk artirma ve ye-
niden 6l¢ekleme islemlerini kapsamaktadir. Goriintiilerden elde edilen kenar
bilgileri énemli bilgi tastyic1 unsurlardir. Ozellikle nesne sinirlarmin, doku
gecislerinin ve sahne yapisinin belirlenmesinde biiyiik 6neme sahiptir. En-
terpolasyon ile goriintiilerin biiyiitiilmesi sonucunda elde edilen kenar bilgi-
sinde kayiplarin tespit edilmesi, hangi enterpolasyon tekniginin kullanilmasi
gerektigi konusunda kullanicilara yardimcr olabilecektir. Bu ¢aligmada, en-
terpolasyon yaklasimlarinin kenar belirleme basarisina etkisi arastirilmistir.
Elde edilen sonuglara gére En Yakim Komsu yaklasiminin kenarlar1 diger iki
yaklasima gore daha iyi korudugunu gostermektedir. ikinci sirada bikiibik en-
terpolasyon yaklagimi yer alirken, bilineer enterpolasyon yaklasimi son sirada
kalmistir. Ancak literatiirde ¢ok sayida farkli enterpolasyon yaklagimlar yer
almaktadir. Bu nedenle daha somut yargilar verebilmek amaciyla gelecekte
farkl enterpolasyon yaklagimlarinin detayli olarak karsilastirilacagi caligma-
lar planlanmaktadir.
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1. GIRiS

Son yillarda ¢evrimici is platformlarinin yayginlasmasiyla birlikte sahte
is ilanlar1 6nemli bir siber su¢ sorunu haline gelmistir. Bu tiir ilanlar, is ara-
yanlardan para talep etme, kisisel bilgi calma veya kimlik av1 gibi yontemlerle
maddi ve manevi zararlara yol agmaktadir (Alghamdi & Alharby, 2019). Ge-
leneksel merkezi 6grenme yaklasimlarinda, is ilan1 verileri merkezi bir sunu-
cuda toplanarak modeller egitilmekte ancak bu yontem veri gizliligi risklerini
artirirken, biiyiik veri hacimleri nedeniyle iletisim ve hesaplama maliyetlerini
yiikseltmektedir (McMahan et al., 2017). Buna karsilik, federe 6grenme, ve-
rilerin yerel cihazlarda kalmasimi saglayarak gizliligi korurken, yalnizca mo-
del glincellemelerinin paylasilmasiyla dagitik egitim gergeklestirmektedir. Bu

sayede Ozellikle hassas verilerin islendigi senaryolarda avantaj saglamaktadir
(Konecny et al., 2016).

Sahte is ilan1 tespiti alaninda onceki ¢alismalar agirlikli olarak merkezi
ogrenme tabanl yontemler iizerine odaklanmistir. Ornegin, Dogal Dil Isle-
me (DDI) teknikleriyle metin zelliklerini ¢ikaran modeller, Rastgele Orman,
Destek Vektor Makineleri ve Naive Bayes gibi siniflandiricilarla yiiksek dog-
ruluklar elde etmistir (Amaar et al., 2022; Vidros et al., 2017). EMSCAD
(Employment Scam Aegean Dataset) gibi veri setleri kullanilarak yapilan
deneylerde, topluluk (ensemble) yontemlerin tekil siniflandiricilara {istiin-
liik gosterdigi belirtilmistir (Dutta & Bandyopadhyay, 2020). Ancak bu yak-
lagimlar, veri merkezilestirmesi nedeniyle Kisisel Verileri Koruma Kanunu
(KVKK) gibi gizlilik yonetmeliklerine uyum zorlugu yasamakta ve dagitik is
platformlarinda 6l¢eklenebilirlik sorunu yaratmaktadir.

Bu calisma, sahte is ilan1 tespitini hem merkezi hem de federe 6gren-
me g¢ercevelerinde ele alarak alana bir katki sunmaktadir. Merkezi 6grenmede
tiim veri merkezi sunucuda islenirken, federe 6grenmede yerel modeller (6r-
negin farkli i platformlarindan gelen verilerle) egitilip bir araya getirilmistir.
Performans metrikleri (dogruluk, F1-skor) ve iletisim maliyeti (model giin-
celleme boyutu) agisindan kargilagtirma, federe 6grenmenin gizlilik avantajini
korurken performans kaybinin kabul edilebilir seviyede oldugunu gdostermek-
tedir. Bu yaklagim, 6zellikle ¢coklu platformlarda veri paylagiminin kisith ol-
dugu gercek diinya senaryolarinda pratik uygulanabilirlik saglamaktadir.

2. Veri Seti Kesfi ve Ozellik Analizi

Caligmada kullanilan veri seti, University of the Aegean tarafindan topla-
nan ve Employment Scam Aegean Dataset (EMSCAD) olarak bilinen, Kaggle
platformunda “Real / Fake Job Posting Prediction” adiyla erisilebilir olan bir
veri setidir. Bu veri seti, 2012-2014 yillar1 arasinda ¢evrimigi is platformla-
rindan elde edilen yaklagik 17880 is ilanin1 igermekte olup, 866°s1 sahte (fra-
udulent) ve kalanlar gergek olarak etiketlenmistir (Vidros et al., 2017). Veri
seti, metinsel (company profile, description, requirements vb.) ve kategorik
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(has_company logo, required_experience, required_education vb.) dzellikler
bakimindan zengindir ve sahte is ilan1 tespiti aragtirmalarinda sik¢a kullanil-
maktadir (Alghamdi & Alharby, 2019; Amaar et al., 2022). Veri setinin kesfi,
Python’da Pandas kiitiiphanesi kullanilarak gerceklestirilmis olup shape(),
head() ve describe() fonksiyonlari ile temel istatistikler incelenmistir. Bu is-
lemler, is ilanlarinin yapisin1 anlamak ve modelleme 6ncesi 6n isleme adimla-
rin1 belirlemek i¢in kritik dneme sahiptir.

2.1. Eksik Degerlerin incelenmesi ve Gozlemler

Veri setindeki eksik deger analizi, sahte ve gergek ilanlar arasindaki be-
lirgin farkliliklar1 ortaya koymustur. Sahte ilanlar (fraudulent=1), gergek ilan-
lara (fraudulent=0) kiyasla daha yiiksek oranda eksik bilgi icermekte olup, bu
durum dolandiricilarin detayli bilgi saglamaktan kagindigini isaret etmekte-
dir (Vidros et al., 2017). Ozellikle company profile, has company logo ve
has_questions gibi Ozellikler, sahte ilanlarin ayirt edici isaretleri olarak one
¢tkmaktadir.

Bu analizde, sahte is ilanlarmin gergek ilanlara kiyasla belirgin dlctide
daha fazla eksik bilgi igerdigi ortaya ¢ikmustir. Ozellikle asagidaki siitunlarda-
ki eksik olmayan (non-missing) degerlerin oranlar1 bu durumu net bir sekilde
gOstermistir:

o Company Profile: Gergek ilanlarin %84,01’inde sirket profili bilgisi
bulunurken, sahte ilanlarda bu oran sadece %32,22’dir. Bu bulgu, sahte ilan-
larin sirket kimligini gizleme egiliminde oldugunu dogrulamakta ve onceki
caligmalarda da benzer sekilde rapor edilmistir (Amaar et al., 2022).

e Has Company Logo: Gergek ilanlarda sirket logosu bulunma orani
%81,91 iken, sahte ilanlarda bu oran %32,68’¢ diismektedir. Logo eksikligi,
ilanlarin profesyonelligini ve giivenilirligini azaltan 6nemli bir gdstergedir
(Vidros et al., 2017).

o Has Questions: ilanlarda soru bulunma orani gercek ilanlarda %50,21
iken, sahte ilanlarda bu oran %28,87’de kalmistir.

Bu bulgular, sahte is ilan1 diizenleyenlerin genellikle sirket ve pozisyon
hakkindaki detayl1 bilgileri saglamaktan kagindigini1 veya bu bilgileri eksik
biraktigin1 gostermektedir. Benzer desenler, EMSCAD veri seti iizerine ya-
pilan diger analizlerde de gbzlemlenmis olup, eksik degerlerin dolandiricilik
tespitinde giiglii dngoriiciiler oldugu vurgulanmistir (Dutta & Bandyopadh-
yay, 2020).

2.2. Kategorik Ozniteliklerin Dagilimi

Kategorik ozelliklerin frekans analizi, sahte ilanlarin adaylar1 ¢ekmek
icin daha erisilebilir ve diisiik nitelikli pozisyonlar1 hedefledigini ortaya koy-
mustur. Required experience ve required education siitunlari, bu egilimi
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acikca sergilemektedir.

e Gerekli Deneyim Diizeyi (Required Experience): Sahte ilanlarda
en yaygin deneyim diizeyi Giris Seviyesi (Entry level) olup, %41,53’liik bir
orana sahiptir. Buna karsilik, gergek ilanlarda en yaygin olan Orta-Kidemli
Seviye (Mid-Senior level) olup, %35,54 oraninda goriilmektedir. Bu dagilim,
sahte ilanlarin deneyimsiz adaylari (6rnegin yeni mezunlar) hedefleyerek do-
landiricilik firsatini artirdigint géstermektedir (Vidros et al., 2017).

e Gerekli Egitim Diizeyi (Required Education): Sahte ilanlarda en
cok talep edilen egitim diizeyi Lise veya esdegeri (High School or equivalent)
(%40,96) iken, gercek ilanlarin yarisindan fazlasi Lisans Derecesi (Bachelor’s
Degree) (%53,9) talep etmektedir. Diisiik egitim gereksinimi, genis kitleye
hitap ederek dolandiricilik (scam) basar1 oranini ylikseltmektedir (Amaar et
al., 2022).

Bu gozlemler, sahte ilanlarin stratejik olarak diisiik giris bariyerli pozis-
yonlar1 tercih ettigini dogrulamakta ve modelleme asamasinda bu 6zelliklerin
agirliklandirilmasinin 6nemini vurgulamaktadir.

2.3. Ozellikler Arasi Korelasyon Analizi

Veri setindeki sayisal ve donistiiriilmiis 6zellikler arasindaki iliskileri
daha derinlemesine anlamak amaciyla korelasyon matrisi hesaplanmistir. Bu
analiz, Pearson korelasyon katsayilari kullanilarak gerceklestirilmis olup, sah-
te ig ilanlarimi (fraudulent) etkileyen potansiyel iligkileri ortaya koymaktadir.
Sekil 1’de verilen korelasyon matrisi dikkate alindiginda, min_salary capped
ve max_salary capped arasinda, bu 6zelliklerin ayni salary range siitunun-
dan tiiretilmesi nedeniyle beklenen ¢ok yiiksek pozitif korelasyon (0,95) bu-
lunmustur. telecommuting ile fraudulent arasindaki iliski ise zayif ve anlamli
olmayan diizeydedir (0.03). Buna karsilik, has _company logo ile fraudulent
arasindaki belirgin negatif korelasyon (-0.26), sirket logosu olmayan ilanla-
rin sahte olma olasiliginin daha yiiksek oldugunu ve daha 6nceki caligmalar-
la uyumlu bir sekilde, eksik deger analizindeki bulgular (logo eksikliginin
sahte ilanlarda %67’den fazla goriilmesi) desteklemektedir. Benzer sekilde,
has_questions ile fraudulent arasindaki negatif korelasyon (-0.09) da sahte
ilanlarda bu tiir sorularin daha az kullanildigim dogrulamaktadir. Ote yandan,
metin uzunluklart (desc _length, req length, bene length) birbiriyle orta dii-
zeyde korelasyon gosterirken, fraudulent ile iliskileri olduk¢a zayiftir. Bu du-
rum, sahte ilanlarin uzunluk agisindan benzer ancak icerik kalitesi (6rn. detay
eksikligi) bakimindan farklilik gosterebilecegine isaret etmektedir.
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Correlation Matrix

telecommuting - -0.02 0.02 0.04 0.05 -0.02 0.01 -0.00 0.03

1.0

has_company_logo - -0.02 1.00 0.23 -0.06 -0.07 0.02 0.12 0.15 -0.26
0.8

has_guestions - 0.02 0.09
-0.6

min_salary_capped - 0.04 0.02
-0.4

max_salary_capped - 0.05 0.04
desc_length - -0.02 -0.01 -0.2
req_length - 0.01 -0.05 -0.0

bene_length - -0.00 0.00 0.2

fraudulent - 0.03 -0.26 -0.09 0.02 0.04 -0.01 -0.05 -0.00 1.00
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Sekil 1: Ozellikler Arast Korelasyon Matrisi.

3. Veri On Isleme ve Oznitelik Miihendisligi

Veri setinin kalitesi ve tutarliligi, makine 6grenmesi modellerinin basarisi
icin hayati 6neme sahiptir. Bu nedenle, kapsamli bir 6n isleme siireci uygulan-
mustir. On isleme adimlari, eksik degerlerin yonetimi, aykir1 degerlerin kont-
rolii, metin verilerinin temizlenmesi ve 6zniteliklerin uygun formata doniistii-
rilmesini igermekte olup, bu islemler modelin genelleme yetenegini artirarak
asir1 6grenme (overfitting) riskini azaltmaktadir (Amaar et al., 2022; Vidros
etal., 2017). Ozellikle EMSCAD veri seti gibi dengesiz ve karmasik yapidaki
veri setlerinde, etkili 6n isleme ve 6znitelik miithendisligi, sahte is ilan1 tespiti

performansint 6nemli dl¢ilide iyilestirmektedir (Alghamdi & Alharby, 2019;
Chowdhury et al., 2021).

3.1. Maas Verilerinin Diizenlenmesi

Salary range stitunundaki eksik degerler baslangigta “0-0” ile doldurul-
mustur. Daha sonra bu siitun, min_salary ve max_salary olmak tlizere iki say1-
sal slituna ayrilmistir. Aykirt degerlerin (outliers) etkisini azaltmak amaciyla
Interquartile Range (IQR) yontemi kullanilarak bu maag stitunlar1 kirpilmis
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ve min_salary capped ve max_salary capped siitunlari olusturulmustur. Bu
yaklasim, maas araligindaki asir1 ug¢ degerlerin model performansini olumsuz
etkilemesini 6nlemekte ve gercek diinya verilerindeki giiriiltiiyii azaltmaktadir
(Kaur & Kaur, 2023). Benzer sekilde, onceki ¢calismalarda maag bilgilerinin
eksikliginin sahte ilanlarda daha yaygin oldugu belirtilmis ve bu tiir teknikle-
rin 6nemi ifade edilmistir (Dutta & Bandyopadhyay, 2020).

3.2. Metin Verilerinin Vektorlestirilmesi

title, description, requirements, company _profile ve benefits gibi metin
tabanli siitunlar i¢in normalizasyon islemleri gerg¢eklestirilmistir. Bu islem-
ler, tim harflerin kii¢iik harfe ¢evrilmesi, noktalama isaretlerinin, URL’lerin
ve stopword’lerin kaldirilmasini igermistir. Temizlenen metinler daha sonra
TF-IDF (Term Frequency-Inverse Document Frequency) teknigi kullanilarak
vektorlestirilmistir. Bu igslem, seyrek veri setleri i¢in 6zellikle 6nemlidir ve
kelimelerin belge i¢cindeki 6nemini vurgulayarak sahte ilanlardaki tekrar eden
kaliplar1 (6rnegin vaat edici ifadeler) daha iyi yakalamaktadir (Amaar et al.,
2022; Alghamdi & Alharby, 2019). TF-IDF, sahte is ilan1 tespiti literatiiriinde
en yaygin kullanilan 6znitelik ¢ikarma yontemlerinden biridir ve etkili sonug-
lar vermektedir (Chowdhury et al., 2021; Singhania et al., 2023).

3.3. Yapisal Ozniteliklerin Déniistiiriilmesi

Kategorik 6znitelikler arasinda frekansi %35’in altinda olan seyrek ka-
tegoriler, modelin 6grenme yetenegini artirmak amaciyla Other adli tek bir
kategori altinda toplanmistir. Bu nadir kategori birlestirme islemi, yiiksek ni-
celikli 6zelliklerdeki giiriiltiiyii azaltarak modelin genellemesini iyilestirmek-
tedir (Vidros et al., 2017). Son olarak, sayisal 6znitelikler StandardScaler ile
normalize edilmis, kategorik 0znitelikler ise OneHotEncoder ile sayisal for-
mata doniistiiriilmiis ve tiim 6znitelik kiimeleri birlestirilmistir. Bu yaklasim,
Olcek farkliliklarini gidererek 6zellikle topluluk modellerde daha stabil egitim
saglamakta ve literatiirde sikca tavsiye edilmektedir (Kaur & Kaur, 2023; Sin-
ghania et al., 2023).

Bu 6n isleme adimlari, veri setinin hem merkezi hem de federe 6grenme
senaryolarinda kullanilabilir hale gelmesini saglamis olup, sonraki modelleme
asamalarinda yliksek performans elde edilmesine temel olusturmustur.

3.4. Performans Degerlendirme Metrikleri

Bu ¢aligmada kullanilan siniflandirma modellerinin performansi, karisik-
lik matrisi tizerinden hesaplanan dogruluk (Accuracy), kesinlik (Precision),
duyarlilik (Recall), F1-skoru ve ROC-AUC metrikleri kullanilarak degerlen-
dirilmistir. Karigiklik matrisi; dogru pozitif (TP), dogru negatif (TN), yanlis
pozitif (FP) ve yanlis negatif (FN) degerlerinden olusmaktadir. Kullanilan
metriklerin matematiksel tanimlar1 asagida verilmistir.
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Dogruluk (Accuracy):
TP +TN
TP +TN + FP + FN

Accuracy =

Kesinlik (Precision):
TP
TP+ FP
Duyarhlik (Recall):
TP
TP + FN

Precision =

Recall =

F1-Skoru:
Precision X Recali
1=2X%

Precision + Recali

ROC-AUC:

e ROC egrisi, Yanhs Pozitif Oran (FPR) ile Dogru Pozitif Oran
(TPR) arasindaki iligkiyi gosterir.

%‘PR—R Il = i
— A= TP T FN
}FPR_ FP

~ FP+ TN

e AUC, ROC egrisi altinda kalan alani temsil eder ve modelin smiflar
ay1rt etme giiclinii gosterir.

4. Merkezi Ogrenme Modelleri ve Sonuclar

Merkezi 6grenme yaklagiminda, sahte is ilan1 tespiti igin dort temel mod-
el se¢ilmistir: Lojistik Regresyon (LR), Rastgele Orman (RO), Destek Vektor
Makineleri (DVM) ve bu LR ile RO’yu kullanan hibrit modeli (LR+RF). Bu
modeller, sahte ig ilani tespiti literatiiriinde sik¢a kullanilan ve yiiksek per-
formans gosteren yontemler arasindadir (Vidros et al., 2017; Amaar et al.,
2022). Ozellikle RO ve topluluk tabanli yaklasimlar, karmasik metin ve kate-
gorik ozelliklerdeki dogrusal olmayan iliskileri etkili bir sekilde yakalayarak
istiin sonuglar vermektedir (Alghamdi & Alharby, 2019; Chowdhury et al.,
2021). Hibrit modeller ise, farkli siniflandiricilarin giiglii yonlerini birlestire-
rek genelleme yetenegini artirmakta ve dengesiz veri setlerinde daha iyi per-
formans saglamaktadir (Kaur & Kaur, 2023).
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4.1. Dengesiz Veri Sorunu ve Coziimii

Veri seti, gercek ilanlarin baskin oldugu yiiksek oranda dengesiz bir
yapiya sahiptir (gercek ilanlar %95,2, sahte ilanlar %4,8). Ilk denemelerde,
modeller bu dengesizlik nedeniyle ¢ogunluk sinifini (gergek ilanlar) tercih
ederek tlim is ilanlarimi gercek olarak tahmin etmistir. Bu durum, sahte ilan-
lar1 tespit etme yetenegini temsil eden Duyarlilik (Recall) metrigini biiyiik
ol¢lide diislirmiistiir. Bu sorun, sahte is ilan1 tespiti ¢aligmalarinda yaygin bir
zorluk olup, modellerin az veri igeren sinifa (sahte ilanlar) kars1 yanlilik (bias)
olusturmasina yol agmaktadir.

Bu sorunu gidermek i¢in veri ¢ogaltma (data augmentation) teknikleri
uygulanmistir. LR modeli igin Random OverSampler (ROS) kullanilirken, RO,
DVM ve hibrit model i¢in kategorik 6znitelikleri de destekleyen SMOTENC
kullanilmigtir. SMOTENC, kategorik ve siirekli 6zelliklerin bulundugu kar-
ma veri setlerinde sentetik drnekler iiretirken daha etkili olup, agir1 6grenme
riskini azaltmaktadir (Chowdhury et al., 2021; Kaur & Kaur, 2023). Benzer
sekilde, literatiirde SMOTE varyantlarinin (6rnegin SMOTENC) dengesiz is
ilan1 veri setlerinde Duyarlilik ve F1-skorunu 6nemli 6l¢iide iyilestirdigi rapor
edilmistir (Amaar et al., 2022).

4.2. Model Performanslar

Veri setinin temizlenip yeniden islenmesi ve veri ¢cogaltma tekniklerinin
optimize edilmesi sonrasinda modellerin performansi 6nemli 6l¢iide artmistir.
Sonuglar Tablo 1’de gosterilmektedir.

Tablo 1. Merkezi Modellerin Sonuglari.

y . F1- Egitim
Model Dogruluk | Kesinlik | Duyarhhk Skoru AUC Siiresi (sn)
Lojistik 98,56 89,39 7991 | 84,29 | 98,65 | 13,80
Regresyon
Rastgele Orman | 98,69 90,87 81,30 | 85,67 | 98,95 | 167,08
Destek Vektor | g0 41 | 9710 | 6722 | 79.10 | 98,72 | 6971.43
Makinesi

Rastgele Orman
+ Lojistik 98,76 93,33 80,84 86,49 | 99,06 1663,05
Regresyon

Tablo 1’de verilen sonuglara gore, RO ile LR’nin kombinasyonundan
olusan hibrit model, en yliksek genel performansi sergilemistir. Bu model,
hem yiiksek dogruluk (%98,76) hem de yiiksek F1 skoru (%86,49) ve AUC
degeri (%99.06) elde etmistir. Hibrit yaklasim, RO’nin dogrusal olmayan bir
desen yakalama yetenegini LR’nin hizli ve yorumlanabilir tahminleriyle bir-
lestirerek dengesiz siniflarda daha dengeli bir performans saglamakta olup,
benzer hibrit yontemlerin sahte ilan tespitinde iistiinliigii literatiirde de dogru-
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lanmistir (Alghamdi & Alharby, 2019; Singhania et al., 2023). DVM, en yiik-
sek hassasiyete (%97,10) sahip olsa da diisiik duyarlilik (Recall: %67,22) ve
cok uzun egitim siiresi (6971,43 saniye) nedeniyle optimal model olarak segil-
memistir. DVM’nin yiiksek hesaplama maliyeti, biiyiik veri setlerinde bilinen
bir dezavantajdir (Chowdhury et al., 2021). Bu sonuglar, merkezi 6grenme
modellerinin sahte is ilani tespitinde yiiksek dogruluklar elde edebilecegini
gostermekte olup, hibrit modelin pratik uygulanabilirligi daha yiiksektir.

5. Federe Ogrenme Uygulamas: ve Kiyaslama

Merkezi yaklagim yiiksek tahminsel dogruluk saglasa da veri gizliligini 6n-
celiklendiren senaryolarda Federe Ogrenme kullanilmasi gerekmektedir. Federe
Ogrenme, veriyi merkezi sunucuya aktarmadan cihazlar veya kurumlar iizerinde
yerel egitim yapilmasini saglar. Yalnizca model parametreleri paylasilir, bdylece
hassas verilerin (6rnegin i bagvurularindaki kisisel bilgiler) gizliligi korunur (Mc-
Mahan et al., 2017; Konecny et al., 2016). Bu yaklagim, 6zellikle KVVK gibi giz-
lilik diizenlemelerinin baglayici oldugu durumlarda avantaj sagalr ve sahte ig ilani
tespiti gibi dolandiricilik odakli gorevlerde, farkl platformlarin veri paylagmadan
is birligi yapmasma olanak tanir (Yang et al., 2019; Li et al., 2020).

5.1. Federe Ogrenme Yapilandirmasi

Calismada, Federe Ogrenme ortamini simiile etmek amaciyla, veri seti
gergek diinya uygulamalarini yansitacak sekilde Non-I1ID (bagimsiz ve ayni
dagilimdan olmayan) olarak 5 farkli miisteri (client) arasinda dagitilmistir. Bu

E = 0.05

heterojen dagitim igin parametresi ile Dirichlet dagilimi kullanil-

migtir. Dislik Iadegeri, istemciler arasi yiiksek heterojenligi simiile ederek
gercekei bir senaryo yaratmaktadir (Li et al., 2020). Non-IID dagilim, farkli
is platformlarinin (6rnegin bdlgesel veya sektorel farklar) veri farkliliklari
temsil etmekte ve Federe Ogrenme’nin bu tiir heterojenlikteki performansimni
test etmektedir (Karimireddy et al., 2020).

5.2. Federe Ogrenme Algoritmalari

FedAvg ve FedProx algoritmalar1 Python programlama dilinde PyTorch
kiitiiphanesi kullanilarak manuel fonksiyonlarla uygulanmistir. Bu manuel uy-
gulama, algoritmalarin esnekligini artirarak hiper-parametre optimizasyonuna
olanak saglamistir.

1. Federated Averaging (FedAvg): Her istemci, yerel verisi iizerinde
modeli birden fazla kez giinceller (10 yerel epoch kullanilmistir) ve agirlikla-
rin1 merkezi sunucuya gonderir. Sunucu bu agirliklarin agirlikli ortalamasimi
alarak kiiresel modeli giinceller. FedAvg, basitligi ve iletisim verimliligi ne-
deniyle Federe Ogrenme’nin temel algoritmasidir ancak Non-IID verilerde
yakinsama sorunlar1 yagayabilir (McMahan et al., 2017).
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1. Federated Optimization with Proximal Term (FedProx): FedAvg’nin
bir genellemesidir ve Non-IID veri setlerinde daha stabil yakinsama saglamak
tizere Onerilmistir. FedProx, yerel egitim kaybina, yerel agirliklarin kiiresel agir-
liklardan ¢ok uzaklagmasini engelleyen bir proksimal terim ekler (@ = 2 olarak
ayarlanmigtir). Bu terim, heterojenlik kaynakli sapmalar simirlayarak daha giiglii
bir performans saglar (Li et al., 2020; Karimireddy et al., 2020).

5.3. Federe Ogrenme Sonuclar:

Tablo 2’deki sonuglara gore hem FedAvg hem de FedProx, 4 turda yakinsa-
yarak ayni nihai dogruluk oranina (%95,16) ulasmistir. Bu sonuglarda, FedProx,
FedAvg’ye gore onemli ol¢iide daha diisiik iletisim maliyetine (11.15 MB) sa-
hip olmasi nedeniyle federe yaklasimlar arasinda en verimli model olarak 6ne
cikmustir. Diistik iletisim maliyeti, proksimal terimin yerel giincellemeleri kisit-
layarak daha az parametre degisimi yaratmasimdan kaynaklanmakta olup, sinirl
bant genisligi olan dagitik sistemlerde kritik avantaj saglamaktadir (Li et al.,
2020). Bu bulgu, Non-IID senaryolarda FedProx’in daha stabil ve verimli oldu-
gunu dogrulayan literatiirle uyumludur (Karimireddy et al., 2020).

Tablo 2. Federe Ogrenme Modellerinin Sonuglar.

Model Dogruluk Yakinsama iletisim Miktari Hesaplama
(%) Turu (MB) Siiresi (s)
FedAvg 95,16 4 44,59 311,73
FedProx 95,16 4 11,15 600,54

6. Merkezi ve Federe Ogrenme Yaklasimlarimin Kiyaslanmasi

Nihai olarak Tablo 3’te, en iyi merkezi model (RF+LR) ile Federe Ogren-
me modellerini gizlilik, performans ve verimlilik metrikleri {izerinden karsi-
lastirtlmistir.

Tablo 3. Federe Ogrenme ve Merkezi Modelleri Kiyaslanmasi.

LR+RF FedAvg | FedProx

Dogruluk (%) 98,76 95,16 95,16
Egitim Siiresi (s) 1663,05 311,72 600,54
Gizlilik Seviyesi Diisiik Yiiksek | Yiiksek

Iletisim Miktar1 (MB) - 44,59 11,15

Yakimsama Turu 0 (Direkt) 4 4
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Merkezi model %98,76 dogruluk ile tahmin dogrulugu agisindan %95,16
degere sahip federe 6grenme modellerinden daha iyi performans gostermistir.
Bu, tiim veriye erisimin, modelin genellestirme yetenegi lizerinde hala iistlin
bir etki yarattigin1 gostermektedir. Merkezi 6grenme, tam veri erisimiyle daha
karmasik desenleri 6grenebilmektedir (Yang et al., 2019).

Federe Ogrenme yaklasimlari ise yiiksek gizlilik seviyesi sunarak, kulla-
nici1 verilerinin giivenligini garanti altina alir (Konecny et al., 2016). FedProx,
bu gizliligi korurken, FedAvg’den dort kat daha diisiik iletisim maliyeti (11.15
MB) sunarak, 6zellikle sinirlt bant genisligine sahip dagitik aglarda ideal bir
¢Oziim haline gelmektedir (Li et al., 2020). Merkezi 6grenme bu gizlilik se-
viyesini saglayamaz ve veri merkezilestirmesi nedeniyle gizlilik riskleri tasir.

Sahte is ilami tespiti gibi kritik bir gorevde, eger veri gizliligi ikincil bir
oncelikse, merkezi RO+LR hibrit modeli en yiiksek dogruluk oranini sunar.
Ancak, eger veri giivenligi ve kullanici gizliligi dncelikli ise, FedProx yiiksek
dogruluga yakin sonuglar elde ederken, en verimli iletigim maliyetini sagla-
yan en uygun Federe Ogrenme ¢oziimii olarak one ¢ikmaktadir. Bu calisma,
sahte is ilani tespiti alaninda Federe Ogrenme’nin pratik uygulanabilirligini
gostererek, gizlilik odakli gelecek galigmalara temel olusturmaktadir (Yang et
al., 2019; Karimireddy et al., 2020).

7. Sonug ve Oneriler

Bu ¢alisma, sahte is ilan1 tespiti gorevinde merkezi ve federe 6grenme pa-
radigmalarimin giiglii ve zay1if yonlerini kapsamli bir sekilde ortaya koymus-
tur. Merkezi 6grenme yaklasimi, tiim verilere tam erisim sayesinde en yiiksek
siniflandirma dogrulugunu (%98,76) elde etmis olup, 6zellikle Rastgele Or-
man ile Lojistik Regresyon’un hibrit kombinasyonu, dengesiz veri setlerin-
de bile iistiin F1-skoru ve AUC degerleri ile en iyi performansi sergilemistir.
Bu sonuglar, geleneksel merkezi modellerin sahte is ilan1 gibi metin agirlikli
ve karmasik 6zelliklere sahip gorevlerde hala gii¢lii bir model olusturdugunu
dogrulamaktadir.

Buna kargimn, veri gizliligi ve giivenligi endisesi 6n planda oldugunda,
federe 6grenme, ozellikle FedProx algoritmasi, etkili ve pratik bir alternatif
sunmaktadir. FedProx, Non-IID veri ortamlarinda bile %95’in lizerinde dog-
ruluk orani elde etmis ve 11.1 MB gibi bir iletisim maliyetiyle verimlilik sag-
lamistir. Bu da sinirli bant genisligi olan dagitik sistemlerde 6nemli bir avan-
taj saglar. Merkezi 6grenmenin aksine, federe 6grenme verilerin yerel olarak
kalmasini saglayarak KVKK gibi diizenlemelere uyumu kolaylastirmakta ve
potansiyel veri sizintisi risklerini ortadan kaldirmaktadir. Gelecek ¢aligmalar-
da, FedProx’un FedNova gibi diger algoritmalarla Non-IID senaryolarda ki-
yaslanmasi, model genellemesinin ger¢ek zamanli bilyiik veri setleri iizerinde
test edilmesi ve metinsel 6zellik ¢ikarimi igin BERT tabanli modellerin federe
O0grenmeye entegrasyonu hedeflenmektedir.
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1. Giris

Gliniimiizde giivenli ve erisilebilir ulagim, toplumsal yasamin strdiirii-
lebilirligi agisindan her kesimin vazgecilmezi olmustur. Bu egilim, alternatif
ulagim modellerine ve paylagim temelli hizmetlerine olan ilgiyi artirmis; arag
kiralama sistemlerinin yayginlasmasini beraberinde getirmistir. Bu hizmetler,
sinirli bir siire ve ticreti kargiliginda otomobil, kamyonet, kamyon ve motosik-
let gibi cesitli araglarin kiralanmasi esasina dayanarak, kullanicilarin hizme-
tine sunulmasi anlayisi tizerine kuruludur (Maximiliano, 2011; Cho ve Rust,
2010). Tirkiye’de ve Diinya’da hizla gelisen bu sektor, dzellikle is ve tatil
amacli seyahatlerin artmasiyla, daha da 6nemli hale gelmistir (Nazli, 2022).

1997 yilinda Hertz’in ilk dijital ara¢ kiralama platformunu kurmasiyla bir-
likte arag kiralama hizmetleri kullanicilarin arag kiralama siirecini kolaylastirarak
sektorde yeni bir cag baslatmistir (Akay, 2014). Zamanla teknolojideki ilerleme-
ler, internet {izerinden ¢evrimici rezervasyon sistemleri, self check-in olanaklari
ve global dagitim sistemlerinin entegrasyonu gibi yeniliklerle ara¢ kiralama sek-
toriinii doniistiirerek hem kullanicilar hem de hizmet saglayicilar agisindan is si-
reglerinin daha etkin bi¢imde tasarlanmasina katkida bulunmustur (Akay, 2014).

1990’1ar ve 2000°li yillarda ciddi bir ivme yakalayan Tiirkiye’deki arag¢
kiralama sektorii kiiresel diizeydeki bu gelismelerle paralellik gostermistir. Gii-
niimiiz Tiirkiye’sinde ise ara¢ kiralama sektorti, farkli arag tiplerini kapsayan
genis filosu araciligiyla, bireysel ve kurumsal kullanicilarin degisen ulasim ge-
reksinimlerine yénelik ¢oziimler sunmaktadir. Ozellikle artan trafik yogunlu-
gu, yasam maliyetleri ve park alani yetersizligi gibi nedenler, biiyiik sehirlerde
yasayan bireyleri arag sahipligi yerine kisa donemli ara¢ kiralama hizmetlerine
yoneltmektedir. Tiim bu gelismeler, ara¢ kiralama sektoriiniin Tiirkiye’de ula-
sim ekosisteminin ayrilmaz bir pargasi haline gelmesine zemin hazirlamistir.

Arag kiralama sektoriiniin tarihsel gelisimi lizerine yapilan gesitli aragtir-
malar, sektdriin toplumsal etkilerini de detayli bir sekilde incelemeyi gerekli
kilmistir (Maximiliano, 2011; Cho ve Rust, 2010; Akay, 2014; Nazli, 2022).
Akay (2014), arag¢ kiralama sektoriiniin ABD’deki ilk uygulamalarindan bas-
layarak, ¢evrimici hizmet sistemlerinin yayginlagmasina kadar olan siireci
analiz ederken, Nazl (2022) Tiirkiye’deki arag kiralama sektdriiniin 1990’lar-
dan itibaren gosterdigi hizli biilyiimeyi ve bu gelisimin sosyo-ekonomik di-
namiklerini incelemistir. Buna karsin mevcut literatlir incelendiginde, arag
kiralama hizmetlerinin toplumsal yonden kirilgan durumunda olan (kadinlar,
cocuklar, yaglilar, engelliler gibi) gruplar lizerindeki etkilerini ve bu gruplarin
0zel ihtiyaclarina yonelik ¢6ziim yaklagimlarini ele alan ¢alismalarin oldukga
sinirl oldugu fark edilmistir. Ozellikle sehir planlamasi ve ulasim politikalari
alanindaki arastirmalar, genellikle erkek egemen bir bakis acisiyla gelistirilen
bu sistemlerin kirilgan gruplarin ulagim onceliklerini goz ard1 ettigini ortaya
koymaktadir (Ertor Sarnsik ve Ocalir, 2024). Bu durum, toplumsal firsat esit-
liginin uygulanmasi agisindan bir engel olusturmaktadir.
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Kadinlarin gehir hayatindaki toplumsal rollerinin degismesi ve giderek
daha aktif hale gelmesi ulasim konusundaki zorluklar1 da beraberinde getir-
mistir (Onder, 2020). Cocuk, yash veya aile bireylerine yonelik 6zel bakim
sorumluluklari, kadinlarin ulasim gereksinimlerini artirmakta ve mevcut ula-
sim sistemlerinin bu ihtiyaclar1 karsilamakta yetersiz kaldig1 goriilmektedir.
Carver ve Veitch (2020) toplu tasima kullanimimin kadinlarin yasi, egitim
seviyesi ve arag¢ sahiplikleriyle ters orantili oldugunu ortaya koymustur. Sc-
heiner (2014) ise anneligin ulasim aligkanliklar {izerindeki etkisine dikkat
cekmis, cocuk sayisinin artmasiyla ara¢ kullanma egiliminin de yiikseldigini
belirtmistir. Bu veriler, kadinlarin ulasim tercihlerinde giivenlik, esneklik ve
konfor gibi faktorlerin temel belirleyiciler oldugunu gostermektedir.

Kiiresel dlgekte baktigimizda bazi kentlerde ulasim sistemlerinde cinsiyet
duyarh planlamalar yaptig1 goriilmektedir. Ornegin Isve¢’in Malmé kenti ve
Avusturya’nin Viyana sehirleri kadinlar basta olmak tizere diger kirilgan grup-
lar i¢in giivenli ulasim kosullar1 olusturulabilecegini gostermektedir (Onder,
2020). Ancak iilkemizde bu yonde kapsamli bir planlama yaklagiminin heniiz
gelismedigi goriilmektedir. Halbuki kadina yonelik siddetin toplumsal bir so-
run olarak varligini siirdiirmesi (Keysan, Kaygan ve Kaygan, 2022), kadinlarin
ulasim esnasinda yasayabilecekleri taciz ve siddet riskinin goz ardi edilmemesi
gerekmektedir (Durmus, 2013; Handzii Mollahasanoglu ve digerleri, 2015).

Cinsiyete gore ulasim tiirii dagilimi -Kadin

= Otobiis
u Dolmus
m Rayl sistemler

Yiirinyis

m Ozel arag

Cinsiyete gore ulasim tiirii dagilimi -Erkek

= Otobiis

® Dolmug

= Rayh sistemler
Yiiriyis

m Ozel arag

Sekil 1: Kadin ve erkeklerin kullandigr ulasim tiirleri ve oranlar:
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Yine toplumun kirilgan gruplar icinde yer alan engelli bireylerin se-
yahat 0zgiirliigii de toplumsal katilim ve esitlik agisindan literatiirde tar-
tisilmas1 gereken onemli bir konudur. Bu bireylerin seyahat haklarini1 tam
anlamiyla kullanamamalari, fiziksel ve sistemsel yasadiklar1 zorluklar; top-
lumsal hayata dahil olmalarini ve temel ihtiya¢larindan yeteri kadar yarar-
lanmalarini gii¢lestirmektedir (Takeda ve Card, 2002; Kaygisiz ve Bulgan,
2015; Bi, 2006; Israeli, 2002; Burnett ve Bender, 2001; Darcy ve Daruwalla,
1999; Erten ve Akel, 2020; Reis, Giiciikkoglu ve Eskici, 2014). Bu sorunlar,
engelli bireylerin ulasimda karsilastiklarit sorunlar iyilestirmeye yonelik
cesitli ¢oziimlerin gelistirilmesini gerekli kilmaktadir. Sevginer ve diger-
leri (2011) tarafindan gelistirilen engelli dostu taksi platformu bu konuda
gerceklestirilebilecek uygulamalara 6rnek teskil etmektedir. Ancak bu tiir
uygulamalarin sayist oldukga sinirli olup engelli bireylerin ulasimda karsi-
lagtiklar1 tiim sorunlara kalict ¢oziimler sunmakta yetersiz kalmaktadir. Bu
eksiklik, seyahat hizmetlerinde kapsayiciligin artirilmasi gerekliligini orta-
ya koymaktadir.

Bu baglamda Tiirkiye’de ve Diinya’da kadinlar ve engellilere 6zel ola-
rak tasarlanmig arag¢ kiralama platformu Onerisi bu ¢aligmasinin temel ¢ikis
noktasini olusturmaktadir. Mevcut ¢aligmalar ara¢ kiralama sektdriiniin genel
dinamiklerini veya kadin ve engelli bireylerin ulagim sorunlarini birbirinden
bagimsiz ele almaktadir. Yapilan arastirmalar sonucu ulagim sistemlerinde
hem toplumsal cinsiyet hem de engellilik perspektifini es zamanli olarak ele
alip somut bir ¢oziim liretmeye yonelik bir uygulamaya rastlanamamistir. Bu
sebeple kadinlar ve engelliler i¢in 6zel olarak gelistirilen bir ara¢ kiralama
platformu fikri, bu ¢alismanin 6zgiin degerini olusturmaktadir. Uygulamanin
Dogu Karadeniz (Trabzon, Ordu, Giresun) bolgesine odaklanmasi da bir diger
Ozgiin yoniiddr.

Bu platformun 6ne ¢ikan yonii kirllgan gruplarin seyahat 6zgiirliigiinii
artirmaya yonelik pratik ¢ozlimler sunma potansiyeline sahip olmasidir. Ta-
sarlanan ve Onerilen arag kiralama platformu, giivenlik ve erisilebilirlik ge-
reksinimlerine yanit vererek, kirilgan gruplarin sosyal ve ekonomik yagama
katilimlarii desteklemesi i¢in gelistirilmistir.

Aragclarda bulunan kadinlara yonelik giivenlik 6zellikleri (acil durum bu-
tonu gibi), seyahat sirasinda kendilerini daha glivende hissetmelerini sagla-
yarak onlarin is, egitim ve sosyal hayata katilimini kolaylastirarak toplumsal
cinsiyet esitligine katki sunacaktir. Benzer sekilde, engelli bireyler icin 6zel
olarak tasarlanmig araglar ve erisilebilir bir platform arayiizii, onlarin ulagim
engellerini azaltarak bagimsiz hareket etmelerini saglayacaktir. Bdylece en-
gelli bireylerin sosyal hayata katilimlar1 ve yasam kalitesi artacak; toplumsal
entegrasyonlarini giiclendirecektir.
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2. Teorik Arkaplan

Gelistirilen bu uygulama, kadinlar ve engelli bireylerin arac kiralama sii-
reglerini kolaylastirmay1 hedefleyen bir arac¢ kiralama platformu olarak tasar-
lanmistir. Kullanicilarin ara¢ kiralama islemlerini giivenli, hizli ve kolay bir
sekilde gergeklestirebilmeleri saglanmistir. Gelistirme siirecinde, uygulamanin
giivenligi, kullanic1 dostu arayiiz tasarimi ve erisilebilirligi dikkate alinmistir.
Belirlenen hedefler dogrultusunda gesitli yazilim teknolojileri ve araglar kulla-
nilmistir. Asagida Tablo 1.’de bu teknolojilere iliskin 6zet bilgiler sunulmustur.

Tablo 1: Kullanilan Temel Teknolojiler

Teknoloji/Arag Kullanim Amaci Platformdaki Rolii
ASPNET Core Web uygulan.la}s1.n1n Ku.llamcl arayliz, ko?trol. katmani
temel mimarisini ve ig mantig1 bu yapi tizerinden
MVC P
olusturmak gelistirildi.
SQL Server Verilerin giivenli Kullanici, arag ve rezervasyon
Management sekilde saklanmas1 bilgileri veritabaninda depolandi.

Projenin tiim kodlama, test ve hata

Yazilm gelistirme ayiklama siiregleri bu IDE iizerinde

Visual Studio ortami saglamak

yiriitilmiistiir.
Uygulama katmanlarint  Veri, kullanici arayiizii ve kontrol
MVC ( Model- birbirinden ayirarak akis1 birbirinden bagimsiz hale
Wiev-Controller diizenli bir yap1 getirilerek, bakim ve gelistirme
olusturmak kolaylig1 saglanmustir.
CQRS
(Command Query  Okuma ve yazma
Responsibility islemlerini ayirarak Veritabani islemleri optimize edildi.
Segregation) performans artirmak
Farkli istemciler Platformun mobil siiriimiiyle
Web API arasinda veri aligverisi  iletisim kurmak i¢in REST tabanli
saglamak API kullanildi.
Mediator Tasarim  Katmanlar arast Sistem bilesenleri arasinda daha
Deseni bagimliligi azaltmak esnek bir yap1 kuruldu.
Uygulama, farkli iglevsel alanlara
Area Modiiler bir proje boliinerek (6rnegin kullanici,
yapist kurmak yonetici gibi), kodun diizenlenmesi

ve yonetimi kolaylastirilmigtir.
Kullanici dostu ve etkilesimli

Dinamik web sayfalar1  arayiizler tasarlanmis, veriler

Razor Pages

olusturmak sunucu tarafinda dinamik olarak
islenmisgtir.
Uygulama Is mantig1 merkeze alinarak, dig

katmanlardan (UI, veri erigimi)
bagimsiz bir yap1 olusturulmustur;
boylece esneklik ve test
edilebilirlik artirilmisgtir.

Onion Architecture bagimliliklarini
(Sogan Mimarisi)  azaltmak ve katmanlt
bir yap1 kurmak
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2.1. Sistem Bilesenleri ve Secimleri

ASPNET Core, acik kaynakli, platformdan bagimsiz ve yiiksek perfor-
mansli bir web gelistirme ¢atisidir. Bu ¢alisma kapsaminda ASP.NET Core’un
tercih edilmesinin temel nedeni, RESTful servis gelistirme olanagi ve modii-
ler yapisinin sagladig1 yonetilebilirligin artmasidir.

SQL Server, verileri giivenli ve hizli bigcimde saklamasi sebebiyle gii¢lii
bir iligkisel veritaban1 yonetim sistemidir. Gelistirilen uygulamada kullanici
bilgileri, ara¢ detaylar1 ve rezervasyon islemleri gibi verilerin tutarli bicimde
yonetilmesi amaciyla bu sistem tercih edilmistir.

MediatR kiitiiphanesi, .NET tabanli projelerde CQRS (Command Qu-
ery Responsibility Segregation) yapisinin uygulanmasini kolaylastiran bir
yap1 sunar. Uygulama igerisindeki islemleri komut ve sorgu olarak bir-
birinden ayirarak yazilim mimarisinin diizenli, anlasilir ve test edilebilir
olmasina katki saglar. Ayrica katmanlar aras1 bagimliliklarin azaltilmasi,
sistemin esnekliginin artirilmasi uygulamanin 6lgeklenmesi siirecinde or-
taya ¢ikabilecek karmasikliklarin oniine gecilmesi amaciyla da MediatR
tercih edilmistir.

MVC (Model-View-Controller) tasarim deseni; uygulamanin veri modeli
(Model), kullanici arayiizii (View) ve is mantig1 (Controller) olmak {izere {ig
ayr1 katmanda ele alinir. Bu yap1 sayesinde, gelistiricilerin sorumluluk alanlari
netlestirilerek modiilerligi artirilir ve uygulamanin yonetilebilirligi kolayla-
sir. Bu uygulama kapsaminda, kullanici arayiizii ile i mantiginin birbirinden
ayrilmasi hedeflenmis; bakim ve test siireclerinin daha kolay ve verimli bir
sekilde yiiriitiilmesi saglanmistir.

Area yapisi, ASPNET MVC projelerinde uygulamanin farklt modiille-
re ayrilarak diizenli bir bigimde yonetilmesini saglayan yapidir. Bu platform
kapsaminda, kullanici islemleri, yonetici panelleri ve ara¢ yonetimi gibi bo-
liimler ayr1 alanlarda (areas) toplanmistir. Boylece kod karmasasi azaltilmis,
sistemin modiilerligi ve kolay yonetilebilirligi giiclendirilmistir.

Web API, istemci ve sunucu arasinda veri aktarimmi HTTP protokolii
araciligiyla saglayan bir iletisim teknolojisidir. Gelistirilen uygulama kapsa-
minda Web API kullanilarak kullanici, arag ve rezervasyon gibi temel islemler
dis sistemlerle giivenli bi¢imde paylasilabilir hale gelmis, boylece sistemin
farkl platformlarla uyumu artirilmis ve erisilebilir bir yap1 elde edilmistir.

Visual Studio, .NET tabanli projeleri gelistirmek i¢in yaygin olarak kul-
lanilan giiglii bir gelistirme ortamidir (IDE). Buuygulama kapsaminda Visual
Studio’dan yararlanilarak kodlama, derleme ve hata ayiklama siireglerinin dii-
zenli bir bi¢imde yiirlitiilmesi saglanmistir. Ayrica ekip i¢i ¢aligmalarda uyum
ve kaynak yonetiminin etkin bi¢imde gergeklestirilmesi agisindan kolayliklar
saglamistir.
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Onion Architecture, yazilimin merkezine is kurallarin1 (domain logic)
yerlestirip dig katmanlarin (6rnegin veritabani, arayiiz vb.) bagimliligimi en
aza indirmeyi amaglayan bir mimari modeldir. Gelistirilen uygulama kapsa-
minda bu yapi1 tercih edilerek bagimliliklar azaltilmis, katmanlar arasi gegisler
diizenli hale getirilmis, sistemin bakimi ve test edilebilirligi artirtlmistir.

Platform asagidaki katmanlar {izerine yapilandirilmistir:
e Domain Katman: Is kurallar1 ve temel varliklari igerir.
e Application Katmani: Komut ve sorgularm islendigi bolimdiir.

¢ Infrastructure Katmani: Veritabani baglantilar1 ve e-posta gibi dis
sistemlerle etkilesimi saglar.

e Presentation Katmam: Kullanici arayiizii ve API u¢ noktalarini ba-
rindirir,

Bu teknolojik yap1, gelistirilen uygulamanin giivenli, hizl1 ve ytiksek per-
formansli bigimde ¢alismasini saglamis; kullanict deneyimi agisindan giiclii
bir sistem olusturmustur.

2.2. Deneysel Calismalar

Bu boliimde, kadinlar ve engellilere 6zel olarak gelistirilen arag kiralama
platformunun islevsel olarak dogru calisip calismadigini degerlendirmek ama-
ciyla prototip gelistirme siireci, karsilagilan teknik kolayliklar ve zorluklar ile
alman giivenlik 6nlemleri dogrultusunda yapilan testler aciklanmaktadir. Ya-
zilim gelistirme siireci boyunca ytiriitiilen bu deneysel ¢calismalar, platformun
hedeflenen sekilde ¢alistigini gostermistir.

Deneysel agsamada kullanicilarin ara¢ aramasi, filtreleme yapmasi ve re-
zervasyon olusturmasi gibi temel iglemler incelenmistir. Bu testlerin temel
hedefi siiregte, engelli kullanicilarin erisilebilirlik ihtiyaglarinin karsilanmasi
ve kadin kullanicilarin giivenlik agisindan desteklenmesidir.

Ayrica, deneysel siirecin sonunda farkli kullanici tiirlerinin (kadin ve en-
gelli bireyler) sistemi nasil kullandiklarini analiz eden senaryolar hazirlanmis,
senaryolardan elde edilen bulgularla, sistemde iyilestirme ¢aligmalar1 yapil-
migtir.

Platformun ana kullanict kitlesini kadinlar ve engelli bireyler olusturdu-
gundan, arayiiz tasarimi siirecinde erigilebilirlik (accessibility) temel ilke ola-
rak benimsenmistir.

Bu dogrultuda:

o Kullanicilarin hizli ve giivenli islem yapabilmeleri i¢in form, butonlar
ve acilir menii (dropdown menti) gibi etkilesimli arayiiz bilesenleri optimize
edilmistir.
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e Her modiiliin (6rnegin kullanici kaydi, ara¢ ekleme, rezervasyon ipta-
1i) islevselligi test edilmistir.

Yapilan deneysel ¢aligmalar sonucunda, sistemin performans, erisilebilir
ve kullanici deneyimi agisindan hedeflenen niteliklere biiylik dlglide ulastig
goriilmistiir.

Platformun kullanicr arayiizii, sade ve anlagilir yapisiyla test kullanicilar:
tarafindan olumlu degerlendirilmis; filtreleme ve arama fonksiyonlari; tarih,
saat ve 0zel donanim gibi kriterlere gore hizli ve dogru sonuglar tiretmistir.
Kadin ve engelli kullanicilar i¢in olusturulan rezervasyon senaryolarinda sis-
tem, siirecin tiim asamalarinda kararli bir performans sergilemistir. Giivenlik
testlerinde, JWT tabanli dogrulama sistemi yetkisiz erisimleri basartyla engel-
lemistir. Ayrica, CQRS, Mediator ve Onion mimarisi yaklasimlarinin birlikte
kullanilmasiyla yazilimin modiilerligi, yonetilebilirligi ve gelistirilebilirligi
artirilmastir.

3. Sonuclar

Gelistirilen sistem kadinlar ve engellilerin toplumsal hayata katilimim
destekleyen ve firsat esitligini gézeten, uyumlu, kullanici dostu ve giivenli bir
web platformu olarak tasarlanmistir. Bu baglamda kullanici deneyimi, giiven-
lik ve erisilebilirlik acisindan yapilan degerlendirmelerde hedeflenen kriterler
kargilanmaistir.

3.1.Teknik Ciktilar

Anasayfa: Kullanic1 deneyimini 6n planda tutan, sade ve erisilebilir bir
yapiya sahip olan anasayfa kadin ve engelli bireylerin sistemi kolaylikla kul-
lanabilmelerini saglamaktadir. Gelistirilen Ana sayfa Boliimii tasarimi Sekil
2.’de gosterilmektedir.

Kadinlar ve Engelliler
igin Yeni Bir Ulagim
Deneyimi

Sekil 2: Anasayfa Boliimii
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Fiyatlar Boliimii: Fiyatlar boliimii, araglarin giincel kiralama {icretlerini
sunmakta; kullanicilarin fiyatlari rahatlikla karsilagtirmasina imkan vermekte-
dir. Gelistirilen Fiyatlar Boliimii tasarimi Sekil 3.’te gosterilmektedir.

ROTA Ana Soyfa Hoidmzaa Hametior Fiyatior Arobolor Blogior Botigim

Ganlik Kiralama Ucreti

+400,00 . ¥3200,00 : +20000,00

Ronault Megane Sedan

+400,00 Fiyat 000,00 fromak Fyae +4850,00
Puane ¥ ¥ & & &

=

Bu Aroc Kirakayn +2000,00 [ychoke *6500,00 /ays

Sekil 3: Fiyatlar Boltimii

Araclar Béliimii: Kullanicilara bu boliimde, araglari engelli erisimine
uygunluk veya bebek koltugu gibi 6zel donanim 6zelliklerine gore filtreleme
yapmalarina olanak tanmir. Bdylece, kullanicilar ihtiyaglarma uygun araca
kisa siirede ulasabilmektedir. Gelistirilen Araglar Bolimii tasarimi Sekil 4.’te
gosterilmektedir.

ROTA Ana sayfa Haklkamizda Hizmeter Fiyatiar Arabalar Bloglar lietigim

Megane Sedan Passat
400,00 590,00

Hemen Kirala Detaylar Hemen Kirala Detaylar

Corsa
400,00

Sekil 4: Araglar Boliimii
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Footer: Sayfanin alt kisminda konumlandirilan bu boliim, temel baglan-
tilara ve sosyal medya hesaplarina erisimi kolaylastirmaktadir. Tiim bilesen-
ler, erisilebilirlik standartlarina dogrultusunda tasarlanarak diizenlenmistir.
Gelistirilen Footer Boliimii tasarimi Sekil 5.’te gosterilmektedir.

ROTA Anasoyla  Hkimada  Mimeter  Fiyar  Aabalar  Bloglar  letgim

Hizh Linkler Masteri Destegi

Sekil 5: Footer Béliimii

Tletisim Béliimii: Platformun iletisim alani kullanicilarin sistem yoneti-
cileri veya destek ekibiyle baglant1 kurabilmeleri i¢in bir form sunmaktadir.
Acik iletisim bilgileri, kullanici etkilesimini gii¢lendiren bir ortam sunmakta-
dir. Gelistirilen Footer Boliimii tasarimi Sekil 6.”da gosterilmektedir.

ROTA Ano Soyio Mok Hizrrstios Fiyotion Aroibxoior Blogiar

Kty lntantul
0506- 505-06-08

carbook@gmall.com

Sekil 6: Iletisim Boliimii

3.2. Platformun Bashca Ozellikleri

Kullanic1 Dostu Web Arayiizii: Platformun web arayiizii, sade tasarimi
ve rehber niteligindeki yapisiyla kullanicilarin kolayca gezinebilecegi bir ya-
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piya sahiptir. Renk, yazi tipi ve buton diizeniyle kullanic1 deneyimini artiracak
bi¢cimde tasarlanmistir.

Kadinlara Yoénelik Giivenli Kullamim Ozellikleri: Platformda kadin
kullanicilarin glivenligini 6n planda tutarak acil yardim butonu ve bebek kol-
tugu gibi 6zel ara¢ donanimlart sunulmustur. Bu 6zellikler, kadinlar igin gii-
venli ve konforlu bir arag kiralama deneyimini desteklemektedir.

Engellilere Uygun Filtreleme Sistemi: Platformda engelli bireylerin ih-
tiyaglarina uygun olarak rampa ve genis i¢ hacim gibi donanim o6zelliklerine
sahip araclar sisteme eklenmis, bu araglar filtreleme sistemiyle hizli ve kolay
bulunabilir hale getirilmistir.

Yonetim Paneli ve Veritaban1 Yonetimi: Admin paneli araciligiyla
arag, kullanici ve rezervasyon islemleri etkin bir bicimde yonetilmektedir.
SQL Server kullanilarak giiclii veritabani altyapisi olusturulmustur. Bu saye-
de veriler giivenli bicimde saklanmakta; CQRS ve Mediator mimarisi ile de
veri erisiminde ve giincellemelerde hem yiiksek performans hem de giivenlik
saglanmustir.

4. Gelecek Yonelimler

Gelecekte, platformun mobil uygulama siirlimiiniin gelistirilmesi, kisi-
sellestirilmig hizmetlerin artirilmasi ve engelli kullanicilar i¢in 6zel konum
tabanli acil yardim modiillerinin eklenmesi planlanmaktadir.

Planlanan bu iyilestirmeler, gelistirilen web platformunun kapsayiciligini
ve toplumsal etki alanini genisletecek; ayni zamanda yazilim mimarisi, kulla-
nict deneyimi ve sosyal inovasyon gibi alanlarda yeni arastirma ve gelistirme
firsatlar1 sunacaktir.

Basaril1 bir uygulama, diger bolgeler i¢in de 6rnek teskil ederek, tilke ge-
nelinde benzer platformlarin gelistirilmesine onciiliik edebilir. Bolgesel fark-
liliklar1 g6z onilinde bulundurarak gelistirilecek bir platform, daha genis bir
uygulama potansiyeline sahip olabilir ve diger bolgeler i¢in de uyarlanabilir
bir model sunabilir.

Ayrica, bu tiir yenilik¢i ¢oziimlerin hayata gecirilmesi, arag¢ kiralama sek-
tortinde de bir doniisiim baglatarak, daha kapsayici ve duyarli hizmet anlayisi-
nin benimsenmesine katkida bulunabilir.

Sonug olarak, bu arastirma, kadinlarin ve engelli bireylerin ulasim ihti-
yaglarina yonelik yenilik¢i ve 6zgiin bir ¢6ziim dnererek, hem akademik lite-
ratilire katkida bulunabilir hem de pratik uygulamalar i¢in yol gosterici olabilir.
Ozellikle, arag kiralama sektdriinde daha kapsayici ve duyarli bir yaklasimin
benimsenmesine yonelik atilacak adimlar i¢in 6nemli bir zemin olusturacag:
distiniilmektedir.
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Makine 6grenimi egitim paradigmalarinda istatistiksel akil yiiriitme-
nin rold, sistemlerin verilerden 6grenmesini ve otonom olarak tahminlerde
bulunmasini saglayan bir disiplin olan makine 6grenimi (ML) ¢ercevesinde
istatistiksel ilkelerin temel entegrasyonunu inceler. Istatistiksel akil yiiriitme,
model gelistirme, performans degerlendirmesi ve sonuglarin yorumlanmasi-
n1 kolaylastirarak makine 6greniminin ¢esitli yonlerinin temelini olusturur.
Bu alanlarin birbirine bagimliligi, ML algoritmalarinin artan karmasikligi ve
biiyiik veri kiimelerine olan 6nemli bagimlilik géz 6niine alindiginda 6zellik-
le dikkat gekicidir ve bu durum, alana giren uygulayicilar arasinda istatistik-
sel okuryazarligin 6nemi hakkinda tartismalara yol agmistir ( Boulesteix, A.
L., & Schmid, M., 2014).

Tarihsel olarak, istatistiksel metodolojiler birgok makine 6grenme tek-
niginin temelini olusturmustur; olasilik teorisi ve Bayes istatistigi gibi temel
kavramlar, algoritmalarin tasarim ve uygulanmasinda kritik bilesenler ola-
rak gorev yapmuistir (Sun, K., & Wang, R. ,2024).

Makine 6greniminin evrimi, istatistiksel uygulamalarin kapsamini ge-
nisletmekle kalmamis, ayn1 zamanda yiiksek kaliteli veri gerekliligi ve mo-
del karmagiklig1 nedeniyle asir1 uyum riski gibi zorluklar1 da beraberinde
getirmistir. Bu zorluklar, saglam ve yorumlanabilir sonuglar elde etmek i¢in
istatistiksel akil yiiriitmenin egitim paradigmalarina (yani denetimli, dene-
timsiz ve pekistirmeli 6grenmeye) entegre edilmesinin 6nemini vurgulamak-
tadir (Dangeti, P. ,2017),(Solomonoft, R. J. ,2006).

Kullanic1 dostu makine 6grenimi araglarinin yayginlagmasina ragmen,
yeni uygulayicilar arasinda istatistiksel bilgiye verilen 6nemin azalmasi ola-
siligina iliskin endiseler devam etmektedir. Bu durum, 6zellikle gesitli sek-
torlerdeki ytiksek riskli uygulamalarda, model dogrulugunu dogrulamak ve
yorumlanabilirligi artirmak icin saglam bir istatistiksel temelin gerekliligi
lizerine giderek artan bir tartigmaya yol agmistir. ( Kirch, C,, et. al., 2025).
Sugiyama, M. (2015).

Makale, istatistiksel muhakemenin yalnizca model dogrulugu igin degil,
ayn1 zamanda disiplinler arasi isbirligini tesvik etmek ve veriye dayali karar
alma siireglerini iyilestirmek i¢in de hayati 6nem tagidigini vurgulamaktadir
( Cady, F. 2024).

Makine 6grenimi gelismeye devam ettikge, istatistiksel akil ytiriitme ve
algoritma gelistirme arasindaki etkilesim hayati 6nem tagimaktadir. Gelecek-
teki gelismelerin bu disiplinleri daha da biitiinlestirmesi ve saglik, finans ve
mithendislik gibi alanlarda yenilik¢i uygulamalarin 6ntinii agmasi beklen-
mektedir. Model egitimi ve dagitimiyla ilgili zorluklarin ve sinirlamalarin ele
alinmasi, makine 6grenimi ¢6ziimlerinin gercek diinya baglamlarinda giive-
nilirligini ve etkinligini saglamak i¢in ¢cok 6nemlidir ( Cady, F. 2024)( Mello,
R. E, & Ponti, M. A. ,2018).
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Tarihsel Baglam

[statistik ve makine 6greniminin kesisim noktast, her iki disiplinin me-
todolojilerinin ve teorilerinin evrimini yansitan zengin bir tarihsel baglama
sahiptir. Tarihsel olarak, istatistik birgok makine 6grenimi tekniginin temeli
olmustur ve ilk gelismeler dogrusal ve lojistik regresyon gibi geleneksel ista-
tistiksel yontemlere dayanmaktadir. Bu yontemler, hesaplama teknolojilerin-
deki gelismelerle birlikte kademeli olarak evrim ge¢irmis ve makine 6greni-
mi alaninda daha karmasik algoritmalarin ortaya ¢ikmasini kolaylagtirmistir
(Boulesteix, A. L., & Schmid, M. (2014). (Dangeti, P. 2017)

Bu evrimin en 6énemli anlarindan biri, makine 6greniminin biyiik veri
kiimelerini isleme potansiyelinin farkina varilmasiydy; bu da hesaplama gii-
ciindeki ve veri depolama kapasitelerindeki gelismeler sayesinde giderek daha
miimkiin hale geldi. Makine 6grenimi ivme kazandik¢a, geleneksel istatis-
tiklerde vurgulanan veri kalitesinden veri miktarina dogru bir odak kaymasi
yasand1 ve bu da tahmin modellerini etkili bir sekilde egitmek i¢in biiyiik veri
kiimelerine olan ihtiyaci artirdi1 ( Bian, J. , 2019).

Bu degisim, istatistik¢iler ve makine 6grenimi uzmanlari arasinda, her
iki alanin giiglii yonlerini birlestirmeyi amaglayan, giderek artan bir is birli-
gini tesvik etti ( Bian, J., 2019).(Sun, K., & Wang, R. ,2024).

On yillar boyunca, istatistik¢iler tarafindan kullanilan metodolojiler,
makine 6greniminin gelisimini derinden etkilemistir; zira birgok modern al-
goritma, istatistik teorisinden kavramlar 6diing almaktadir. Ornegin, olasilik
teorisinin prensipleri, 6zellikle Bayes istatistigi, cok sayida makine 6grenimi
algoritmasinin ayrilmaz bir parcasi haline gelmistir. Bu baglanti, iki alanin
siirekli evrimini gostermekte ve saglam makine 6grenimi modelleri gelistir-
mede giiglii bir istatistiksel temelin énemini vurgulamaktadir ( Dangeti, P. ,
2017). Dahasi, Python’in scikit-learn’i gibi kullanic1 dostu makine 6grenimi
kiitiiphanelerinin ve gergevelerinin yayginlagsmasi, alana yeni giren uygula-
yicilar icin derin istatistiksel bilginin daha az kritik oldugu algisina katkida
bulunmustur. Bu yanlis anlama, makine 6grenimi uygulamalarinin gegerlili-
gini ve yorumlanabilirligini saglamak i¢in istatistiksel prensiplerin kapsamli
bir sekilde anlasilmasi gerekliligi konusunda tartismalara yol agmugtir. ( Kir-
ch, C,, et. al,, 2025).(Sun, K., & Wang, R., 2024).

Bu disiplinler gelismeye devam ettikge, disiplinler arasi igbirliginin art-
mast ve veri analizi ile tahmin modellemesine daha biitiinlesik bir yaklasimin
oniiniin agilmasi beklenmektedir ( Bian, J. , 2019).( Lafferty, J. ve Wasserman,
L. ,2006).

Makine Ogrenmesinde Istatistiksel Kavramlar

[statistiksel kavramlar, makine 6grenimi modellerinin gelistirilmesi ve
anlagilmasinda ¢ok 6nemli bir rol oynar. Bu kavramlar, verileri analiz etmek,
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tahminlerde bulunmak ve makine 6grenimi algoritmalarinin sonuglarini yo-
rumlamak icin gerekli ¢ergeveyi saglar.

Olasilik Teorisi

Olasilik teorisi, makine 6greniminde istatistiksel ¢ikarimin temelini
olusturur. Belirsizligi nicellestirmeye yardimci olur ve verilere dayal: tah-
minler yapmada 6nemli bir rol oynar.

Temel Kavramlar

Olasilik : Bir olayin ger¢eklesme ihtimalinin sayisal bir 6lgiisii olup, 0
(imkansiz) ile 1 (kesin) arasinda degisir (Dangeti, P., 2017).

Makine 6greniminde bu, genellikle belirli 6zellikler géz oniine alindi-
ginda bir sonucun olasiligini degerlendiren kosullu olasilik bi¢imini alir.

Bayes Teoremi

Bayes teoremi, olasilik teorisinin temel bir bilesenidir ve yeni kanitlara
(sonraki olasiliklar) dayanarak ilk inanglarin (6nsel olasiliklar) giincellenme-
sine olanak tanir.

P(A|B)P(A)

P(AIB)= T (1)

Bu teorem, genetik testler gibi uygulamalar icin ¢ok 6nemlidir; burada,
onceden edinilen bilgi ve yeni verilere dayanarak bir bireyin belirli bir geni
tasima olasiligini belirlemeye yardimer olabilir.

Istatistik Tiirleri
Makine 6grenimi genellikle iki ana istatistik tirtini kullanir:

Tamimlayici Istatistikler : Bu dal, biiyiik veri kiimelerini basitlegtirir ve
diizenler, boylece anlagilmalarini ve analiz edilmelerini kolaylastirir. Ortala-
ma, medyan ve aralik gibi dl¢iimler bu kategoriye girer (Naidu, G., Zuva, T.,
& Sibanda, E. M. , 2023)

Cikarimsal Istatistik : Bu yaklagim, daha biiyiik bir popiilasyon hakkinda
sonuglar ¢ikarmak i¢in daha kiigiik bir veri kiimesi kullanir ve tahminler ile
hipotez testlerine olanak tanir (Naidu, G., Zuva, T., & Sibanda, E. M. , 2023)

Makine 6grenimi modellerini degerlendirmek icin ¢esitli istatistiksel 61-
ciitler hayati 6neme sahiptir:

P degeri : P degeri, sifir hipotezinin dogru oldugu varsayimi altinda,
gozlemlenen kadar ug bir test istatistiginin gézlemlenme olasiligin1 gosterir.
Hipotez testinde ¢ok dnemli bir rol oynar ve arastirmacilarin bulgularinin
istatistiksel olarak anlamli olup olmadigini belirlemelerine yardimc1 olur (
Bontempi, G., & Ben Taieb, S. , 2021).
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Giiven Aralig1 : Bu araliklar, bir parametrenin belirli bir giiven diize-
yinde (6rnegin, %95) diisme olasiliginin oldugu araligi tahmin eder. Makine
ogrenimi modellerinden elde edilen tahminlerin dogrulugu hakkinda fikir
verirler ( Bontempi, G., & Ben Taieb, S. , 2021).

R-kare : Bu 6l¢ii, bagimli degiskendeki varyansin bagimsiz degiskenler-
den tahmin edilebilen oranini agiklar ve modelin performansina istatistiksel
bir bakis agis1 sunar (Naidu, G., Zuva, T., & Sibanda, E. M. ,2023).

Istatistiksel Ogrenme Teorisi

[statistiksel 6grenme teorisi, makine grenmesi algoritmalarinin veriler-
den nasil 6grendigini ve yeni durumlara nasil genelleme yaptigini anlamak
icin titiz bir cerceve sunar. Istatistiksel ydntemler ve makine 6grenmesi ara-
sindaki etkilesimi vurgulayarak, bu iki alanin entegrasyonunun daha giigli,
verimli ve yorumlanabilir modellerin gelistirilmesini nasil artirabilecegini
ortaya koyar (Sun, K., & Wang, R. ,2024).Veri bilimciler, istatistiksel akil yii-
riitmeyi kullanarak veri yapilarini daha iyi anlayabilir, model dogrulugunu
artirabilir ve karmasik veri kiimelerinden anlamli sonuglar ¢ikarabilirler.

Makine Ogrenimi Egitimine Genel Bakis

Makine 6grenimi, bilgisayarlarin verilerden 6grenmesini ve 6zerk karar-
lar almasini saglayan algoritmalar olusturmaya adanmus, bilgisayar biliminin
onemli bir dalidir. A¢ik talimatlarin verildigi geleneksel programlamanin ak-
sine, makine 6grenimi modelleri, kapsamli veri kiimelerini analiz ederek ka-
liplar1 belirler ve tahminlerde bulunur (Sugiyama, M. (2015).

Sektorlere gore makine 6grenimi pazari bitytikligi ve pay1 asagida ve-

rilmistir.

Sekil 2. Sektorlere gore makine 6grenimi pazari biiyiikliigii (https://und.edu/blog/
machine-learning-vs-statistics.html)

Bl Manufacturing 18.88%
Bl Finance 15.42%
[ Healthcare 12.23%
Bl Transportation 10.63%
Bl security 10.10%
Bl Business & legal services  9.86%
Bl Others 5.83%
Il Energy 5.58%
Bl Media & Entertainment 5.19%
Bl Retail 4.67%

Semiconductor 1.61%

Source: Statista
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Bu modellerin egitimi, her biri belirli veri tiirlerine ve hedeflere gore
uyarlanmis cesitli paradigmalar araciligiyla gergeklesir.

ML Egitim Tiirleri
Denetimli Ogrenme

Denetimli 6grenme, her girdinin karsilik gelen bir ¢iktiyla iliskilendiril-
digi etiketli veri kiimeleri izerinde modellerin egitilmesini i¢erir. Bu yontem,
ozellikle e-postalarda istenmeyen e-posta tespiti gibi uygulamalar da dahil
olmak tizere siniflandirma ve regresyon gibi gorevler i¢in etkilidir (Bouleste-
ix, A. L., & Schmid, M. , 2014). (Oguzlar, A. ,2003).

Yiiksek kaliteli etiketli verilere olan bagimlilik énemli bir zorluk tegkil
etmektedir, ¢linkii denetimli 6grenmenin basaris: biiyiik dl¢iide bu verilerin
mevcudiyetine ve dogruluguna baglidir (Dangeti, P. ,2017).

Denetimsiz Ogrenme

Buna karsilik, denetimsiz 6grenme, agik etiketler icermeyen veri kiime-
leri iizerinde ¢alisir. Burada model, veriler i¢indeki gizli yapilar1 veya kalipla-
r1ortaya ¢ikarmay1 amaglar. Yaygin uygulamalar arasinda kiimeleme (benzer
veri noktalarinin gruplandirilmasi) ve degiskenler arasindaki iliskileri belir-
leyen iliskilendirme yer alir (Boulesteix, A. L., & Schmid, M. ,2014).

Denetimsiz 6grenme, 6zellikle model performansinin degerlendirilme-
sinde kendine 6zgii zorluklar sunar; ¢iinkii denetimli 6grenmede kullanilan
geleneksel 6l¢iitler dogrudan uygulanamaz. (Garcia, S., Luengo, J., & Herrera,
F. ,2015).

Takviyeli Ogrenme

Takviyeli 6grenme (RL), modellerin ¢evreleriyle etkilesim yoluyla 6g-
rendigi ve 6diil veya ceza seklinde geri bildirim aldig: farkli bir paradigmay1
temsil eder (Tas, O. (2024). Bu yaklasim, modelin zaman iginde kiimiilatif
odiilleri en iist diizeye ¢ikarmak igin en uygun politikay1 6grenmesi gereken
robotik ve oyun oynama gibi dinamik uygulamalar igin uygundur (Sugiya-
ma, M. ,2015).

Takviyeli 6grenmenin yinelemeli yapisi, yerel optimumlardan kaginmak
i¢in saglam kesif stratejilerine duyulan ihtiya¢ da dahil olmak tizere ek kar-
magikliklar getirir.

istatistiksel Akil Yiiriitmenin Onemi

[statistiksel akil yiiriitme, makine grenimindeki tiim egitim paradig-
malarinin ayrilmaz bir parcasidir. Istatistik alaninda saglam bir temel, 6n-
yargi, varyans ve farkli modellerin altinda yatan varsayimlar gibi sorunlar:
ele alma yetenegini artirir. Bu anlayis, model performansini degerlendirmek
ve makine 6grenimi ¢oziimlerinin saglamligini iyilestirmek i¢in gereklidir



Bilgisayar Mithendisligi Alaninda Uluslararas: Derleme, Arastirma ve Caligmalar - 185

(Solomonoft, R. J. ,2006).

Uygulayicilar yiiksek boyutlu verilerin karmasikligryla basa ¢ikmaya ve
tahmin dogrulugunu artirmaya ¢alisirken, istatistiksel yontemlerin uygulan-
mas1 giderek daha 6nemli hale geliyor.

Model Egitiminde Karsilasilan Zorluklar

Etkili makine 6grenimi modelleri gelistirmek birgok zorlukla doludur.
Bunlarin basinda kaliteli egitim verilerinin eksikligi ve yanlis egitim yon-
temlerinin kullanilmasi riski gelir. Bu zorluklarin iistesinden gelmek, model
gelistirme siirecini yonlendiren istatistiksel prensiplerin ve makine 6grenimi
uygulamalarinin inceliklerinin kapsamli bir sekilde anlagilmasini gerektirir
( Dangeti, P. (2017).(Solomonoff, R. J. ,2006).

Istatistiksel akil yiiriitmeyi egitim siirecine entegre ederek, uygulayicilar
verilerden anlamli i¢goriiler elde etme ve daha giivenilir makine 6grenimi
sistemleri olusturma yeteneklerini gelistirebilirler.

Istatistiksel Akil Yiiriitme Uygulamalar1

Istatistiksel akil yiiriitme, 6zellikle makine 6grenimi ve veri analizi ol-
mak tizere bir¢ok alanda ¢esitli uygulamalarda kritik bir rol oynamaktadir.
Uygulayicilar, istatistiksel yontemler ve prensipler kullanarak verilerden ge-
cerli sonuglar ¢ikarabilir ve kanitlara dayali olarak bilingli kararlar verebilir-
ler.

Veri Analizi ve Yorumlama

Veri analizi alaninda, istatistiksel akil yiirtitme, veri kiimelerini anla-
mak ve yorumlamak i¢in temeldir. Tanimlayici istatistikler, hipotez testleri
ve ¢ikarimsal istatistikler gibi teknikler, analistlerin veriler icindeki kaliplari,
egilimleri ve iligkileri belirlemelerini saglayarak, isletme, ekonomi, saglik ve
sosyal bilimler gibi alanlarda kanita dayali karar vermeyi destekler ( Paleyes,
A., Urma, R. G,, & Lawrence, N. D. (2022).

Arastirma ve Bilimsel Sorgulama

Arastirmacilar, deneysel verileri analiz etmek ve bilimsel ilerlemelere
katkida bulunan bulgular: yayinlamak i¢in istatistiksel akil yiiriitmeyi kul-
lanirlar. Bu, hipotezleri dogrulamak, popiilasyon parametrelerini tahmin
etmek ve regresyon analizi ve giiven araliklar1 gibi ¢esitli yontemlerle sonug-
larin giivenilirligini degerlendirmek igin istatistiksel tekniklerin uygulanma-
sini igerir ( Paleyes, A., Urma, R. G., & Lawrence, N. D. ,2022).

Istatistiksel bir bakis agistyla verileri elestirel bir sekilde degerlendirme
ve yorumlama yetenegi, herhangi bir bilimsel alanda bilgi birikimini ilerlet-
mek i¢in elzemdir.
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Makine Ogrenmesi Modeli Gelistirme

Istatistiksel akil yiiriitme, makine 6grenimi modellerinin gelistirilme-
sinde de ¢ok 6nemlidir. Veri temizleme, normallestirme ve doniistiirme gibi
o6n igleme teknikleri, istatistiksel prensiplere dayanir ve modellerin dogru-
lugunu ve verimliligini artirir. Ozellik se¢imi yontemlerini uygulayarak,
uygulayicilar karmasiklig1 azaltarak ve asir1 uyumun oniine gecerek model
performansini artirabilirler (Zaker Esteghamati, M., Bean, B., Burton, H. V,,
& Naser, M. Z. (2025):( Wagstaft, K. ,2012).

Olasilik dagilimlarini ve temel istatistiksel varsayimlari anlamak, uygun
modelleri ve degerlendirme olgiitlerini segmeye yardimei olur.

Isletmelerde Karar Verme

[s diinyasinda istatistiksel akil yiiriitme, pazar trendlerini, tiiketici dav-
raniglarini ve operasyonel performansi analiz ederek stratejik karar alma
siirelerini kolaylastirir. Igletmeler, satiglari tahmin etmek, pazarlama etkin-
ligini degerlendirmek ve kaynak tahsisini optimize etmek igin istatistiksel
araglardan yararlanarak daha iyi finansal sonuglar elde ederler (Paleyes, A.,
Urma, R. G, & Lawrence, N. D. ,2022).

[statistiksel veriler, isletme kararlarini gerekcelendirmek ve etkilerini de-
gerlendirmek i¢in bir temel olusturur.

Egitim ve Ogretim

[statistiksel akil yiiriitme, ozellikle veri bilimi ve analitigi alanlarinda
egitim ve 8gretim programlarinin énemli bir bilesenidir. Istatistiksel akil yii-
riitme dersleri, 6grencilere matematiksel temelleri anlama, istatistiksel yazi-
limlar1 kullanma ve gesitli istatistiksel teknikleri ger¢ek diinya problemlerine
uygulama gibi temel beceriler kazandirir. Bu temel, veri odakl: alanlarda ka-

riyer yapmak isteyen herkes i¢in hayati 6nem tasir (Paleyes, A., Urma, R. G.,
& Lawrence, N. D. ,2022).

Zorluklar ve Sinirlamalar

Makine 6grenimi (ML) modellerinin ger¢ek diinya uygulamalarinda
kullanimi, performanslarini ve giivenilirliklerini 6nemli olgiide etkileyebi-
lecek zorluklar ve sinirlamalarla doludur. Bu zorluklar1 anlamak, egitim veri
kiimelerinin ¢ok otesinde genelleme yapabilen modeller gelistirmek icin ¢ok
6nemlidir.

Bu c¢alismada Onerilen kavramsal cerceve, makine 6grenmesi yasam
dongiisiinii istatistiksel karar teorisi ve siire¢ izleme yaklasimlar: ile biitiin-
lestiren dongiisel bir yapi olarak ele almaktadir. Sekil 1'te sunulan mimari,
klasik veri hazirlama-model egitimi hattin, istatistiksel performans izleme
mekanizmalariyla desteklenen siirekli bir geri besleme sistemi olarak yeniden
tanimlamaktadir.
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Sekil 1. Makine 6grenmesi siirekli izleme mimarisi.

Makine Ogrenmesi is Akisi

Q{g Veri Hazirlama
ﬁo‘ Ozellik Miihendisligi
Model Egitimi
‘g*\f Model Degerlendirme
ég Model Dagrtimi

ﬁﬁ Model Servis (Canl Kullamim)

@ Performans izleme ve istatistiksel
Gozlem

Veri Kalitesi ve Erisilebilirligi

Baslica zorluklardan biri, yiiksek kaliteli telemetri verilerinin eksikligi ve
veri toplama i¢in standartlastirilmis yontemlerin bulunmamasidir (Rashidi,
H. H., Albahra, S., Robertson, S., Tran, N. K., & Hu, B. ,2023).

Yetersiz veya temsili olmayan egitim verileri, modellerin daha 6nce go-
rillmemis verilere maruz kaldiginda iyi performans gostermemesine yol aga-
bilir. Bu sorun, modelin egitim verilerinden alakasiz kaliplar1 yakalamasi
ve dolayisiyla genelleme yapamamasi durumunda ortaya ¢ikan asiri uyum
(overfitting) ile daha da katiilesir (Kroese, D. P., Botev, Z., Taimre, T., & Vais-
man, R. (2019):( Kastner, C.,2025).

Modelin karmagiklig1 arttik¢a asir1 uyum riski de artar; bu durum daha
yiiksek varyansa ve daha diisiik tahmin tutarliligina yol agar.

Performans Olgiitleri ve Sapma-Varyans Dengesi

Bir diger 6nemli zorluk, makine 6grenimi modellerini degerlendirmek
i¢in kullanilan performans dl¢iitlerinin se¢imidir. Her 6l¢iitiin kendi sinirla-
malar1 vardir ve tek basina degerlendirilmemelidir. Segilen performans met-
riklerinin ¢aligmanin hedefleriyle uyumlu olmasi, bir modelin yetenekleri
hakkinda anlaml bilgiler elde etmek i¢in ¢ok 6nemlidir (Brownlee, J. ,2018).

Onyargi-varyans dengesi, degerlendirme siirecini daha da karmagik hale
getirir. Bu denge, model karmasiklig: ile genelleme yetenegi arasindaki geri-
limi vurgular; diisitk 6nyarg: genellikle artan varyans pahasina elde edilir ve
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bu da agir1 uyumlanmaya yol acar ( Kastner, C. ,2025).

Bu dezavantaji hafifletmek igin genellikle diizenleme teknikleri kullani-
lir, ancak bunlar model gelistirme siirecine ek karmasiklik getirir ( Brownlee,
J.,2018).

Model Kritikligi ve Izleme Gereksinimleri

Modelin uygulama alaninin kritikligi, izleme gereksinimlerini de belir-
ler. Finansal veya tibbi uygulamalar gibi yiiksek riskli ortamlarda, modelin
diisiik performansindan kaynaklanan sorunlar: hizli bir sekilde tespit etmek
ve bunlara yanit vermek i¢in titiz bir izleme gereklidir ( Sugiyama, M. ,2015).

Ote yandan, daha az kritik modeller, daha diisiik izleme sikligina ve ay-
rint1 diizeyine izin verebilir; bu da zaman i¢inde model dogrulugunu koruma
konusunda rehavete yol agabilir.

Dagitim Mimarisi

Model dagitiminin mimarisi, bir bagka zorluk katmani daha ortaya koy-
maktadir. Ger¢ek zamanli karar verme ve toplu isleme gibi farkli dagitim se-
naryolari, izleme sistemlerinin tasarimini etkiler ( Sugiyama, M. ,2015).

Her mimari, modellerin kendi baglamlarinda etkili kalmasini saglamak
i¢in 6zel yaklagimlar gerektirir.

Genellestirilebilirlik ve A¢iklanabilirlik Zorluklar:

Genellestirilebilirlik, modellerin pratikte etkili bir sekilde performans
gosterebilmeleri icin egitim verilerinin 6tesine genelleme yapabilmeleri ge-
rektiginden, merkezi bir konu olmaya devam etmektedir (Nisbet, R., Miner,
G. D., & McCormick, K. ,2024).

Ayrica, agiklanabilirlik, 6zellikle yap1 mithendisligi gibi modelin karar
verme siirecini anlamanin giiven ve benimsenme agisindan kritik 6nem ta-
sidig1 alanlarda, makine 6greniminde giderek artan bir endige kaynagidir.
(Nisbet, R., Miner, G. D., & McCormick, K. ,2024).

Bu arastirma, gergek diinya uygulamalarina uygun ve saglam makine
ogrenimi ¢ozlimleri gelistirmek igin gelistirilmis egitim teknikleri ve dog-
rulama yontemleri araciligiyla bu sorunlarin ele alinmasinin 6nemini tar-
tigmaktadir. Bu zorluklarin farkina vararak ve stratejik yaklasimlar uygu-
layarak, uygulayicilar ¢esitli uygulamalarda makine 6grenimi modellerinin
giivenilirligini ve etkinligini artirabilirler.

Gelecege Yonelik Yonelimler

Makine 6grenimi (ML) gelismeye devam ettikge, istatistiksel akil yiiriit-
menin entegrasyonunun gelecekteki gelismeleri sekillendirmede ¢ok 6nemli
bir rol oynamasi bekleniyor. Kuantum hesaplama ve denetimsiz 6grenme gibi
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alanlardaki devam eden gelismeler, ML modellerinin yeteneklerini artirarak,
daha karmagik gorevleri ve veri kiimelerini daha yiiksek verimlilikle ele al-
malarini saglayacak ( Kirch, C,, et. al., 2025).

Bu evrim, daha 6nce ulasilamayan doniistiiriicii ¢oziimler sunarak, sag-
lik, finans ve egitim de dahil olmak {izere ¢esitli sektorlerde insan-bilgisayar
etkilesimini yeniden tanimlayacak gibi goriiniiyor ( Kirch, C,, et. al., 2025).

Yap1 mithendisligi baglaminda, son arastirmalar, istatistiksel analizleri
makine 6grenme teknikleriyle birlestiren veri odakli vekil modeller gelis-
tirmenin énemini vurgulamigtir. Ornegin, Esteghamati ve Flint (2021), orta
katli betonarme (RC) gergeve binalarin biitiinsel performans degerlendirme-
lerini inceleyerek, erken tasarim agamalarinda makine 6grenme yontemleri-
ni tamamlayacak istatistiksel yaklasimlarin potansiyelini ortaya koymustur
(Esteghamati, M. Z., & Flint, M. M. (2021) ( Nisbet, R., Miner, G. D., & Mc-
Cormick, K. (2024). Bu entegrasyon, daha saglam ve yorumlanabilir modelle-
re yol agarak mithendislik uygulamalarindaki karar alma siirecini iyilestire-
bilir. Dahas, disiplinler arasi isbirligi arttikea, ¢alismalarin verilerden daha
derin bilgiler elde etmek i¢in hem istatistiksel hem de makine 6grenimi yon-
temlerini giderek daha fazla kullanacag1 6ngoriilmektedir. Bu, 6zellikle Na-
ser ve meslektaslarinin yapisal elemanlarda yangin direncini tahmin etmek
icin agiklanabilir makine 6grenimi modellerine odaklanan ¢aligmalarinda
gortldigii gibi, hem tahmin giicii hem de altta yatan iligkilerin anlagilmasini
gerektiren alanlarda 6nemlidir (Esteghamati, M. Z., & Flint, M. M. ,2021).

Istatistiksel analiz ve makine dgrenimi arasindaki daha net ayrimlara
duyulan ihtiyag, hayati 6nem tasimaya devam edecektir. Arastirmacilar, bu
disiplinlerin gii¢lii yonlerinden etkili bir sekilde yararlanmak i¢in aralarin-
daki etkilesimi aragtirmaya devam etmelidir. Amaglardaki farkliliklar: an-
lamak—istatistiksel yontemler genellikle veri iligkilerini agiklamay1 hedefler-
ken, makine 6grenimi tahmin dogruluguna odaklanir daha incelikli uygu-
lamalar1 tesvik edebilir ve metodolojileri gelistirebilir (Sugiyama, M. ,2015)
(Vapnik, V. N.,1999).

Sonug

Makine 6grenmesi egitim paradigmalarinda istatistiksel akil yiiriitme-
nin roli, yalnizca teknik bir gereklilik degil, ayn1 zamanda disiplinler arasi
bilgi tiretimi ve giivenilir karar alma siirecleri i¢in vazgecilmez bir bilesendir.
[statistiksel ilkeler, model gelistirme, performans degerlendirme ve yorumla-
ma agamalarinda saglam bir temel olusturarak, makine 6grenimi uygulama-
larinin dogrulugunu ve agiklanabilirligini artirir. Bu entegrasyon, 6zellikle
yiiksek riskli alanlarda hatali tahminlerin dogurabilecegi ciddi sonuglar goz
ontine alindiginda, daha da kritik hale gelmektedir.

Makine 6grenimi ve istatistik arasindaki tarihsel bag, giiniimiizde biiyiik
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veri ve karmagik algoritmalarin ortaya ¢ikisiyla daha giiclii bir is birligine do-
nismistiir. Ancak kullanic1 dostu araglarin yayginlasmasi, istatistiksel okur-
yazarligin 6nemini golgede birakma riski tasimaktadir. Bu nedenle, egitim
programlarinda istatistiksel akil yiiriitmenin vurgulanmasi, uygulayicilarin
onyargi, varyans ve asir1 uyum gibi temel sorunlar1 yonetebilme becerisini
gelistirecektir.

Gelecege bakildiginda, kuantum hesaplama, agiklanabilir yapay zeka ve
disiplinler aras1 entegrasyon gibi gelismeler, istatistiksel yontemlerin makine
ogrenimiyle daha derin bir sekilde biitiinlesmesini gerektirecektir. Bu biitiin-
lesme, yalnizca daha giiclii ve giivenilir modellerin gelistirilmesini degil, ayn1
zamanda saglik, finans ve mithendislik gibi kritik alanlarda etik ve sorumlu
yapay zeka uygulamalarinin yayginlagsmasini da saglayacaktur.

Sonug olarak, istatistiksel akil yiiriitme, makine 6grenimi ekosisteminde
bir tamamlayici degil, bir zorunluluktur. Bu anlayis, hem akademik hem de
endiistriyel uygulamalarda daha saglam, yorumlanabilir ve giivenilir ¢6ziim-
ler iiretmenin anahtaridir.
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